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The Economic Value of Predicting Bond Risk Premia*

Lucio Sarno’  Paul Schneider? Christian Wagner?

February 10, 2016

Abstract

This paper studies whether the evident statistical predictability of bond risk
premia translates into economic gains for investors. We propose a novel estimation
strategy for affine term structure models that jointly fits yields and bond excess
returns, thereby capturing predictive information otherwise hidden to standard es-
timations. The model predicts excess returns with high regressions R*s and high
forecast accuracy but cannot outperform the expectations hypothesis out-of-sample
in terms of economic value, showing a general contrast between statistical and
economic metrics of forecast evaluation. More specifically, the model mostly gener-
ates positive (negative) economic value during times of high (low) macroeconomic
uncertainty. Overall, the expectation hypothesis remains a useful benchmark for
investment decisions in bond markets, especially in low uncertainty states.

JEL classification: E43, G12.
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1 Introduction

Empirical research documents that the expectations hypothesis (EH) of the term structure of
interest rates is rejected by the data and argues, almost unequivocally, that deviations from
the EH reflect time-varying risk premia.! Fama (1984), Fama and Bliss (1987), and Campbell
and Shiller (1991) are among the first to provide such evidence, while more recent studies that
document the violation of the EH include Bekaert and Hodrick (2001) and Sarno et al. (2007).
This evidence is strengthened by work showing that bond risk premia are predictable; see e.g.
Cochrane and Piazzesi (2005). In this paper, we evaluate the relevance of EH deviations by
studying whether bond investors benefit from conditioning on information about time-varying
risk premia.

We estimate risk premia using affine term structure models (ATSMs). Based on the pioneer-
ing work of Duffie and Kan (1996) and Dai and Singleton (2000), ATSMs receive a particular
focus in the finance literature on dynamic term structure models because of their richness,
tractability, and ability to produce reasonable risk premium dynamics. Interestingly, research
on the EH and on ATSMs has, to a large extent, evolved along separate paths.? Only a few
papers attempt to bridge this gap and, for example, the results of Backus et al. (2001) and Dai
and Singleton (2002) support the notion that the failure of the EH is due to the invalid as-
sumption of constant risk premia. While Balduzzi and Chang (2012) find that ATSMs capture
yield dynamics well, recent research argues that the evident predictability of bond risk premia

cannot by captured by ATSMs because the necessary predictive information is not spanned

'The EH is the postulate that the long-term interest rate is determined by the current short-term rate and
the market expectation of the short-term rate over the maturity of the long-term rate, plus a constant risk
premium. Under the EH, pure discount bonds are perfect substitutes and excess returns are not predictable.

2While empirical EH research often argues that the theory’s failure is due to time-varying risk premia,
these papers put little effort into modeling risk premia, focusing instead on formal statistical tests of the EH.
Similarly, research on ATSMs is usually motivated by the empirical rejection of the EH, but does not establish
a direct link to the EH within the model.



by the cross-section of yields (see e.g. Duffee, 2011; Barillas, 2013; Joslin et al., 2013). By
contrast, we show that such ATSMs do capture the predictability of excess returns when em-
ploying an extended estimation procedure that jointly fits yields and past risk premia to the
data. This finding suggests that ATSMs represent a suitable vehicle for evaluating the economic
consequences of EH deviations for bond investors.

Our paper contributes to the literature by evaluating whether ATSM forecasts are sta-
tistically more accurate and economically more valuable than EH-consistent forecasts or, in
contrast, whether presuming that the EH holds is a suitable first-order approximation for bond
investment decisions. We conduct an empirical evaluation of the EH that is in many respects
more comprehensive than evaluations in previous research. First, using ATSMs, we consistently
model the whole term structure and not only a subset of yields or excess returns, as e.g. in
Fama and Bliss (1987), Campbell and Shiller (1991), Bekaert and Hodrick (2001), Cochrane
and Piazzesi (2005). Second, the extended estimation proposed in this paper accounts for pre-
dictive information in and beyond (i.e. unspanned by) the term structure, thereby producing
a stronger challenge to the EH.® Third, while related research generally either focuses on a
particular segment of the term structure or a specific prediction horizon, we analyze the term
structure of bond risk premia for horizons ranging from one month to five years. Fourth, while
many other papers focus on statistical evidence in-sample — e.g. Fama and Bliss (1987), Camp-
bell and Shiller (1991), Bekaert and Hodrick (2001), Cochrane and Piazzesi (2005) — we measure
both the statistical accuracy as well as the economic value added by conditional risk premia
(Leitch and Tanner, 1991), and we complement the in-sample results with an out-of-sample

analysis. Our paper is thus related to, but more general than Thornton and Valente (2012),

3Recent research suggests that such additional information that adds to statistical predictability may orig-
inate from forward rates (Cochrane and Piazzesi, 2005), macroeconomic factors (see, e.g., Ludvigson and Ng,
2009; Cieslak and Povala, 2013; Joslin et al., 2013), the market variance risk premium (Mueller et al., 2011), or
a ‘hidden factor’ (Duffee, 2011).



who specifically investigate the economic value of one-year out-of-sample forecasts using the
Cochrane and Piazzesi (2005) factor as well as compared to Barillas (2013) focusing on the role
of macroeconomic variables. Finally, our paper is related to Adrian et al. (2013), who propose
a regression-based ATSM estimation that incorporates information about bond excess returns.
By construction, their approach fits realized bond excess returns almost perfectly. However,
we show that this framework generates predictions for bond risk premia that display the same
tension between statistical and economic metrics as our model, thus supporting the general
findings reported using our extended estimation.

Using US yield data from 1952 to 2012, we evaluate 25 combinations of prediction horizons
and bond maturities, with maturities ranging from one month to ten years. We find that the
extended estimation increases predictive ability and adds economic value over the standard
estimation used in the literature. Conditional risk premia from the extended estimation are
unbiased, thereby explaining deviations from the EH, and entail high explanatory power for
bond excess returns, beyond R?s reported in related work. These findings suggest that our
estimation strategy is flexible enough to capture long- and short-term predictive information
from different sources. As a result, the model allows bond investors to forecast risk premia
with high accuracy and to earn positive portfolio excess returns in- and out-of-sample.

To evaluate the model against the EH, we use the average historical bond excess return as a
consistent estimate for the EH-postulate of constant risk premia. The extended estimation beats
the EH in terms of statistical forecast accuracy but the model’s predictive ability does not lead
to superior portfolio performance out-of-sample relative to the EH. Thus, the EH still provides
a useful out-of-sample benchmark, and we view the finding that bond investors generally cannot
benefit from using conditional risk premia relative to using the historical average as the bond

market analogue to the result of Goyal and Welch (2008) for stock markets.



We also provide a general discussion on why conclusions based on statistical metrics of
forecast accuracy may deviate from those reached using economic value measures. On the
one hand, EH deviations may be statistically significant, but too small to be meaningfully
exploited by bond investors. On the other hand, common predictive ability measures evaluate
loss functions that are in many respects unrelated to the economic success of bond investments.
As a consequence it cannot be taken for granted that even models with high forecast accuracy
allow for economically meaningful bond investment returns. We illustrate the validity of these
general arguments using the results of our model estimations, but these arguments are equally
valid for the mounting number of papers on statistical predictability of bond excess returns.

Finally, on a more positive note, we find that our proposed ATSM performs better than the
EH in terms of economic value during periods of high macroeconomic uncertainty. This result
is intriguing and has a natural interpretation: during times of low uncertainty risk premia are
fairly constant and hence the EH provides a very hard benchmark to beat, whereas during high
uncertainty periods bond risk premia are more volatile and hence a rich ATSM that explicitly
models the time variation in risk premia adds economic value.

We discuss the model specification and estimation in Section 2. Section 3 details the data
and reports descriptive statistics for yield pricing errors. We present empirical results on the
evaluation of the extended versus the standard estimation procedure and relative to the EH in
Section 4. Section 5 contains a discussion of our results and Section 6 concludes. The separate

Internet Appendix contains technical details and additional empirical results.



2 Empirical Model and Estimation

Consider a long-term bond with T" years maturity and a short-term bond with 7 years maturity.
We denote by p! the time-t price of a T-year zero coupon bond with a certain payoff of 1 at

maturity. The corresponding (effective) yield is given by

y; = —log[p{]. (1)
Analogously, we use the notation p; and y] for the price and the yield of the short-term bond
with 7 < T. The prices of the short- and long-term bonds imply the time-t forward rate

effective for T' — 7 periods beginning at t + 7

A A (2)

The return of buying a T-year bond at time ¢ and selling it at time ¢t + 7 (h{,,) is given by

hT

I =log[p/7/pl], and the corresponding bond excess return (rzl, ) is thus

T _ T- T—
TTiyr = t,T T - ytJrTT' (3)

The EH presumes that the forward rate is equal to the expected yield (under the physical
probability measure) plus a constant risk premium. To accommodate potentially time-varying

risk premia, we now turn to the specification of an affine term structure model (ATSM).



2.1 Affine Term Structure Model and Bond Risk Premia

Based on the findings of Litterman and Scheinkman (1991), it has become well-established
practice to employ term structure models with three factors. Accordingly, we use an ATSM
with three factors, which we specify as a purely Gaussian Ay(3) model. We consider two
parameterizations of the model. First, we estimate the ATSM under latent state variables.
Second, we use the observable states parametrization of Joslin et al. (2011, JSZ). We describe
bond pricing and risk premia in terms of a generic affine model below but delegate the detailed

specifications of the latent and observable factors models to Appendix A.

2.1.1 Affine Term Structure Model

For our empirical analysis, we use a continuous-time affine term structure model for an economy
that is driven by state variables X living on a canonical state space D = R' x R",m,n > 0,
d=m+mn > 1. Under a given probability measure M the evolution of X solves the stochastic
differential equation

dX, = (WM — M X)) dt 4 o(X,)dWM, (4)

T =a+azx, ais adxdmatrix, and a is a d X d x d cube. Throughout we

where o(z)o(z)
assume boundary non-attainment conditions for X;;,1 <7 < m in order to ensure existence of
transition densities (Filipovi¢ et al., 2013) and to use generalized affine market prices of risk from
Cheridito et al. (2007) in addition to the admissibility conditions from Duffie et al. (2003). This
means that 261M > ;4,1 <14 < m. In what follows we will make use of two specific probability
measures: Q, the pricing measure, and P, the time-series measure. To avoid overfitting and

to reduce estimation noise we impose a lower-triangular form of the mean-reversion matrix 5™

for Ml € {PP,Q}. Furthermore, we restrict its diagonal to strictly positive values. This ensures



a stationary system and existence of unconditional moments. The remaining parameterization
(in particular the diffusion function) is modeled in its most flexible form according to the Dai
and Singleton (2000) specification, respectively with lower-triangular diffusion function for the

observable JSZ model.
The instantaneous short rate is affine in X, r(t) = 8y 4+ 0xX;, which implies that bond

prices p! are exponentially affine in the state variables X

pF = ER [e i r ] — gomvnT 5)

where ¢ and v solve the ordinary differential equations

d=—bx— 8T + oo, v(0) =0, ©

b= 0+ 89T + 2y ay, #(0) = 0. @

We collect the set of parameters governing the evolution of X by defining 6° = {bP, 6% a, a},
0% = {b@, 5@, a, o, g, 5)(}, and 09 = 6% U #F. The coefficients 1 and ¢ are functions of time
and the parameters, but we will suppress this dependence if the context permits.

2.1.2 Bond Risk Premia: Conditional Expectations of Bond Excess Returns

We combine Eq. (5) with Egs. (1) and (2) to express the yield and the forward rate as

yi = —loglp{] = —(&(T) + (1) Xy), (8)

i = 0(1) = &(T) + (U(7) = (T) " X (9)



Using these relations, we calculate expected yields and expected excess returns. To appreciate

the structure of the risk premium induced through the affine state variables we note that

E/ [Xeir] = A(7) + B(1) X, (10)

where B(7) = ¢ ™#™ and A(7) = bF Jo B(u)du. We then express conditional expectations as

E/ [y, ] = —(&(T —7) + (T — 7) "(A(7) + B(r)Xy)), (11)

E; [raf,] = (1) = (7)) X; + (T — 1) T (A(7) + B(1) X,). (12)

Making explicit the dependence of ¢ and 1 on the parameters and introducing

T (Ogp) = (7, 0g) " — (T, 0g)" + (T —7,0q)  B(r,68), (13)

77T7T(9Q]P’) = ¢(T - T, HQ)TA(Tv H]P’)’ (14)

the time-t risk premium is affine in 7 and ~

E} [raf,] =0 + 977X, (15)

The risk premium in Eq. (15) depends on 7, T', and on ¢ (through X). It comprises a constant
as well as a time-varying component that is driven by the evolution of X;, which can be seen

from rewriting the conditional expectation in Eq. (15) as

EY [rz;,| =n"" +97TE" [X] =477 (EY [X] - X,) . (16)



This relation interprets the time-variation in risk premia as deviations of X; from its uncon-
ditional expectation. The first two terms only depend on 7 and 7" and are thus time-invariant,
consistent with the EH notion of a constant risk premium. Empirically, the question whether
the EH holds can be assessed by analyzing whether the last term, which should be just noise
under the EH, induces predictability of bond excess returns. Note that when estimating the
model, the sum of the first two terms will correspond to the average excess return observed in
the data and the last term will average to zero. In that sense, the time-invariant part deter-
mines for a given horizon the shape of the (average) term structure of risk premia. Building
on these insights from Egs. (15) and (16), we estimate the EH-postulated constant risk premia
using historical sample averages of bond excess returns. To estimate ATSM-implied conditional
risk premia that additionally capture the time-varying component, we employ the estimation

methodology described in the next section.

2.2 Model Estimation

For our empirical analysis we distinguish between the model specification in terms of latent fac-
tors and the JSZ specification in terms of observable factors. We follow two different estimation
strategies for each of the two specifications. The first, standard estimation procedure, requires
model-implied yields to match the observed term structure. The second, extended estima-
tion, requires that additionally model-implied bond excess returns match past realized excess
returns. To accommodate the notion of an investor updating her beliefs about the model’s
predictability and to include past failures and successes into estimates of the parameters (and
state variables), we employ Bayesian methodology for the latent-factor model and maximum
likelihood (as well as nonlinear least squares) for the JSZ specification. Without changing the

structure of the model, this explicitly accounts for the time-series properties of EH deviations



in addition to the cross-sectional properties of yields. With this novel approach we account for
information that is not embedded in the term structure of interest rates but adds to predictive
ability for bond excess returns.

We assess the forecast performance of ATSMs estimated with the standard and with the
extended procedure, both in-sample and out-of-sample. For the in-sample analysis, we estimate
ATSMs using the full set of data available. In the out-of-sample analysis, we generate condi-
tional time-t expectations by estimating ATSMs using only information that is available at time
t. We first estimate the models using the earliest 120 months of data available. Subsequently,
we update the information set every month and re-estimate the models (parameters and state
variables) to generate updated out-of-sample forecasts. We present a concise description of
the two estimation strategies below and provide technical details of the Markov-Chain Monte
Carlo (MCMC) methods that we apply for the standard and extended estimation procedures

in Appendix A.1. The estimation of the JSZ specification is outlined in Appendix A.2.

2.2.1 Standard Estimation Procedure

Our data set comprises zero yields with 24 maturities (expressed in years) 11, ..., Ty, covering
1,2,3,4,6,7,9, 12 /13, 15, 18, 24, 25, 27, 30, 36, 48, 60, 61, 63, 66, 72, 84, 120 months; for

details about the data, see Section 3. We estimate our model using observation equations

T; Q Q\T
T;,0 T;,0%)" X, :
%&1‘ _ _¢( ) +;{}( ) t + €?z7 (17)

where etT",i =1,...,24 are assumed i.i.d normally distributed with mean zero and V [5?’] =
e~ 2(eoterTite2T?) oy the latent-state model we use these equations for filtering and smoothing

the state variables X and define 0° = {cy, ¢1, c2} and finally 0§ = 0% U 6. The JSZ model uses

10



this equation for determining the fit to the yield curve for fixed observed state variables.
For the latent-factor model in a Bayesian setting, with discretely observed data sample at
times tq,...,ty the joint log posterior £ of the latent states with the parameters for a window

[tmatn]7t1 S 7f'rn < tn S 7(J-]V 1s

i 24
6.00,X) = 3 {logp(Xey | X1y 0%) + 3 logplel | 00) + logm(0) . (18)
k=m i=1
with the prior
146, admissible} 0 € R
Lo, admissible
% 92 € R+

The first term on the right hand side of Eq. (18) contains the transition densities, the second
reflects yields pricing errors, and the third the prior distribution of the parameters. Draws 6, X
from the complicated distribution in Eq. (18) are obtained by sampling in turn from X | 6
and 0 | X. The JSZ estimation uses the same equation without the prior density. For the
in-sample analysis, we estimate the ATSM once using the full data set, i.e. using [t1,fx]. In
the out-of-sample analysis, we start by estimating the model for the first 120 months of data
available ([t1,t190]) to generate forecasts of 7-month excess returns to be realized at ti90.,.
Subsequently, we re-estimate the model every month using the expanded information set to
generate new forecasts; i.e. at time t129;; we estimate the model using the window [t1, t190+ ;]

to generate forecasts of T-period bond excess returns realized at time #1901+

2.2.2 Extended Estimation Procedure

Bond investors pay close attention to bond excess returns and evaluate past forecast errors to

account for this information in their predictions and portfolio choices. To reflect this behavior

11



we propose an extended estimation which matches model risk premia with past realized excess
returns using Eq. (15). We therefore additionally consider the set of all possible (34) forecast

equations given the available yield maturities

Z;—Z]_ﬂ . yﬁ;z—ﬂ _ nTz‘,Ti,j (QQIP’> + ,yTi,Ti,j (QQP)Xt + E;zr»z;w (20)

ri,Ti .. . ) 7o T s
The forecast errors €, "7 are assumed 1.i.d normal with mean zero and variance V |¢, - | =
t+7'7, t+7-7,

e~ 2(D(eoterTijteaTiy)+(do+dimi+dar?)) - \Wo now define §< = {co,1,Ca,dy,dy1,ds, D} and finally
0 = 6% U<, and use Eq. (20) in addition to Eq. (17) for filtering and smoothing the latent
state variables X. The joint, augmented log posterior ? of the latent states with the parameters
is now!

n

24
o6, X) = Z {logp(th | X, ,,0%) + Zlogp(az;" | 0cc)
k=m i=1 (21)
> logp(e ™ [ 0e) Lyirizin |+ logm(6),

1<i<5,1<5<J;

with 7(0;) as in Eq. (19). The first term in the second line of Eq. (21) reflects the excess return
forecast errors e, which affect estimates of § and X.>% As before in the standard estimation,
the JSZ model uses the same likelihood equation without the prior density.

Similar to the standard estimation procedure, we use the window [t1,?y] to estimate the

ATSM for the in-sample analysis. To generate out-of-sample forecasts, we first estimate the

4The augmented likelihood contains a filtering (first line, second term) and a forecasting (second line, first
term) component. The filtering component is necessary for out-of-sample forecasting. At time ¢; the investor
learns about realizations of latent states only from the time-¢; term structure and makes her forecast.

® Augmenting the likelihood with forecast errors, any information in bond excess returns is absorbed by the
latent states and parameters regardless of the drivers. If the data were truly Markovian, the forecast equations
would be irrelevant and not affect parameter and state variable estimates. We allow past forecast errors to affect
state variable and parameter estimates to admit a learning effect, but we do not build learning into conditional
expectations directly, a computationally intensive approach taken by Barberis (2000).

SNote from Eq. (20) that the procedure of matching risk premia also incorporates information from forward
rates, which Cochrane and Piazzesi (2005) find to be an important source of predictability.

12



model on the earliest 10 years of data available (i.e. window [t1,¢190]) and then re-estimate the
model every month using the expanded information set to generate new forecasts (i.e. window
[t1,t1204+5]). We stress here that in the out-of-sample bond investment decision to be made at
time #1204, the investor first samples from the joint distribution of the parameters and latent
states through the augmented likelihood Eq. (21) using only forecast error information available
up to time ty994;. For each draw of ¢ and X from this joint distribution she then makes an
out-of-sample forecast, records it, and with enough draws (we use 100,000) chooses the sample
mean of all recorded forecasts as the forecast to be used in her investment decision. The JSZ

model performs the same step, but keeping the (observable) state variables fixed.

3 Data and Yield Pricing Errors

We construct a data set of monthly US interest rates with maturities ranging from one month
to ten years from 1952 to 2012. For the period up to 2003, we use the yield data of Sarno et al.
(2007), which is virtually identical to that of Campbell and Shiller (1991) over the respective
period (1952 to 1987). For the period 2004 to 2012, we obtain short-term yields (maturities less
than one year) from the CRSP Fama T-Billl Structure and long-term yields from the Treasury
curve published by the Fed (Giirkaynak et al., 2007). Our results are thus directly comparable
to the large EH and bond risk premium literature on the US market.

Using this data, we estimate the latent factor and the observable factor models described
in Section 2. We delegate detailed estimation results (including parameter estimates as well
as rotation and interpretation of state variables) to Appendix B, because they are not crucial
for our main objective. Table 1 summarizes the models’ yield pricing accuracy when using

the standard estimation and the extended estimation procedure that also matches risk premia.

13



For the latent factor model, the standard estimation fits yields better, with root mean squared
errors (RMSEs) and standard deviations of pricing errors across maturities of 17 basis points
as compared to 26 basis points for the extended estimation. These magnitudes are comparable
to numbers reported in related research and suggest that both estimation strategies match
the term structure of yields satisfactorily. For the observable factor model, the pricing errors
are even lower with RMSEs of around 8 basis points across maturities for both estimation
procedures. The difference in yield pricing errors for the latent and observable factor models is
mostly driven by the latter fitting short-term yields more accurately. This is a consequence of
the JSZ assumption that a linear combination of yields, the principal components, is observed
without error. Since the first principal component is strongly related to the level of the yield

curve, short rates are fitted tighter by construction.

4 Forecasting Bond Excess Returns and Economic Value

We now evaluate the statistical accuracy and economic value of bond excess return forecasts
generated by latent and observable factor ATSMs in- and out-of-sample. We document that
investors are willing to pay a sizable premium to switch from the standard to the extended
estimation; however, investors cannot systematically benefit out-of-sample compared to using
forecasts of EH-postulated constant risk premia, which we consistently estimate as averages of

historical bond excess returns.

4.1 Bond Risk Premium Regressions

Table 2 presents results for regressing realized bond excess returns on model risk premia for 25

combinations of horizons and maturities. We assess the significance of the slope coefficients b

14



by calculating standard errors following Hansen and Hodrick (1980).

We start by presenting results for the latent factor model in Panel A. For the standard
estimation more than half of the slope estimates are significantly positive and many are close
to one. Across longer-term bond maturities, the average one-month and one-year prediction
horizon R?s are 1% and 19%, respectively. Model-implied risk premia from the extended
estimation are generally significant and unbiased predictors of realized excess returns that
have high explanatory power with R2s of around 11% and 87% over one-month and one-year
prediction horizons. For the observable factor model (Panel B) there is little difference between
the standard and extended estimation regressions results. The slope estimates are significant,
however, the explanatory power relative to the latent factor model is low, with cross-maturity
R2s being 2% and 18% at the one-month and one-year horizons.

Comparing the extended estimation results of the latent and observable factor models sug-
gests that there is a trade-off between fitting yields (Table 1) and fitting bond excess returns:
The latent factor model matches bond risk premia at the expense of higher yield pricing errors
while the opposite is true for the observable factors model. For the latent factor model, the
extended model estimation clearly dominates the standard estimation in terms of explanatory
power for realized excess returns. These results are consistent with previous research document-
ing that bond excess returns are predictable at shorter and longer horizons (see e.g. Cochrane
and Piazzesi, 2005; Ludvigson and Ng, 2009; Cieslak and Povala, 2013; Mueller et al., 2011)
and that this predictability is to a large extent not spanned by the term structure of bond
yields and thus not captured in standard ATSM estimations (see e.g. Duffee, 2011). Finding
that model expectations are unbiased supports the argument that accounting for risk premia
can explain classical EH tests suggest a rejection of the EH (e.g. Dai and Singleton, 2002). In

what follows, we take a closer look at the improvement in forecast accuracy and the economic
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value that accrues to investors using the extended instead of the standard estimation procedure

and relative to EH-consistent constant risk premium forecasts.

4.2 Statistical Accuracy of Bond Excess Return Forecasts

To evaluate the accuracy of extended estimation forecasts against the standard estimation and
the EH constant risk premium benchmarks, we report values for a R2-metric defined similarly

to Campbell and Thompson (2008)

R2=1- MSE™/MSE, (22)

where MSEF = 1/(N — 7+ 1) 3" (ral, . — E,* [ral,,])? denotes the mean squared forecast
error of the model (k = m) and the benchmark (k = b), respectively. R2 takes positive values
when forecasts from model m are more accurate than those from benchmark model b and
negative values when the opposite is the case.” To judge the significance of R2-statistics, we
estimate confidence intervals as the 5%- and 95%-percentiles using a block bootstrap.®

For the latent factor model, Panel A of Table 3 shows that the in-sample R2 estimates of the
extended versus the standard estimation are positive for all 25 horizon/maturity combinations
with estimates being significant in most cases (as indicated by *). The extended estimation
forecasts are also more accurate than constant risk premium forecasts with all R2 estimates be-
ing positive and statistically significant in 23 of 25 combinations. Out-of-sample, the extended
outperforms the standard estimation, with positive (and significant) R2s in 15 (10) of 25 hori-

zon/maturity combinations whereas only one R2 estimate is significantly negative. Using the

"Note that many common measures of predictive ability are based on squared loss functions (e.g. Diebold
and Mariano, 1995) and therefore lead to the same conclusions that we reach in this paper using R2.

8To determine the optimal block size, we follow Politis and White (2004) and Patton et al. (2009). Results
are qualitatively the same when using the simpler rules suggested in Hall et al. (1995).
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EH benchmark, the latent model beats the EH at horizons of one and two years but not at
shorter horizons, and for long-term horizons the results are mixed.

The observable factors model (Panel B) generates very similar in-sample predictive accuracy
for the standard and extended estimation (in line with the regression results reported above).
Out-of-sample, the extended estimation dominates the standard estimation with all R2 esti-
mates being positive and, for 23 of 25 estimates, significant. Furthermore, the observable factor
model outperforms the EH-implied constant risk premia in- and out-of-sample.

Overall, the extended estimation picks up information relevant for predicting bond risk
premia that is hidden to affine models that are estimated by only fitting yields. Accounting for
the information in forward rates and past bond excess returns improves the model’s forecast
accuracy in- and out-of-sample. Moreover, model forecasts are more accurate than constant
risk premium forecasts in-sample. Out-of-sample, the results appear to be horizon-dependent

for the latent factor model whereas the observable factor model beats the EH.

4.3 Economic Value of Bond Excess Return Forecasts

We now investigate whether superior predictive ability of the extended estimation compared
to benchmark forecasts translates into economic benefits for bond investors. First, we evaluate
optimal bond portfolios in the quadratic utility framework of West et al. (1993). For investment
horizon 7, the investor chooses to allocate his wealth between bonds with maturities 7 and
T > 7. Since the maturity of the shorter-term bond matches the investment horizon, the
7-bond represents the risk-free asset. The longer-term bond, with remaining maturity 7" — 7
at the end of the horizon, is the risky asset. Let utTfT denote the N x 1 vector of conditional

expectations of risky asset returns generated by model k& and denote the associated covariance

9Della Corte et al. (2008) and Thornton and Valente (2012) also use this approach for US bond markets.
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matrix by 3,,,.' For a given target volatility o*, we maximize the portfolio excess return to

obtain the mean-variance optimal weights for the risky asset

*
o

k -1, Tk

wy = —=X, |l

t tr T
Vi

where wf is a N x 1 vector and Cy = ufijt +7Mt +T The weights of the riskless asset are given

by 1 — w¥, where 1 is a N x 1 vector of ones and the resulting gross portfolio return from ¢ to

t+7isgiven by Rf, . =1+y] +w raf, .

Second, we consider an investor with power utility and constant relative risk aversion p, so

1-p

that the utility function is U(Wyy,) =

, Where wealth W, is determined by initial wealth
at time ¢ and the performance of a portfolio containing a riskless bond and a risky bond with

conditional variance o?. The optimal weight of the risky asset is given by

- -I—
wf _ Nt+ -y (23)
po}

and the weight of the riskless asset is therefore 1 — wF. We provide a detailed description of
the power utility framework in Appendix C.
To measure the economic value generated by model m over model b, we compute the per-

formance measure © proposed by Goetzmann et al. (2007). © quantifies the risk-adjusted

10 Analogous to the estimation of constant risk premia, we estimate covariances based on sample standard
deviations of bond excess returns and based on ten-year expanding windows for the in-sample and out-of-
sample analysis, respectively. We choose this simple approach to estimate covariances because the focus of the
current paper is set on the predictability of the first moment of the bond excess return distribution and the term
structure of bond risk premia. We repeat the economic value analysis also using covariance matrices estimated
with ATSMs and find that there is no impact on our conclusions: (i) when we compare portfolio allocations
based on standard estimation to extended estimation forecasts using the model-implied covariances, we find that
switching to the extended estimation adds economic value irrespective of the ATSM specification considered; (ii)
when we compare ATSM portfolios to constant risk premium portfolios, we find that returns of these portfolios
may be somewhat different because the volatility level implied by the model estimates is different, but when we
consider the risk-adjusted measures described in this section, our conclusions remain unchanged. Furthermore,
simple linear regression and rolling sample variance estimates, as for instance in Thornton and Valente (2012),
lead to the same conclusions.
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premium return that the portfolio based on forecasts from model m earns in excess of the

benchmark portfolio and is calculated as

N—-7+1

t=1

o 12 m( L ZT[(lJarm)/(lJrRZ)]l‘p). (24)

In contrast to the commonly reported Sharpe ratio, © alleviates concerns related to non-
normality. Furthermore, compared to the performance fee of Fleming et al. (2001) it does not
assume a specific utility function.!! Throughout the empirical analysis we set o* = 2% p.a.,
p = 3, and impose a maximum leverage of 100%; all our results are robust to choosing other
values.

We report portfolio excess returns of investors using forecasts from the extended estimation
and performance measures relative to the standard estimation and EH forecasts in Tables 4
and 5 for mean-variance and power utility investors, respectively. Mean-variance investors
earn positive portfolio excess returns that tend to increase with the maturity of the longer-
term bond and decrease with prediction horizon. For the latent factor model (Panel A), the
extended estimation dominates the standard estimation by generating © values that are positive
for all horizon/maturity combinations in-sample and in 23 of 25 combinations out-of-sample.
Premium returns in excess of EH portfolios are also positive in 21 of 25 scenarios in-sample.
O estimates increase with bond maturity but decrease with prediction horizon, suggesting that
EH deviations over longer horizons are of limited relevance in economic terms. Out-of-sample,
evidence against the EH is weaker because Os are comparably small in absolute magnitudes
and greater than zero only in 13 of 25 combinations.

Switching from the standard to the extended estimation also generates value to out-of-

1'We repeated the empirical analysis using the performance fee of Fleming et al. (2001) and find qualitatively
identical and quantitatively very similar results as we do for © (not reported to conserve space).
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sample investors using the observable factor model (Panel B). While the in-sample results for
standard and extended estimation are very similar again, the extended procedure outperforms
the standard estimation with positive © values in 22 of 25 cases. Nevertheless, the model is
not capable of beating the EH in economic terms, neither in-sample nor out-of-sample. Most
premium returns relative to EH-consistent forecasts are negative.

Table 5 presents © estimates for power utility investors. The results are qualitatively iden-
tical to those for mean-variance investors, showing that our conclusions do not depend on
assuming a specific utility function. The investor earns a premium return when she switches
from the standard to the extended estimation procedure. Using the latent factor model, the
investor can outperform the EH in-sample, but out-of-sample evidence is far less convincing.
The observable factor model cannot beat the EH, neither in- or out-of-sample. Numerically,
the results are somewhat more pronounced than those for quadratic utility, which suggests that
o* = 2% p.a. in the mean-variance optimization leads to a more conservative allocation.

Overall, these results suggest that the information hidden to affine models estimated with
the standard procedure but captured through the extended procedure results in economic gains
for bond investors. For instance, out-of-sample, mean-variance investors with a one-year horizon
would pay an annual premium of up to 3.5% to switch from the standard to the extended
estimation of the latent factor model, and 1% when using the observable factor model. Power
utility investors would be willing to pay even more. Relative to the EH, however, bond investors

earn premium returns in-sample (when they use that latent factor model) but not out-of-sample.

4.4 Summary of results: Can ATSMs beat the EH?

Our results show that extending ATSM estimations beyond fitting yields to additionally match

past excess returns captures information otherwise unspanned or hidden to standard ATSM
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estimations. The extension leads to a substantial improvement in forecast accuracy for bond
excess returns and to economic gains for bond portfolio investors.

We therefore employ this extended estimation to challenge the EH postulate of constant risk
premia, where we use the historical average bond excess return as an EH-consistent benchmark
predictor. While the models mostly outperform EH forecasts in terms of statistical accuracy,
investors cannot systematically gain economic value from model forecasts out-of-sample. Our
results reveal a contrast on the usefulness of ATSMs relative to the EH judged by statistical or
economic criteria.

On the whole, our wealth of results can be catalyzed to the conclusion that ATSMs generally
cannot beat the EH out-of-sample in terms of economic value. The finding that bond investors
cannot systematically benefit from using conditional risk premia as compared to using the
historical average can be viewed as the bond market analogue to the result of Goyal and Welch

(2008) for stock markets.

5 Discussion of Results and Further Analysis

Viewed in isolation, our results may allow for different conclusions on the validity of the EH if
one only considered in- or out-of-sample results or only statistical accuracy or economic value

measures. As such, these - apparently - conflicting results, call for a deeper discussion.

5.1 Estimation following Adrian et al. (2013)

First, we repeat our empirical analysis using the regression-based ATSM estimation proposed
by Adrian et al. (2013) to generate predictions for bond risk premia over a horizon of one month.

Their approach also incorporates information about bond excess returns and, by construction,
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fits realized bond excess returns almost perfectly. The model generates unbiased in-sample
predictions of future excess returns for bonds with maturities from six months to ten years
(Panel A in Table 6), with slope coefficients between 0.99 and 1.01 and regression-R? in the
range from 4% to 6%. Panels B and C shows that the model has predictive accuracy in-sample,
which translates into economic value in half of the cases. Out-of-sample the model’s forecast
accuracy is limited and economic value relative to the EH is negative. These results as such,
as well as a comparison with the standard and extended estimation results presented above,
provide further evidence for the tension between predictive accuracy versus economic value and

in-sample (over-)fitting versus out-of-sample performance.

5.2 Statistical accuracy versus economic value

While many papers on the predictability of bond risk premia are concerned with statistical
forecast accuracy, statistical accuracy per se does not imply economic value for bond investors.
Our results indeed suggest conflicting conclusions about the validity of the EH based on sta-
tistical and economic criteria. For instance, using the observable factor model, we would reject
the EH based on metrics of forecast accuracy but the same forecasts lead to economic losses
compared to EH-implied constant risk premia. Similarly, we find for our latent factor model
and for the Adrian et al. (2013) model various cases where the model beats the EH statistically
but not economically and vice versa. Below we present general, model-free arguments as to why
there may be a contrast between statistical and economic significance and evaluate our model
results along these lines. These arguments are also useful when interpreting results of other

papers that study the predictability of bond risk premia using various forecasting approaches.
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5.2.1 Economic Relevance of EH Deviations

One reason for apparently conflicting results is that departures from the EH might be statis-
tically significant but too small to be exploited by bond investors. Since there is no “natural”
upper bound for economic value measures (similar to a regression R? capped by one or forecast
errors floored by zero), we compare the economic performance of model forecasts to the perfor-
mance of the same strategy under perfect foresight. If perfect foresight returns of the strategy
are high but the model evaluated only captures a (small) fraction of these excess returns, EH
deviations are not exploited because the model fails. If the model captures a large fraction
of perfect foresight returns but returns are nevertheless economically small, this suggests that
“true” EH deviations are indeed economically irrelevant.'? *

To get a feeling for the economic relevance of EH deviations, we plot average excess returns of
buy-and-hold investors and perfect foresight portfolios in Figure 1. Buy-and-hold excess returns
capturing constant risk premia increase with maturity and decrease with forecast horizon. The
patterns are very similar for perfect foresight investors but with average excess returns on a
higher level. It is more valuable for investors to accurately predict short-horizon as compared
to long-horizon bond excess returns. For instance, investors that buy and hold the long-term
bond (7'—7 = 60 months) over horizons 7 =1, 12, and 60 months earn average excess returns of
1.86%, 1.31%, and 0.59% p.a.. The perfect foresight excess returns for the same combinations

are 10.82%, 3.46%, and 1.65% p.a. This shows that EH deviations are less important for

12For a simple strategy that just goes long (short) when the expected excess return is positive (negative),
the returns based on model forecasts relative to perfect foresight are bounded by plus/minus one. For optimal
portfolios, model-based returns could exceed those of perfect-foresight portfolios, which would imply a less than
optimal risk-return trade-off. Repeating this empirical exercise with model and perfect foresight ©s leads to
qualitatively the same conclusions that we report for returns below.

13Even models that perfectly capture risk premia may not generate an economic performance equal to that
based on perfect foresight because departures from the EH may not be exclusively driven by (predictable) risk
premia. Similarly, in the presence of noise or other determinants of EH deviations, it would not be possible to
achieve an R? of 1 with perfect risk premium predictions in regressions of realized excess returns.
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increasing 7 and that having a less then perfect forecast model for short horizons may add
more economic value than a perfect forecast model for longer horizons.

In Figure 2, we plot the excess returns of portfolios allocated using forecasts based on con-
stant risk premia (in light gray), the standard estimation (in dark gray), and the extended
estimation (in black) relative to perfect foresight portfolio returns. The graphs show that EH
deviations are not as important economically as statistical results might suggest because con-
stant risk premium forecasts capture a large fraction of perfect foresight returns. The fraction
captured by extended estimation forecasts generally exhibits similar patterns as regression R2s
and R2-statistics in Tables 2 and 3; for instance, we typically see the highest R%s, R2s, and
fractions of perfect foresight returns captured at the 12-month horizon. In contrast, and partic-
ularly pronounced in-sample, the economic value decreases with horizon (Table 4), consistent
with comparably lower statistical accuracy at short horizons adding higher economic value than
more accurate forecasts for longer horizons. In other words, statistical accuracy cannot lead to
economic value when EH deviations are too small to be exploited by investors.

As a note of caution, we emphasize the illustrative nature of the exercise carried out in
this subsection. It may well be that more complex settings lead to qualitatively different
conclusions, but our example serves to show one case where the discrepancy between statistical

and economic value metrics is easy to rationalize.

5.2.2 Information in Economic Value versus Statistical Accuracy Measures

Conflicting conclusions based on metrics of statistical accuracy and economic value may also
result from the construction of the measures used. Common measures of predictive ability
are based on loss functions involving squared or absolute forecast errors which, by definition,

ignore the sign of forecast errors. Getting the sign right, however, is of utmost importance for
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investors since it determines whether to take a long versus a short position or whether to invest
in the risky asset versus the risk-free asset.

As a measure of directional accuracy, we compute hit ratios measuring the fraction of
correctly signed forecasts. Table 7 reports the hit ratios of the extended estimation relative
to the hit ratios of constant risk premium forecasts, with asterisks (circles) indicating that
model hit ratios are significantly higher (lower) than those of constant risk premium forecasts.
The results confirm that our finding that the economic value analysis is more in favor of the
EH than the statistical accuracy results can partly be explained by forecasts having small
squared /absolute errors but nonetheless pointing in the wrong direction. This can best be
seen for the observable factor model, which beats the EH in terms of forecast accuracy but
nonetheless does not generate economic value (Tables 3 and 4). This is consistent with the
model getting the direction right only in 9 (5) of 25 cases in-sample (out-of-sample).

To further gauge the relation between statistical versus economic significance, we plot con-
stant risk premium forecast errors (black circles) and model forecast errors (red crosses) against
realized excess returns in Figure 3. The shaded areas represent scenarios where forecasts have
the wrong sign and hence forecast errors that lead to bond portfolio losses. While standard
predictive ability measures only account for the distribution of forecast errors across the x-axis
in absolute terms, the economic value for investors depends on the signed forecast errors’ joint
distribution with realizations (on the y-axis). The distribution across the x-axis looks relatively
similar for model and constant risk premium forecasts but the model forecast errors exhibit a
larger dispersion across the y-axis. These patterns explain why statistical predictability does

not (necessarily) map into economic gains for bond investors.
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5.3 In-Sample versus Out-of-Sample Results

Our finding that the extended estimation dominates the standard estimation is robust in- and
out-of-sample, for both the latent and the observable factor model. The observable factor model
suggests identical conclusions on the statistical and economic (ir-)relevance of EH deviations
in- and out-of-sample. For the latent factor model, however, the extended estimation delivers
very strong statistical and economic results against the EH in-sample, which do not survive the
out-of-sample test.

As Duffee (2010, page 1) states, “Flexibility and overfitting go hand-in hand” when evalu-
ating ATSMs in-sample, and thus studying out-of-sample properties is warranted to gauge the
extent to which bond excess returns are predictable. The prevalent parameter uncertainty in
ATSMs (e.g. Feldhiitter et al., 2012) is a potential source of overfitting and the latent factor
model’s additional flexibility of state variables being estimated (rather than observed) appar-
ently only helps in-sample. The challenge for future research is to consider modeling approaches
that are flexible but limit overfitting. One conceivable route may be to impose economically
reasonable restrictions, for instance, by using the EH as an economic anchor or as a prior in

estimation.

5.4 Macroeconomic Uncertainty

Building on our discussion above, we now explore whether the model’s out-of-sample perfor-
mance depends on how the economic relevance of EH deviations varies over time with macro
uncertainty. We find that extended estimation forecasts of the latent factor model beat the EH
out-of-sample when there is high uncertainty about the future state of the economy.

We measure uncertainty using the data of Jurado et al. (2015) and classify our sample into
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periods of very high, high, low, and very low uncertainty using the 90%, 75%, 25%, and 10%
quantiles of their one-month and twelve-month uncertainty measures. Our results in Table
8 suggest that the extended estimation typically generates large economic gains relative to
the standard estimation, only when short-term uncertainty is very low results become less
clear. Compared to the EH, we find that the model beats the EH when forecasting excess
returns of bonds with a maturity of one year or longer during periods of very high uncertainty.
All measures of economic value are positive, increase with bond maturity, and decrease with
forecast horizon. Qualitatively similar but quantitatively less pronounced patterns also apply
during periods of high uncertainty. By contrast, we find that the superiority of model forecasts
relative to the EH deteriorates when uncertainty is low and that the model’s economic value is
mostly negative when short-term uncertainty is very low.

These results are consistent with the notion that deviations from the EH are more likely to
occur in periods of heightened volatility. In other words, the time-variation in the risk premium
captured by our model is related to the degree of macroeconomic uncertainty. During periods
of (very) low uncertainty, the model appears to add relatively more noise than economically
relevant return information beyond EH forecasts. By contrast, the model conveys valuable
information for future bond excess returns in periods of high uncertainty about the macroe-
conomy. Specifically, our out-of-sample results suggest that investors would be willing to pay
a sizeable premium to switch from EH- to model-forecasts when uncertainty is high.'*

Our findings are, thus, consistent with previous research showing that macro factors are in-

formative for bond risk premia (e.g., Ludvigson and Ng, 2009) and suggest that more research is

14We focus here on the latent factor model because our results above suggest that it is more successful in
generating economic; see Tables 4 and 5. For the model with observable factors, we also find that the economic
value of the extended estimation forecasts compared to the standard estimation forecasts and relative to the
EH appears related to macro uncertainty. This evidence, however, is more mixed, which suggests that the
additional flexibility from modeling state variables is helpful for capturing uncertainty-related EH deviations
when generating out-of-sample forecasts.
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warranted on how the economic value of bond risk premium forecasts are related to uncertainty
about the economy. Recently, Gargano et al. (2015) also provide evidence that economic gains
depend on the state of the economy. Going forward, it seems natural to consider models of the
term structure which switch from a simple EH anchor in calm times to ATSM specifications in
more turbolent times, with uncertainty acting as the state variable that drives the switch from

one extreme to another.

5.5 Additional Results and Robustness Checks

To corroborate our findings, we perform various robustness checks and additional empirical
analyses. In the Internet Appendix, we summarize evidence on alternative ATSM specifications
and discuss our results in relation to forward rates-based predictions of bond excess returns.
Furthermore, we show that our conclusions are robust through the recent financial crisis and

that they apply uniformly to Japan, Switzerland, Germany, and the UK as well.

6 Conclusion

In this paper, we offer new insights on the expectations hypothesis (EH) by studying the
economic benefits that accrue to bond portfolio investors who exploit predictable deviations
from the EH. We estimate conditional bond risk premia using affine term structure models
(ATSMs) by employing a novel estimation strategy that jointly fits the term structure of model
yields to the observed yield curve and additionally matches model risk premia with bond excess
returns observed in the past. This extended procedure allows investors to capture predictive
information beyond the cross section of yields (i.e. unspanned by the term structure) and to

update beliefs about the model’s predictive ability based on its past performance. To evaluate

28



the model against the EH, we use averages of historical bond excess returns to consistently
estimate constant risk premia as postulated by the EH.

We find that, for 25 combinations of horizons and maturities ranging from one month to ten
years, the extended estimation captures predictive information otherwise hidden to standard
ATSM estimations. However, while portfolios based on model-forecasts earn positive excess
returns, they perform worse than corresponding EH benchmark portfolios in out-of-sample
analysis. The apparent wedge in conclusions from statistical and economic assessments of the
EH is not rooted in the use of ATSMs but, as we show, potentially applies to other approaches
for predicting bond risk premia. The bottom line is that even models with high regression R%s
or predictive ability cannot guarantee to provide bond investors with economic gains relative
to presuming that the EH holds.

Overall, our results suggest that the EH presumption of constant risk premia, while being
statistically rejected by the data, still provides a useful approximation for the out-of-sample
behavior of bond excess returns, especially for the purpose of fixed income asset allocation over

longer forecast horizons and during times of low uncertainty.
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Table 1: Yield Pricing Errors

Panel A: Ay(3) Model with Latent Factors

Yield Maturity AT Im<T<12m I2m<T7T<60m 60m <7 < 120m
Number of Yields 24.00 7.00 10.00 7.00
RMSE  standard estimation  16.94 30.19 5.57 5.29
extended estimation  26.13 45.57 10.80 9.86
Sd standard estimation  16.86 29.26 5.44 5.29
extended estimation  26.12 45.37 10.78 9.67

Panel B: A(3) Model with Observable Factors

Yield Maturity AT Im<T<12m 12m <7 <60m 60m <T < 120m
Number of Yields 24.00 7.00 10.00 7.00
RMSE  standard estimation 8.23 11.16 6.42 6.98
extended estimation 8.22 11.15 6.42 6.99
Sd standard estimation 8.23 11.12 6.32 6.95
extended estimation 8.23 11.11 6.32 6.96

Notes: The Table summarizes root mean squared yield pricing errors (RMSEs) and standard deviations of yield pricing errors
for the standard estimation (the estimation procedure only fitting yields) and the extended estimation (the estimation procedure
fitting yields and matching model risk premia to bond excess returns observed in the past) of the Ag(3) model. Panel A contains

results for the latent factor model, Panel B for the observable factor model. We estimate the models using monthly US data from

January 1952 to December 2012.
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Table 2: Time-Varying Risk Premium Regressions

Panel A: Ay(3) Model with Latent Factors

Standard Estimation Procedure Extended Estimation Procedure

T —71 Im 3m 12m 24m 60m T—7 Im 3m 12m 24m 60m

Im b 0.50 0.82 1.02 1.08% 1.05%F T Im b 0.72%% 0.79%% 0.767F 0.76™F 0.81%%
se | (0.50) (0.57) (0.59) (0.55) (0.38) se | (0.13) (0.14) (0.11) (0.10) (0.11)
R? | 0.00 0.01 0.01 0.02 0.02 R? | 0.13 0.12 0.12 0.12 0.11

3m b | 0.80 0.62 1.09 1.12* 1.02%* 3m b | 0.89%* 0.88%* 0.87%* 0.86%* 0.89%*
se | (0.58) (0.61) (0.58) (0.52) (0.37) se | (0.15) (0.14) (0.10) (0.09) (0.09)
R? | 0.02 0.01 0.03 0.04 0.05 R? | 0.29 0.28 0.32 0.32 0.30

12m b | 1.17** 1.28** 1.41%* 1.32%* 1.20%* 12m b | 1.03%* 1.03** 1.06** 1.06** 1.11%*
se | (0.41) (0.42) (0.43) (0.40) (0.32) se | (0.05) (0.05) (0.04) (0.04) (0.06)
R? | 0.10 0.11 0.14 0.15 0.19 R? | 0.79 0.83 0.87 0.87 0.80

24m b | 0.85 0.89 0.91% 0.92% 0.96%* 24m b | 1.05%* 1.06** 1.08** 1.08%* 1.12%*
se | (0.50) (0.49) (0.44) (0.38) (0.27) se | (0.10) (0.09) (0.09) (0.10) (0.13)
R? | 0.06 0.07 0.08 0.10 0.17 R? | 0.69 0.70 0.72 0.73 0.71

60m b | 0.86% 0.86* 0.87* 0.85* 0.84** 60m b | 0.76%* 0.73%* 0.78%* 0.83%* 0.91%*
se | (0.39) (0.38) (0.37) (0.34) (0.29) se | (0.13) (0.13) (0.13) (0.13) (0.12)
R? | 0.09 0.10 0.10 0.11 0.13 R% | 0.23 0.22 0.24 0.27 0.32

Panel B: A(3) Model with Observable Factors

Standard Estimation Procedure Extended Estimation Procedure

T — 71 Im 3m 12m 24m 60m T—7 1m 3m 12m 24m 60m

Im b 0.90%F 0.83%% 0.92%% 1.09%% 0.92%% T 1m b 0.85%*F 0.79%% 0.93%% 1.11%% 0.91%%
s (0.19) (0.20) (0.23) (0.32) (0.31) se (0.18) (0.19) (0.23) (0.33) (0.31)
R 0.06 0.05 0.03 0.03 0.02 R 0.07 0.05 0.03 0.03 0.02

3m b 1.03** 0.94** 1.09** 1.22%* 0.91** 3m b 0.94** 0.88** 1.08** 1.22** 0.91**
se (0.24) (0.26) (0.30) (0.37) (0.31) se (0.22) (0.25) (0.31) (0.37) (0.31)
R 0.15 0.10 0.08 0.07 0.05 R 0.15 0.10 0.08 0.07 0.05

12m b | 1.03%* 1.03** 1.18** 1.18*%* 1.05%* 12m b | 0.92%* 0.93* 1.14%* 1.16** 1.04**
se | (0-36) (0.39) (0.42) (0.39) (0.30) se | (0.33) (0.37) (0.41) (0.39) (0.29)
R 0.15 0.12 0.12 0.13 0.18 R 0.15 0.12 0.12 0.13 0.18

O** * * * k. * k * ok * %k * * k. * k.
24m b 0.99 0.96 0.92 0.89 0.89 24m b 0.92 0.91 0.91 0.87 0.88
s (0.37) (0.38) (0.38) (0.33) (0.23) se (0.33) (0.34) (0.36) (0.32) (0.24)
R 0.12 0.10 0.09 0.10 0.17 R 0.13 0.11 0.09 0.10 0.17

60m b 0.85** 0.86** 0.87** 0.83** 0.81** 60m b 0.81** 0.83** 0.85%* 0.82** 0.81**
se | (0.29) (0.30) (0.31) (0.30) (0.28) se | (0.27) (0.28) (0.29) (0.30) (0.28)
R% | 0.15 0.15 0.14 0.14 0.16 R?2 | 0.15 0.15 0.15 0.14 0.16

Notes: The Table presents results for regressing realized bond excess returns on risk premia implied by the Ag(3) model using
the standard estimation procedure that only fits yields and using the extended estimation procedure that fits yields and matches
model risk premia to bond excess returns observed in the past. Panel A contains results for the latent factor model, Panel B for the
observable factor model. We report estimates for 25 horizon (7) and maturity (7" — 7) combinations. The horizons are indicated

** and * indicates that the estimate differs

in the rows, the maturities in the columns. b is the estimate of the slope coefficient.
from zero at the 99% or 95% level, respectively. Significance is assessed using standard errors (se) based on Hansen and Hodrick
(1980). R? denotes the in-sample coefficient of determination. We estimate the models using monthly US data from January 1952

to December 2012.
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Table 6: ATSM Estimation following Adrian, Crump, and Moench (2013)

Panel A: Time-Varying Risk Premium Regressions

6m 12m 18m 24m 30m 36m 42m 48m 54m 60m 84m 120m
b 0.99**  1.01**  1.00** 0.99** 1.00** 1.00**  1.00**  1.00**  1.00** 1.00**  1.00** 1.00**
se (0.32) (0.28) (0.31) (0.29) (0.31) (0.28) (0.25) (0.22) (0.21) (0.20) (0.19) (0.22)
R? 0.05 0.05 0.04 0.04 0.04 0.04 0.04 0.04 0.05 0.05 0.06 0.05

Panel B: Statistical Accuracy of Bond Excess Return Forecasts compared to EH Forecasts

6m 12m 18m 24m 30m 36m 42m 48m 54m 60m 84m 120m
Full Sample 0.05 0.05 0.04 0.04 0.04* 0.04* 0.04* 0.04* 0.05* 0.05* 0.06* 0.05*
Out-of-Sample | —0.02 —0.01 —0.02 —0.03 —0.02 —0.02 —0.01 —0.01 0 0.01 0.02 0.01

Panel C: Economic Value of Bond Excess Return Forecasts for Mean-Variance Investors

6m 12m 18m 24m 30m 36m 42m 48m 54m 60m 84m 120m
Full Sample
Excess Returns 141 113 86 80 71 75 79 83 86 99 99 95
Model vs. EH —-14 -7 17 —-13 —17 -7 1 9 16 30 40 47
Out-of-Sample
Excess Returns 110 63 37 42 57 51 54 52 33 56 99 51
Model vs. EH —45 —57 —69 —58 —43 —56 —65 —59 —64 —77 —10 —41

Notes: We use the estimation procedure proposed by Adrian et al. (2013) to forecast of one-month excess returns of bonds with
maturities between six months and ten years. For the in-sample analysis, we estimate the models using monthly US data from
January 1952 to December 2012. In the out-of-sample analysis, we first estimate the model based on the first ten years of data
available. Subsequently, we generate return forecasts every month ¢ by re-estimating the model using only information available
up to time t. Panel A presents results for in-sample regressions of realized bond excess returns on model-implied risk premia b is

** and * indicates that the estimate differs from zero at the 99% or 95% level, respectively.

the estimate of the slope coefficient.
Significance is assessed using standard errors (se) based on Hansen and Hodrick (1980). R2 denotes the in-sample coefficient
of determination. Panel B presents R2 statistics measuring the predictive ability of the model relative to the EH-consistent
constant risk premium benchmarks. The R2 statistic is defined as R2 = 1 — MSE™/MSE? where MSE™ and MSE® denote
the mean squared errors of the model and benchmark forecasts, respectively. We report in-sample and out-of-sample results and
* identifies R2s that are significantly positive as judged by confidence intervals obtained as the 5%- and 95%-percentiles from a
block bootstrap procedure. Panel C presents results on the economic value generated by the model relative to the EH-consistent
constant risk premium forecast. An investor with target volatility of o* = 2% and relative risk aversion p = 3 optimally allocates
his wealth between the risk-free bond with one-month maturity and the risky bond with maturity indicated in the column header.

We measure economic value by the performance measure of Goetzmann et al. (2007). All performance measures are annualized

and reported in basis points.
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Table 7: Directional Accuracy of Bond Excess Return Forecasts

Panel A: Ay(3) Model with Latent Factors

Full Sample Out-of-Sample
T—1 1m 3m 12m 24m 60m Im 3m 12m 24m 60m
T =1m 0.9 0.89° 1.01 1.08% 1.13%*]  0.87 0.87°°  0.96 0.95 0.95
3m 0.89° 0.92° 1.18**  1.22**  1.31**| 0.88°° 0.9° 1.07 1.03 1.05
12m 1.2%* 1.3** 1.49%*  1.54**  1.52** 1 1.05 1.09 1.12* 1.09
24m 1.18* 1.27**  1.31**  1.35**  1.35%*| 0.98 0.97 1.03 1.09 1.14
60m 1.03 1.08 1.14 1.27*% 1.44* 0.99 1.01 1.01 0.97 0.94

Panel B: Ap(3) Model with Observable Factors

Full Sample Out-of-Sample
T —T1 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m
T =1m 0.91° 0.9° 0.93 0.98 1.06 0.83° 0.81°° 0.86°°  0.99 0.95
3m 0.91° 0.87° 0.94 1.02 1.08 0.83°°  0.8°° 0.96 1 1.01
12m 0.94 0.94 0.96 1.05 1.12 0.93 0.91 1 1.03 1.07
24m 0.98 0.96 0.97 1.03 1.11 1.02 0.96 1.02 0.99 1
60m 0.97 0.97 0.96 1.05 1.31* 0.96 0.96 0.93 0.89 0.91

Notes: The Table presents measures of the directional accuracy of extended estimation compared to EH-consistent constant risk
premium forecasts based on hit ratios that measuring the ratio of correctly signed forecasts. Panels A and B contain results for the
latent and observable factor model, respectively. Values reported are computed as the fraction of the ATSM model hit ratio relative
to the EH hit ratio. Estimates with a * indicate that the model hit ratio exceeds the 95%-percentile of the bootstrapped constant

**

risk premium hit ratio distribution. indicates that the 5%-percentile of the model distribution is higher than the 95%-percentile

of the constant risk premium hit ratio distribution. °

and °° indicate analogous results when the model hit ratio is lower than the
constant risk premium hit ratio. We present in- and out-of-sample results for 25 horizon (7) and maturity (7" — 7) combinations,
respectively. The horizons are indicated in the rows, the maturities in the columns. For the in-sample analysis, we estimate the
models using monthly US data from January 1952 to December 2012. In the out-of-sample analysis, we first estimate the model

based on the first ten years of data available. Subsequently, we generate return forecasts every month ¢ by re-estimating the model

using only information available up to time t.
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Table 8: Macroeconomic Uncertainty and Economic Value of Bond Excess Return Forecasts

Panel A: Very High Uncertainty

Extended vs. Standard Estimation Extended Estimation vs. EH Forecast
Uncertainty 1m Uncertainty 12m Uncertainty 1m Uncertainty 12m
T — T 1m 3m 12m 24m 60m Im 3m 12m 24m 60m 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m
1m -7 42 130 293 259 -17 37 186 341 322 -41 -15 295 436 557 -58 -32 283 384 691
3m -16 42 399 468 999 -16 35 485 612 1177 -13 9 172 75 538 -15 8 271 235 546
12m 11 56 222 424 743 10 55 228 429 773 1 16 152 252 252 2 23 165 243 244
24m -1 5 83 158 294 -4 0 68 152 342 -9 -20 51 93 103 -9 -21 52 75 94
60m 3 11 64 117 187 3 13 67 111 149 4 13 41 56 79 4 19 63 86 74
Panel B: High Uncertainty
Extended vs. Standard Estimation Extended Estimation vs. EH Forecast
Uncertainty 1m Uncertainty 12m Uncertainty 1m Uncertainty 12m
T —T1 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m
1m -5 33 256 380 449 -15 14 85 154 194 -30 -27 171 240 133 -39 -40 67 112 -12
3m -2 50 378 494 908 -9 20 241 323 674 -11 -0 180 194 365 -14 -8 920 80 213
12m 14 57 230 395 677 5 31 135 268 485 1 17 89 126 204 -3 4 39 48 61
24m 6 25 117 222 408 3 13 68 149 307 -2 -4 21 75 99 -3 -7 4 21 33
60m 2 5 43 82 176 1 4 36 73 132 1 5 14 6 -15 1 3 18 16 -10
Panel C: Low Uncertainty
Extended vs. Standard Estimation Extended Estimation vs. EH Forecast
Uncertainty 1m Uncertainty 12m Uncertainty 1m Uncertainty 12m
T —T1 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m
1m -8 -13 3 -45 40 -4 -12 17 -38 199 -10 -21 -18 -30 -115 -7 -18 -21 -42 -70
3m -3 -1 42 22 98 -4 -9 1 31 195 -6 -10 4 -16 -130 -5 -13 4 32 37
12m 4 14 63 95 141 3 10 62 103 212 1 5 28 19 -103 2 11 69 71 -105
24m 1 4 23 63 201 2 6 43 133 362 1 5 15 1 -12 2 7 7 -12 -40
60m 1 5 22 52 164 2 6 38 87 263 1 -0 -12 -24 -18 1 1 -6 -21 -39
Panel D: Very Low Uncertainty
Extended vs. Standard Estimation Extended Estimation vs. EH Forecast
Uncertainty 1m Uncertainty 12m Uncertainty 1m Uncertainty 12m
T —T1 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m
1m -5 -16 0 15 104 -6 -2 29 -38 127 -7 -21 -37 -22 -6 -6 -2 15 53 -162
3m -6 -14 -48 -89 -87 -2 -3 19 41 178 -6 -14 -27 -15 68 -2 -3 35 70 -35
12m -2 -11 -42 -71 -50 3 14 66 103 185 -2 -3 -2 5 -112 3 14 52 -8 -187
24m 0 -0 2 31 174 -1 -0 9 73 373 0 -0 5 17 -14 -1 -0 5 27 0
60m 2 6 25 63 216 3 12 78 162 430 1 0 -16 -43 -90 3 0 -1 0 0
Notes: The Table presents results on how the economic value generated by ATSM forecasts using the extended estimation procedure

relates to macroeconomic uncertainty. We measure uncertainty using the data of Jurado et al. (2015) and classify our sample into

periods of very high, high, low, and very low uncertainty using the 90%, 75%, 25%, and 10% quantiles of their one-month and

twelve-month uncertainty measures. In Panels A to D, we report out-of-sample results for these different levels of uncertainty for

25 horizon (7) and maturity (7" — 7) combinations, with horizons indicated in the rows and maturities in the columns. For an

investment horizon 7, an investor with target volatility of o* = 2% and relative risk aversion p = 3 optimally allocates his wealth

between the risk-free bond with maturity 7 and the risky bond with maturity 7" > 7. In each Panel, we report the economic value

added by the extended compared to the standard estimation and compared to the EH-consistent constant risk premium forecasts

using the performance measure of Goetzmann et al. (2007). All performance measures are annualized and reported in basis points.

Using monthly US data from January 1952 to December 2012, we first estimate the model based on the first ten years of data

available. Subsequently, we generate return forecasts every month ¢ by re-estimating the model using only information available

up to time t.
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Figure 1: Average Excess Returns
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Notes: The Figure plots averages of annualized excess returns of trading the longer-term bond with maturity 7" over a horizon
7. Each line represents the term structure of excess returns for a given horizon 7 for maturities indicated on the x-axis. The left
column represents the excess returns of a buy and hold strategy. The right columns plots excess returns of optimal bond portfolios
of investors that have perfect foresight; for an investment horizon 7, an investor with target volatility of o*

aversion p = 3 optimally allocates his wealth between the risk-free bond with maturity 7 and the risky bond with maturity 7" > 7.

Perfect Foresight
S
S —— tau=1Im °
-A- tau=3m
+ tau=12m
-X-  tau =24m
tau = 60m
o A
v / /
w
g
=
/ +
+é X
o / x
— / =
§ | %/ %
ST T T T
T-tau = Im T-tau = 12m T—tau = 60m

The graphs are based on monthly US data from January 1952 to December 2012.
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Horizon: 1m

Figure 2: Excess Returns relative to Perfect Foresight
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Notes: The Figure plots average excess returns of bond portfolios constructed based on EH and model forecasts relative to average
excess returns of portfolios using perfect foresight forecasts. Panel A contains results for the latent factor model, Panel B for the
observable factor model. Portfolios using EH-consistent constant risk premium forecasts are represented by the light gray lines
(with triangles and shaded area below). Portfolios based on model forecasts using the standard estimation procedure are plotted
in dark gray (with circles) and portfolios using extended estimation forecasts are displayed in black (with bullets). The underlying
portfolios are generated by an investor with target volatility of o* = 2% and relative risk aversion p = 3 who optimally allocates his
wealth between the risk-free bond with maturity 7 and the risky bond with maturity 7' > 7. For each country, we present separate
graphs for five horizons 7, where the corresponding maturities are given on the x- axis that displays 7" — 7. For the in-sample
analysis, we estimate the models using monthly US data January 1952 to December 2012. In the out-of-sample analysis, we first
estimate the model based on the first ten years of data available. Subsequently, we generate return forecasts every month ¢ by

re-estimating the model using only information available up to égle t.
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Internet Appendix for
The Economic Value of Predicting Bond Risk Premia

(not for publication)

In this separate Internet Appendix, we describe details of the modeling approaches that we
use in the paper and report additional empirical results that corroborate our findings.

In Section A, we present details of the specification and estimation of the latent and the
observable factor model and describe the factor rotation procedure that we apply to make the
estimates of both model parameterizations comparable. We then present the model estimates
and provide an interpretation of the (rotated) state variables as well as the drivers of bond risk
premia in Section B. In Section C, we derive the optimal portfolio weights for power utility
investors. Section D provides evidence that our conclusions are unaffected by the recent financial
crisis and Section Section E shows that findings are very similar or even more pronounced for
Japan, Switzerland, Germany, and the UK. Finally, we summarize in Section F some additional
robustness checks related to the ATSM specification and related to using ( combinations of)

forward rates as predictors for bond excess returns.

A Details on Model Specification and Estimation

In this Appendix we introduce the specific parameterization of the generic affine model de-
scribed in Section 2.1.1. The latent-state model is described in Section A.1 below. We also
estimate an observable-state Gaussian model according to the Joslin et al. (2011) parameteri-

zation, described in A.2.
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A.1 Latent-State Model and Estimation

Our base model is a member of the canonical affine Ay(3) class with latent factors. We param-

eterize for M € {P,Q}

v L0 0 100 Sx1
0= .8 =58 BE 0 [0oX)=1]0 1 0]:0x=0x (A.1)
b]g 5]:31 5]52 5]?}?3 001 0x3

with 7, = 0y 4+ 04 X; and b2 = 0,4 = 1,2,3 (the unconditional mean of the short rate is

determined by ¢ under Q).

A.1.1 Standard Estimation Procedure

The transition density p(X | 8%, X,,) for the entire sample is Gaussian which is known explicitly
and in closed form for the Ag(3) model."” For a window [t,,,t,],t1 < t,, < t, < ty it can be

written as

n

p<Xtm7 Xtm+17 s 7th | 07 Xto) = H p(th | th717 QP) (AQ)

k=m
owing to the Markov property of the process. This is the first expression appearing in the

likelihood Eq. (18). The second expression is from Eq. (17)

p(yg,lﬁytj:iw"73/5,2147"'73/3;1724?37"'73/34 ’ X79) (A3>

:p(yt];i?yg;ia s 7yz:i4>' N aytj;lvyg;za' - 7yt7;24 ’ Xtm>Xtm+1>' < 7th79Q795) (A4)
m 24

= [T T etelis0,exp(—(co + 1 T; + e T?))), (A.5)
k=n i=1

15Tn the robustness analysis where we estimate A;(3) models, we use second-order likelihood expansions from
Filipovié¢ et al. (2013).
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where ¢(-; u,0) denotes the normal density for a normally distributed random variable with
mean p and standard deviation o. In what follows we introduce the short-hand notation

T2 4 T2 4

X[m,n} = XtmaXthrl?"‘?th and y[m,n] = ytq;,llvytj;ia"'aytm 7"‘7y’t1;17y;51:?7"'7ytn :

According to Bayes theorem we have

p(eIP ’ 9\0P7 X[m,n}u y[m,n]) X p(y[m,n] ’ 97 X[m,n] )p(eIP ’ 6; X[m,n]) (A 6)

X p(Xmn) | O)m(6 | 6\42),

where 9\91? denotes the parameter vector 6 without 6°. We use the uninformative prior Eq. (19)
for m above. We sample from Eq. (A.6) using Random Walk Metropolis-Hastings (RWMH)

steps. The other parameters we sample from

P05 [ 0\gr i, Ximns Yimnl) X< P(Ypmny | 05 X, )P0 | 0\gr0g, 5 Ximon)) A7)

x p(y[m,n] | 97 X[m,n]>p(X[m,n] | 0)7

which we also sample from using RWMH steps. The latent processes are sampled one at a time

form<i<n-1

p(Xti | X70’y) X p(yti | Xti’ e)p(Xti | Xti—l’ e)p(Xti+l | Xt79>' (A8)

For i = n, we sample from

p(th | X’ eﬂy) X p(ytn | th79>p<th | th—179)‘ (Ag)
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A.1.2 Extended Estimation Procedure

The extended estimation changes from the procedure introduced in Appendix A.1.1 accounting
for the additional forecasting equations in Eq. (21). We have the density for the forecast errors

again for a sub sample for the time period [t,,, t,]

Ti, 13,
h(m>n> = H p<€tk | 6€E>]l{tk+7'i§tn}
m<k<n,1<i<51<j<J; (A.10)
_ H qb(e;fr;,Ti,j; 0, e—(D(co+c1T¢,j+C2Ti%j))+(do+d17i+d2Tf))]l{tk+_ri§tn}
m<k<n,1<i<51<j<J;
The density Eq. (A.6) above becomes
P( X | 0) (6" | 9\9p)h(m,n), (A.11)
while Eq. (A.7) becomes

and the density for the latent processes (corresponding to Eq. (A.8)) becomes

p<yti | Xti’ @)p(th | Xti—l’ 6>p(Xti+1 | Xtv 8)h<m7 n),

respectively

p(ytn | tha e)p(th | th_pe)h(m?n)a

for Eq. (A.9). This modified density ensures that past forecast errors influence the density of the

latent states for i < n. For the state variables at time t,, nothing can be learned from h(m,n),
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. 73, Ti
since €, "’

n

originate from X;,,7 < n, so that the estimation remains truly out-of-sample.

A.2 Observable-State Model and Estimation

In this Section we adapt the discrete-time model from Joslin et al. (2011, JSZ) to a continuous-
time setting and describe the specific parameterization. Starting from an annualized yield panel

Y1, - .., Y, we compute the principal components P, := W, y, and specity
—~—

3x24

AP, = (b° — g¥P,)dt + cdW},
AP, = (bQ — BOP))dt + cdW 2, (A.13)

Tt = pop + P1p P

With a completely Gaussian system we can solve this process and write for a discrete time step

A = tz — ti*l fOI' M S {P, @}

AP, = Kip + K\pPs,_, + Spe,, (A.14)

Mo~ N(0,13), and K}%, K1%, and Xp can be solved explicitly through computing a

where ¢
matrix exponential (Filipovi¢ et al., 2013) as a function of b™, A" and . The two representa-

tions are related one-to-one, and Eq. (A.14) corresponds exactly to Eqs. (6) and (7) in JSZ.

Specifically we set

e o0 0 s 0 0

P P

b= by 0= By By 0 |:0= |5y se 0 |- (A.15)
blg /Bg)l 5]:}:2 5]?}?3 531 532 533
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The main workhorse of JSZ is then the parameterization of the yield curve indirectly

through the parameters ( A\ kzg ,_0 ), which are defined below. To engineer this we fol-
3x1

scalar 3x3

low their algorithm to the letter. The latent-factor Ay(3) model and the observable-factor
model are related through (from Eq. (8)) P, = Aw, . + Bw,, Xi, where Ay, | := Ay, , ¢%, and
Bw,, = Aw, W% with ¢% = (=¢(Th) /T, ..., —¢(T24)/T24)" and likewise the matrix ¢% =
(=" (TV)/Ty, ..., =" (Ths)/Tos)". Defining the diagonal matrix J(A?) := diag(AZ, A\Z, \) we
first solve the differential equations (6) by setting 3¢ = J(A\%), and p,p = 13 (where 15 is a
column vector with three elements, each of which is equal to one), multiply them with W ,, and
denote the resulting matrix by B. Thereafter, we solve the differential equations (7) and (6) by
setting b€ = kZe,, where e; is the unit vector, 3¢ = J(A\?), and o*(P,) = B~'o, multiply the
vector with W ,, and denote it by A. Thereafter we set BY = BJ()\QB_I, b2 = k9 Be,, — 5RA,
prp = (B71)T13, and pyp = —Ap,p. This parameterization ensures that the system of principal
components as driving factors is consistent with no-arbitrage and the yield panel. Note that
we have the same numbers of parameters (10) under Q in the JSZ parameterization compared
to the latent factor model introduced in Section A.1.

The assumption that the principal components of the yield panel are observed without error
simplifies the estimation process considerably. The likelihood from Eq. (18) stays the same
with X; being replaced by P; and without the prior m. This means that the latent states
themselves are not free parameters anymore, and the parameters can be estimated by a simple
likelihood search. As noted in (JSZ, Eq. (20)) in this case the parameters Kgp and Kip can
be estimated independently of ¥p by OLS, equivalently to maximum likelihood. In our case,
since b® and S are related one-to-one through a nonlinear mapping, this means that we can
estimate b and 8° by nonlinear least squares (NLLS). Subsequently, the parameters (A2, k2, o)

) TYo0

are found through maximizing the likelihood function. For the extended estimation we consider
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the likelihood function in Eq. (20), again without the prior 7. Here we can not determine b*
and ¥ by NLLS, since the forecasting equation depends on all the parameters simultaneously.

For the out-of-sample procedure we pursue the following algorithm

1. At time ¢, compute Wy, from the principal components

2. Estimate the parameters either by maximizing Eq. (18) (standard estimation), or Eq.

(20) (extended estimation), both without the prior 7. Call the parameters 6,
3. Make the forecast using P;,, and 0, ,,

4. Increment n by one and go to 1)

A.3 Factor Rotation and Parameter Estimates

The specification of the main model in Section A.1 is in terms of latent factors, while the
specification in Section A.2 is in terms of the principal components of the yield curve. To
make the factors comparable and interpretable, we rotate both parameterizations into a system
where the first factor is the short rate, the second factor is the instantaneous slope (the drift of
the short rate), and the third factor is the curvature of the yield curve (the drift of the slope).
This rotation is proposed in Collin-Dufresne et al. (2008). The rotation is the same for both
parameterizations, we therefore start from the generic Gaussian three-factor model Eq. (4),

where the factors can either be latent or observable. For M € {P, Q} we have

dX, = (0™ — M X,)dt + ocdW™,
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where the short rate is given by r;, = 09 + 5)T(Xt. The first factor is the short rate and its

dynamics are given by

dry = 0xdX, = (60" — 058" X,)dt + 6 xodW M.

From this is follows that the slope is u% = 0, b — 5}6(@)(,5 with dynamics

duS = (=63 8™ + 6L B2AYX, ) dt — 6% B dW.

Finally, the curvature is u‘% = —(5;5(@5@ + 5}BQBQXt with dynamics

dug = (5128 — 51 82828 X, )dt + 53 BB dW M.

The observables are therefore related through an affine transformation Y; 1= (ry, iy, plo;) | =
1+ X, to the original states X;. Inserting the observables into the drift of the SDE above we

get the system

Tt M%
_ T 0Q pQ Q
|8 = 12 dt + 67 828% dW 2,
15, Y+ Koy + Kaflyy + Kofl

where we use the notation from Collin-Dufresne et al. (2008), and 7, ko, K1, ko are functions of

8o, 0x, A%, and bQ. Under P

dY; = (k6° + £FY))dt + 03 8°B%dWE,
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where

o0 —0% A" ~0x 8"
S I 2 el I O A L O
0 %50 —6x 88987 —5x 988"

In Table TA.1 we report the parameters 7, kg, k1, k2 and the lower triangle of the instanta-

neous covariance matrix V' = 6;ﬁ@ﬁQa(5;ﬁ@ﬁQ0)T, as well as the matrices k0" and kF.

B Additional Estimation Results

B.1 Parameter Estimates

We report parameter estimates of the rotated models of the latent-factor specification (Section
A1) and the Joslin et al. (2011, JSZ) specification (Section A.2) in Table IA.1. Differences
between the parameter estimates stem from the estimation technology (Bayesian vs. Maxi-
mum Likelihood vs. standard vs. extended estimation), and from the assumption behind the
JSZ formulation in terms of observable factors that a weighted sum of yields, the principal
components, are observed without error.

It can be seen that the parameter estimates from the JSZ specification reported in Panel
A look similar between standard and extended estimation. Here, the states are fixed and
observable, and thus remain unchanged even when taking into consideration past forecast errors.
Comparing this to the estimates of the latent factor specification, where the estimates of the
factors do change between standard and extended estimation procedure, we interpret this as
an indication that the information of past forecast errors is largely reflected in the estimates
of the latent state variables. Finally, the assumption of a yield portfolio observed without

error behind the observable factors of JSZ explains the differences between JSZ Q parameter
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estimates and those of the latent-factor model standard estimation. The yield pricing errors of
the latent-factor model standard estimation are greater on average at the short end than the
JSZ pricing errors (the first observable factor resembles the short rate), but smaller on average

at the long end.

B.2 Interpretation of Rotated State Variables and Drivers of Bond

Risk Premia

Given the estimates from the system of rotated factors, we now attach an economic interpre-
tation to the state variables and to the drivers of bond risk premia. Conceptually, the rotated
state variables Y obtained through the procedure just described in Section A.3 represent the
model-implied (instantaneous) short rate level, slope, and curvature. In what follows, we discuss
the relation between these model-implied quantities to model-free estimates of level, slope, and
curvature that we compute from the principal components of yields following Collin-Dufresne
et al. (2008). Our results suggest that the model states are strongly related to level, slope, and
curvature and/or combinations thereof and that the cross-section of bond risk premia can be
characterized in terms of these economically interpretable characteristics.

Table IA.2 presents correlations of the model-implied state variables Y with the correspond-
ing model-free estimates. For the observable factor model (Panel B), we find that the model
states Y7, Y5, and Y3 exhibit high correlations with model-free level, slope, and curvature of
99.9%, 97.9%, and 75.3%, respectively. Furthermore, regressing each Y on the three model-free
estimates results in R?s of 99.94% or higher. For the latent factor model in Panel A, we find
that the state variables of the standard estimation procedure are strongly related to level (cor-

relation of 99.2%), slope (62.2%), and curvature (37.9%) as well. For the extended estimation,
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we find that Y; is highly correlated to the short rate level (96.5%) but that it is also exhibits a
relatively strong correlation with slope (28.9%) and curvature (-15.6%). Taken together, level,
slope, and curvature explain almost 98% of the variation in Y;. The other two state variables
also exhibit strong correlations with level and slope but little with curvature. A large share
of their variation can be attributed to level, slope and curvature as well, with regression R?s
of 66% and 68% for Y5 and Y3, respectively. Overall, our results suggest that level, slope,
and curvature and/or linear combinations thereof are important economic determinants of the
model state variables.

To identify the drivers of bond risk premia, we compute their principal components across
the 25 horizon /maturity combinations used in the paper. We now focus on the models estimated
with the extended procedure because our empirical results reported in the paper show that
they match bond excess returns more accurately than the models estimated with the standard
procedure. The results reported in Table TA.3 show that bond risk premia from the latent
factor model (Panel A) are almost entirely driven by the first principal component (PC}).
PCy explains 99% of the variation in bond risk premia and, in turn, the state variables Y
explain almost 97% of the variation in PC). For the observable factor model (Panel B), we
find that PC; accounts for 91% of the variation in bond risk premia and that this variation
is fully explained by the state variables.'® Given the correlation structure in Table IA.2, the
loadings of the state variables on PC' of observable factor model risk premia suggest that risk
premia decrease with short rate level and slope whereas they increase with curvature. Given
the analogous information for the latent factor model, the loadings on Y; suggest the same
pattern with respect to level, slope, and curvature but the opposite based on loadings of Y5

and Y3;. While this finding suggests that there is no one-to-one mapping between the model

16The 100% R? is not surprising since, both, the observable state variables as well as the model-free estimates
of level, slope, and curvature are computed from the principal components of yields.
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state variables, risk premia, and empirical measures of level, slope, and curvature, our results
nevertheless show that (linear combinations of) level, slope, and curvature are the driving force
behind the term structure of bond risk premia.

Overall, these results are consistent with the arguments provided at the outset of the de-
scription of the model estimation procedures. The extended estimation of the latent factor
model is most flexible to account for predictive information, even if it is not contained in the
cross section of yields, thereby improving the model’s predictive ability for bond excess returns.
While level, slope, curvature and linear combinations thereof explain the largest share of vari-
ation in state variables and bond risk premia, the model also picks up information beyond,
similar to the linear combination of forward rates by Cochrane and Piazzesi (2005) and in line

with the hidden factor of Duffee (2011).

C Power Utility Investors

To ensure that our conclusions about the economic value attainable from (predictable) EH
deviations are not specific to assuming mean-variance preferences, we also consider power utility
investors in Section 4.3. We now describe the setup for this analysis in detail. For an investment
horizon 7, the investor chooses to allocate his wealth between bonds with maturities 7 and
T > 7. Since the maturity of the shorter-term bond exactly matches the investment horizon,
the 7-bond represents the risk-free asset paying a return of y/. The longer-term 7-bond, with
remaining maturity 7' — 7 at the end of the horizon, represents the risky asset. The investor
uses model k to generate the conditional expectation of the risky asset return uz’r]fr which she
uses to determine the risky portfolio weight w¥.

Power utility investors have constant relative risk aversion (CRRA) p and derive utility from
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wealth W;,, in the form of

Wlor
Uamﬂqzzlfp. (C.16)

Wiy, is determined by initial wealth at time ¢ and the performance of the bond portfolio,

Wir = Wy X Ry, (C.17)

where Ry, = 1+ y] +w; - ra],  is the gross portfolio return. We define the log of wealth

witr = log(Wii,) and log portfolio return ry, . = log(Rf

+.,) because maximizing the expected

log portfolio return allows us to compute the optimal portfolio weights in closed form. The

objective function is

1 1 2
T K T
ma o7 + k(5 — o7) + 50— whwo? | + 5(1 — pJulo] (C.18)
W
and the resulting first order condition is given by
Tk Fo L k2
Ptz = Yp T 508 — pW 0y, (C.19)

2

which solves for the optimal risky portfolio weight

T7k T 1.2
b Midr — Y +30%
wy = 5 .
POy

(C.20)

The weight of the riskless asset is given by 1 — wF. To measure the economic value generated
by the models, we compute the performance measure © proposed by Goetzmann et al. (2007),

see Eq. (24), and present results in the main text in Section 4.3 and Table 5.
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D Recent Financial Crisis

To analyze the benefits of modeling time-varying risk premia during the recent financial crisis,
we define two subsamples over the period end of June 2007 to end of December 2012. First,
we consider all model forecasts that have corresponding realizations during the crisis (Crisis
Subsample 1). Second, we consider only those cases where forecasts and realizations fall into
the crisis period (Crisis Subsample 2). We evaluate the in- and-out-of-sample forecasts of the
latent and the observable factor models over these two subsamples and report, analogue to the
empirical analysis in the paper, measures of forecast ability (Tables IA.7 and TA.4), economic
value (Tables IA.8 and IA.5), and directional accuracy (Tables [A.9 and [A.6).

We find, very similar to the full sample period, that the extended estimation procedure
dominates the standard estimation procedure statistically (because it has smaller forecast errors
as measured by R2) and economically (as measured by the © estimates following Goetzmann
et al. (2007)). The latent factor model beats the EH from a statistical perspective in-sample
but not out-of-sample. Moreover, investors cannot benefit from using these model forecasts for
bond portfolio allocation decisions instead of presuming that the EH holds. The observable
factor model performs worse than EH forecasts in terms of predictive ability and as judged by
economic value, both, in- as well as out-of-sample. Furthermore, the directional accuracy of
the latent and the observable factor model forecasts appears to be low as compared to using
the historical average.

Overall, the evaluation of the models over the crisis subsample corroborates our conclusion
that it is difficult for investors to beat the historical average and that the EH can be viewed as

a useful benchmark for bond portfolio investments out-of-sample.
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E International Evidence

To check that our findings are not specific to the US bond market, we construct data sets of
monthly interest rates from money market and swap rates for Switzerland, Germany, the UK,
and Japan. Furthermore, we also construct such a data set for the US, which allows for a direct
comparison of all five countries using the same kind of rates over the same sample period and
additionally allows for a robustness check of our findings based on the long US data over a
recent, subsample.

Specifically, our data set comprises money market (Libor) rates with maturities of 1 through
11 months, and swap rates with maturities of 1 to 10 years. We bootstrap riskless zero-
coupon yields from these money market and swap rates; Feldhiitter and Lando (2008) show
that swap rates are the best parsimonious proxy for riskless rates.!” Given the availability of
data, our sample period starts in April 1987 for Germany, the UK and the US, January 1988
for Switzerland, and September 1989 for Japan. For each country, we estimate the latent factor
model using the standard and the extended estimation procedure.

The conclusions we draw from our international analysis are qualitatively the same as those
based on the long US data. Quantitatively the results are even more pronounced, also when
comparing the recent subsample of US data to the original sample from 1952 to 2012. Table
[A.10 shows that the models fit the term structures of interest rates well but also that there is
a tradeoff when jointly fitting yields and past bond excess returns. The standard estimation

typically results in smaller yield pricing errors than the extended estimation, in particular at

1"We have also used bond prices (from Datastream) to directly estimate zero yields and results are qualita-
tively identical to those reported in this Internet Appendix. Furthermore, we have used term structure data
provided by central banks (for countries where data is available) and reach the same conclusions. Thus, our
findings do not depend on the mechanism used to estimate the zero curve in general and, more specifically, our
conclusions are not affected by credit risk issues that have become relevant in Libor and swap markets during
the recent crisis.
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the short end of the term structure. Model-implied risk premia from the extended estimation
significantly predict bond excess returns with high regression R2s while this is generally not the
case for risk premia estimated with the standard procedure (see Table IA.11). The results in
Table TA.12 show that the extended estimation forecasts are more accurate than the standard
estimation forecasts and that they beat EH-consistent constant risk premium forecasts in-
sample and mostly also out-of-sample. Switching from the standard to the extended estimation
provides economic value to mean-variance investors but portfolios based on the model forecasts
typically only generate a premium return beyond EH-forecast portfolios in the full sample
analysis (see Table TA.13).

Thus, in line with our findings in the paper, the extended dominates the standard estimation
procedure in terms of forecast accuracy and economic value attainable from bond investments.
The extent to which the validity of the EH is challenged seemingly depends on whether statisti-
cal or economic metrics are applied and the apparent conflicts in results can be resolved based
on the arguments that we provide in Section 5.2 of the paper. On the one hand, the model
forecasts are statistically accurate in terms of squared pricing errors but less so in terms of
directional accuracy (Table IA.14). On the other hand, Figures IA.1 and IA.2 show that there
is not much potential to beat the EH, in particular for long-term bond investments. Portfolios
based on constant risk premium forecasts already capture a large fraction of perfect foresight

returns and EH deviations are economically important mainly at short horizons.

F  Summary of other Robustness Checks

Alternative ATSM Specifications We verify that our conclusions are robust to changes

in the ATSM specification and repeat the empirical analysis using a larger model with four
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factors (Ap(4) model) and a stochastic volatility model (A;(3) model). In general, changing the
specification can have an impact on yield pricing errors and/or forecast accuracy. We find that
changing the specification may improve or deteriorate particular results but the overall picture

does not change and our conclusions remain the same.

Forecasting Bond Excess Returns with Forward Rates Previous research documents
(in-sample) predictability of bond excess returns using lagged forward rates; see e.g. Fama and
Bliss (1987) and Cochrane and Piazzesi (2005, CP). While we do not impose the CP-factor in
the model structure, the extended estimation procedure that matches model risk premia to the
data incorporates forward rates that the CP-factor is based upon and it additionally accounts
for past forecast errors. In line with previous research, we find that forward rates contain
information for in-sample predictions of bond excess returns but do not generate economic
value out-of-sample (Thornton and Valente, 2012). Forecasts based on the extended ATSM
estimation proposed in this paper have larger predictive ability and add more economic value
than the CP-factor forecasts in- and out-of-sample, thus, posing a stronger challenge to the EH

and thereby providing more general findings.
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Table IA.1: Parameter Estimates

Ap(3) Model with Latent Factors

Extended Est.

Standard Est.

Ap(3) Model with ObservableFactors

Extended Est.

Standard Est.

Panel A: Model Parameters

¥ 0.00241 0.00101 0.00444 0.00437
(0.00140, 0.00454) (0.00089, 0.00117) (0.00416, 0.00483) (0.00407, 0.00478)
Ko —0.05758 —0.01089 —0.03101 —0.03115
(—0.09608, —0.03488) (—0.01232, —0.00967) (—0.03525, —0.02830) (—0.03463, —0.02784)
K1 —2.32112 —0.38277 —1.30344 —1.30828
(—2.88405, —1.96051) (—0.40504, —0.35243) (—1.37531, —1.25959) (—1.36375, —1.24708)
Ko —8.51487 —1.33289 —3.19329 —3.19593
(—10.41583, —7.13854) (—1.39376, —1.28505) (—3.30661, —3.09203) (—3.29479, —3.07256)
NGDI 0.05993 —0.00600 0.00427 0.00246
(0.04976, 0.06697) (—0.01387,0.00383) (—0.00055,0.00715) (—0.00920, 0.01206)
RGH; —0.00904 0.00338 0.00282 0.01725
(—0.01210, —0.00512) (—0.00424,0.01422) (—0.01579,0.03107) (—0.02736,0.04740)
neg —0.01513 0.00236 —0.00416 —0.03452
(—0.04485,0.00998) (—0.01040, 0.01048) (—0.09203, 0.05986) (—0.12473,0.09579)
fcﬂlzl —1.76301 —0.00568 —0.31228 —0.14764
(—1.89751, —1.60112) (—0.11355,0.04059) (—0.38831, —0.25317) (—0.37978, —0.05065)
KD{Q —1.39052 0.70205 0.61176 0.60639
(—1.75221, —0.83215) (—0.24718,1.82774) (0.34286, 0.95809) (0.04534, 1.12219)
rz“{B —0.25837 0.35922 0.10796 0.10828
(—0.31572, —0.15812) (—0.70558,1.07274) (0.00634, 0.21368) (—0.06173,0.28368)
“gl 0.41839 0.01477 1.00595 0.33529
(0.37575,0.47347) (—0.03189, 0.04808) (0.67935, 1.49846) (0.01397,1.18734)
ngz 0.24030 0.47599 —0.89336 —0.64670
(0.05570, 0.42758) (—1.02310, 1.50023) (—2.89281,0.46547) (—3.17144,1.56808)
“];3 0.06615 1.28280 0.30995 0.35539
(0.03831, 0.09067) (0.20429, 2.37349) (—0.31246,0.85125) (—0.51403, 1.03084)
Kgl —0.32749 —0.04836 —2.97870 —1.25927
(—0.83686, —0.01460) (—0.08819, 0.00568) (—4.63063, —1.98418) (—3.66917, —0.12298)
nrgz —0.99136 —1.59124 0.25473 —0.79998
(—3.10531,0.31175) (—2.82169, 0.14410) (—4.11336, 6.75652) (—7.02214, 6.96363)
f»cﬂ;a —0.24066 —2.39846 —1.80904 —2.01901
(—0.43551, —0.07278) (—3.66451, —0.94639) (—3.50636,0.19219) (—3.90864,0.63201)
Voo 0.00031 0.00039 0.00037 0.00037
(0.00030, 0.00035) (0.00034, 0.00041) (0.00034, 0.00042) (0.00033, 0.00041)
Vio —0.000081 —0.00024 —0.00067 —0.00065
(—0.000089, —0.000048) (—0.00029, —0.00019) (—0.00078, —0.00056) (—0.00076, —0.00054)
Vi1 0.00061 0.00053 0.00424 0.00406
(0.00047, 0.00095) (0.00044, 0.00063) (0.00380, 0.00491) (0.00369, 0.00473)
Vao 0.00004 0.00018 0.00170 0.00163
(—0.00021, 0.000042) (0.00011, 0.00025) (0.00136, 0.00207) (0.00129, 0.00197)
Va1 —0.00514 —0.00063 —0.01250 —0.01197
(—0.00974, —0.00352) (—0.00077, —0.00050) (—0.01492, —0.01100) (—0.01419, —0.01054)
Vag 0.04509 0.00080 0.03747 0.03594
(0.02727,0.10318) (0.00062, 0.00101) (0.03227, 0.04623) (0.03070, 0.04393)
Panel B: Parameters of the Pricing Error Distribution
co —4.76626 —5.24472 —6.32887 —6.34020
(—4.80550, —4.72611) (—5.28155, —5.17237) (—6.36477, —6.30660) (—6.36489, —6.30692)
cy —1.18073 —1.29581 —0.43530 —0.43270
(—1.21364, —1.15620) (—1.33560, —1.26606) (—0.45130, —0.41785) (—0.45141, —0.41822)
co 0.11545 0.12412 0.04431 0.04451
(0.11190, 0.11867) (0.12041, 0.12713) (0.04271, 0.04636) (0.04277,0.04641)
Panel C: Parameters of the Forecast Error Distribution
do —4.13905 —2.95676
(—4.21057, —4.04543) (—3.23274, —2.76122)
dy 0.44057 1.02304
(0.38763, 0.46763) (0.99223, 1.05790)
do —0.02519 —0.14332
(—0.03035, —0.01555) (—0.14951, —0.13753)
D 0.13014 0.28145
(0.11703, 0.14379) (0.23853, 0.30798)

Notes: This table shows parameter estimates from estimations of the continuous-time Gaussian three factor model under the latent
factor parametrization A.1 (left two columns) and the Joslin et al. (2011) parametrization (right two columns) from Section A.2.
Panel A shows the estimates of the parameters of the term structure model, Panel B of the observation error parameterization,
and Panel C of the forecast error parameterization. The parameters reported in Panel A are in terms of a rotation in short rate,
instantaneous slope and instantaneous curvature according to Collin-Dufresne et al. (2008) outlined in Section A.3. We estimate
the models using monthly US data from January 1952 to December 2012 using Bayesian MCMC methods (left two columns), and a
combination of nonlinear least squares and maximum likelihood (right two columns). The numbers in parentheses are bootstrapped

5%, respectively 95% confidence intervals.
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Table IA.2: Interpretation of State Variables

Panel A: Ay(3) Model with Latent Factors

Standard Estimation Procedure Extended Estimation Procedure
Y1 Y, Y3 Yi Y, Y3
Level 99.19 —12.56 —3.34 Level 96.50 78.20 —80.61
Slope 14.73 62.18 —76.63 Slope 28.91 19.79 —21.45
Curvature —8.05 —7.83 37.87 Curvature —15.60  0.91 7.04
R? 99.10 73.16 65.71 R? 97.76 65.55 67.64

Panel B: A(3) Model with Observable Factors

Standard Estimation Procedure Extended Estimation Procedure
Y1 Y, Y3 Yi Y, Ys
Level 99.93 24.09 —32.37 Level 99.94 23.61 —32.03
Slope 4.61 97.89 —96.28 Slope 4.80 97.96 —96.31
Curvature  1.15 —62.19 75.31 Curvature 1.03 —62.19 75.72
R? 100.00 99.95 99.94 R? 100.00 99.95 99.94

Notes: The Table presents results for the interpretation of the model state variables. We report pairwise correlations of rotated
state variables Y with the CDGJ model-free estimates of instantaneous level, slope, and curvature as well as R2s from regression
Y; on level, slope, and curvature. Panel A contains results for the latent factor model, Panel B for the observable factor model.

We estimate the models using monthly US data from January 1952 to December 2012.
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Table IA.3: Drivers of Bond Risk Premia

Panel A: Ap(3) Model with Latent Factors

Standard Estimation Procedure

Extended Estimation Procedure

PC, PCy PCs

Cum. Variation 99.03 99.91 100.00

pPCy PCy PCy
Cum. Variation 97.11 99.94 100.00
Y1 11.09 27.96 —95.23
Y, —77.13 =59.12  8.36
Y3 53.90 79.77  5.72
R? 99.21 92.83 99.80

Y1 —37.19 —32.47 —86.83
Y, 36.29 —67.90 —62.54
Ys3 —-37.60 59.49 69.93
R? 96.60 98.95 99.43

Panel B: A((3) Model with Observable Factors

Standard Estimation Procedure

Extended Estimation Procedure

PCy PCy PCs

Cum. Variation 90.82 98.86 100.00

pPCy, PCy PCy
Cum. Variation 90.53 99.34 100.00
Y: —12.02 —-5.24 99.14
Y, —36.18 —93.16 —3.39
Y3 14.76 98.63 —7.43
R? 100.00 100.00 100.00

Y1 —6.06 —15.74 98.57
Yo —35.61 —92.75 —11.36
Ys 12.86 99.14  2.30
R? 100.00 100.00 100.00

Notes: The Table presents results for the drivers of bond risk premia. We report pairwise correlations of bond risk premium
principal components (PC) and rotated model state variables (Y).
explained up to PC; and, in the last rows, R? is from a regression of PC; on Y. Panel A contains results for the latent factor

model, Panel B for the observable factor model. We estimate the models using monthly US data from January 1952 to December

2012.

The first rows additionally report the cumulative variation

Internet Appendix — 20



"210¢ Ioqueodd pue L00g AN UoemIa( SISLID [RIDURUY 9} SUulnp SULLINOOO UOIIezI[eal urpuodselliod Iroyj
aARY R[] $)SBIDIOJ JO ADRINDDR [BDIISIIRIS OYJ 9IBN[RAD 9A\ ‘7 9w} 0} dn S[qe[reAR UOIJRULIOJUT ATUO SUISN [9pOU 9} SUIJRMIIS9-01 AQ 7 YIUOW AIOAD SISBIOIOJ UINIDI 9)RIOUIST
am ‘Ajjuanbesqng -o[qe[reAr ejep JO SIeak US) JSI oY) UO Paseq [o9pOwW oY) 9Jewl)ss IsIy om ‘sisATeue o[dures-Jo-jno oayj u] ‘grg Ioquedd(] 0} gGeT Arenuer wolj eyep S
A[qjuowr Juisn sfopou oY) djewIse om ‘sisAeur sidures-ur oy3 104 -oanpeooid dei)sjooq IO0[q ' WOI SA[1HULdId-YCE PUR -%4G 9} SB POUIRIQO S[RAIDIUL 90Uepyuod Aq pespnl
se (oa19e8ou) aa1isod A[IUeoyIuSis oxe 1By} SgY SOYIIUOPI () , "SUWN[OD Y} UI SITILIMIBU 9} ‘SMOI 97 Ul PIIRIIPUI oIR SUOZLIOY dYJ, 'A[9A1309dsel ‘g pue Y s[pued Ul [opowt
1090%] 9[RAI9SqO PuUR JUI)e] YY) I10] suorjeurquiod (L — ) Ajumjewr pue (L) UozLIoy Gg I0j synsol ojdures-Jo-yno pue ojduwres-ur j10dol op\ "A[9A1100dSaI ‘S1SBIDIOJ HIRUWIYDOUS] pUR
[epou 8y} JO SI0110 parenbs ueew oY) 9j0USD (F SN PUR F S 010UM (SN / wHSIN — T = GY S© Pouyep St o1siyess g3/ oy, ‘sylewyousq wniweld JSLI JUBISUOD JUSISISUOD

-H{ PU® UOIJeUI}SO PIEPURIS 9} 0} 9AIIR[dI 2Inpaooid pepusixe oY) YIM pojewiyse NSV oUl Jo Afiqe aarorpaid oy Sunmseow sorysipe)s gy sjussord o[qe], o, :S90N

oIL 0= oL0— oFLO0— o8L0— o180~ |4ET°0 «I'0 460°0  460°0 «1°0 Tr'0—  LP'0— 290~ 990~ o¥9°0— [,T0°0— oE0°0— ,E0°0— ,300— 00— || W09
S8T'0— TS0~ S9°0— 80— ,€6°0— [,9T°0 «T°0 4600 60°0 60°0 9T°0— €90~ ,99°0— o6L0— %60~ | T00 ,E00— LFPO'0— €0°0— TO0— || Wig
0 67°0— oEL°0— o98°0— 60— |,9T°0 «1°0 80°0 S0°0 %00 €0°0— GE0— oGL0— I80— 980~ [4800 ,E0°0— ,S0°0— ,S0°0— ,S0°0— || WgT
€00 o180~ oPP'0— 80— €£0— [,900 4900 00 ,€0°0— oL0°0— || 800 LIT0— oGP0~ L9°0— TZ0— |420'0 0 5800~ ,L00— LT0— || weg
10°0  o9T°0— ,6€0— 9£0— 10 |420°0  ,¥0°0 ¥0°0 ¥0'0— ,80°0— || 100 ST'0— oPE0—  92°0— ST°0 [410°0 0 o5%0°0— ,900— ,80°0— || W=+
wo9 wpg wgl wg wr wo9 wyg wgT wg wy wo9 wyg wg wg wy wog9 wpg wgT wg wy -
3sedaao HH °SA [9POIN uoljewiI)syy pJepuelg ‘SA papualxXy 3sedaaoq HH °‘SA [SPOIN uoljewuI)sjy pJepuelg ‘SA papualxXyg
ardwreg-jo-mnQ ordureg-ug

s1090e] 9[qeAtasqQ Yym [pPoIAl (¢)0y :g [oued

068°0— oFS0— LP'0— 6%V0— 8S°0— | €0°0— GT'0 (44 1270 62°0 Ly'0— 82°0— 9%°0— F€0— €¥0— | 1€0— 8T°0— 6T°0— gz'0— 1g0— || w09
1€°0— gI'0— 9T°0— &F0— o990— | €0 ,S¥'0 ,L¥0 L0 L9€°0 £8G°0  LLL0 «8°0 L0 g9°0 29’0 «8°0 V80 80 6.0 wyg,
10— %00 PI'0— oT€0— €70~ |90 4690 4890 970 ,TFO +8°0 ¥8°0 g0 £7°0 2e0 | 46170 88°0 29°0 €9°0 120 wg T
090°0— oTT'0— L9T'0— ¥0°0 T0 [48C°0 4980 4920  ,8€0 eT’0 £TV°0 zro 80 4SO xS0 [ 4€7°0 67°0 17°0 90 290 wg
T00— 490°0— 90°0— 90°0  ,TI€0 [,60°0 LET'0 v1°0 60°0 €0°0— || 610 vZ'0 L1°0 4,280  ,820 |,12°0 1€°0 €0 €0 80°0— || wi=+
w09 wy g w1 wg wT w9 wypg wg T wg w w09 wy g, wg T wg wr w9 wypg w1 wg w L — I
jsedaa0q HH °'SA [2POIA uoljeuwil)sy pJepurilg ‘SA papualIxXy }sedatoq HH °‘SA [PPOIN uoljewil)sjy pJepurilg ‘SA papualxy
sjdureg-jo-1nQ aduwreg-uy

s1030€q jueje] Yum [PPoN (€)0V :V [Pued

(T ejduresqng sISLI))) SISEI2I0] WINJIY SSIIXF puog Jo Adeanddy [ed)sigels :§ VI o[qeL

Internet Appendix — 21



2107 IDquIade( pue 200¢ AN Usomisq SISO [RDURUY o) SULINpP SULLINDD0 uoljezijeal Jurpuodsariod
119} 9ARY JRY)} SISBODIOJ JO ON[RA OIWIOUODD Y} 9JBN[RAD 9AN 7 oW} O} dn d[qe[leAR UOIjRULIOJUT A[UO JUISN [opowW o[} SUIJRWIISO-01 AQ 7 YIUOW AIOAS S)SBIDIOJ UINJOI 9)RIOUST om
‘Ayuenbasqng ‘e[qe[leAR R)eD JO SIRA U9} }SI1 S} UO Paseq [9pOW 9} 91RWIISS 1SI om ‘sisA[eue sjdures-Jo-no oY) u] ‘gI0g Ioqueds( 01 gGeT Arenue[ wolj vjep S A[yjuowr Juisn
S[opour ot} 9yewr)so am ‘stsAeue ajdures-ur oy 10, ‘sjputod siseq ur pajiodel pue pazienuue ore sensesw soueuriofad [y *(L00Z) ‘T 10 UUrWZId0N) Jo dInseawt dduewLIojIod ayy Suisn
s9sed0.10] wniweld {SII JUeISU0D JUISISUOI-H 93 0} pareduwiod pur UOIIRUWIISS PIepUR)Ss o) 0} Poredwlod Popus)xe o) AQ PoOppe onfes dIWou0dd 9y} J10dal om ‘sumnjod Jururewad ayy
u] ‘L < J, Ajumjewt Yjm puoq AYS oY) pur L AJLINJeW [IIM PUO] 99IJ-¥SII 8} Uoam)aq [I[eam ST sejeoo[[e A[[ewjdo ¢ = d UOISIoAR YSLI 9AIJR[AI PUR U7 = .0 JO AJIJR[0A }03Ie] 1M
I09S9AUI UR ‘L UOZLIOY JUSUWI)SIAUL UR 10 ‘SISBISIO0] UOIJRUIISS Papuajxe Julsn sorjojjiod puoq [ewrpdo Jo swInjad ssedxe o) juesald Jsiy om ‘[durd [o®® U] "SUWN[OD 9} UI SII}LINJR
99 ‘SMOI 9T} Ul POJRIIPUI oIk SUOZLIOY o], ‘A[9AI10adsal ‘g pue Yy s[oued Ul [9pOUI 1010€] S[(RAIISO pUeR juaje] o) Suisn suolyeuiquiod (L — ) AjInjyeuwr pue (L) UOZLIOY G I0j SISA[eur

o[dures-jo-jno pue srdures-ut a1} jo symsar j10dar oAy "oINPad0Id WOTPRUITISO PIPUIXD 9} SUISN $)SBIAI0J NSV Aq PReIsuss onfes JIUIOU0ID 91} UO $HMNSaI sjuasald o[qr], oY, :S920N

65¢ 981 L6 V6T 8G¢ 61
66S-  6Ce-  16T- 0 0- 0- 0- 0- L9 it - - 6~ 9% ST - - 9L-  0- 0- 0- g6- 19 0 0- - - €9 9F ST wQg
9¥T  TIT
8FT-  TIT-  0L- 0- 0- 11 8 ot LT € 18C TTl 69 99 8T - - z9-  0- 0- 0- 0- - 0 0- 6LC  €¢T 6L 99 ST wyg
9T g€1
$9T- €I~ 08" 12- L0 €€ <14 iat € 1 T8T V6 8¥ 9¢ 48 - - T9- 18- L 6 € 9- 8- € €8% 96 0L 9€ 48 wgT
0€e  G0T  8¥I
Lz€-  L6I- 99T~ 6L LI- 9g <9 62 (0] € LPT  T¥ G- 2l 9 - - - L9-  ¢i- | 8 6 G- 9- T 8¥YT  OF - ¥T ot wg
66T 12¢  S0T
G6g-  L0Z-  ¥hT- 68~  8I- 29 LPT _ 0- 0- 0- Z81 Wb 06- 0z~ g - - - 86~  €I- | ¥- L1- €1- 0 4 8T L€ 8- 9 € wi= 4
wQg  wpg  wgl o wg B wpg wpg wgl wg W[ [we9 wpg wg] wg wl ||wQ9 wWpg wg] wg W] [wWwQ9 wpg wWgl wg W[ |w9 Wy wgl wg W] 1 — I
jseda2ao0q HH ‘sa uorjeuwiI}sy pJaepuelg ‘saA SUJIN}ay SS9OXH jsedaao0 HH °saA uorjewiI}sy pJaepuelg ‘sa SUJIN}ay SS9OX
uorjew)sy POPULIXH pepusIxXy orjoy3i0g uorjewW)SH POPULIXF popueIXy orjojyiod
sjdureg-jo-1nQ sjdureg-uy

103084 9[qeAIasqO Ym [9PoIN (£)0F g [eued

69¢
669~ 8LT- 9¢- 0- 0- 0- ST 791 Vi v - It ITT 9T a1 0- 0- 0- 0- 0- Z81 Ge 0- 0- 0- 8G¢ €1¢ I 9T a1 wo9
08- qr- 0- 0- 0- 8TL 8¢ L02 09 61 LVE L1¢ ovL 99 8T 0- 0- 0- 0- 0- VL Gc 0- 0- 0- 61V €€T (44" 99 8T wyg
69- 0- 0- 0- 0- V8L L8¢ €81 LS 61 cLE 1444 8¢C1 LG 61 0- 0- 0- 0- 0- 6€T 98 ST v 0- oy L2t et LG 61 wgl
68- 0- 0- 0- 1- 099 vie 291 69 6 vLE 1€c 6€T 16 (44 9- 0- 0- [ I- 9ve 0S1 L8 ey g 697 LET eVl 68 14 wg
€6- 0- 0- - 1- 6V €62 (498 LT 4 9L€ 5144 16T 29 jd8 [44 0- 0- € 9- gee 902 (458 oV 4 S6¥ 162 GGT 29 6 wi= L

wo9 wyg wgl wg wt wo9 wypg wWgl wg wi | w9 wpg  wWgl wg wt wp9 wypg wgl wg wr | wo9 wyg wWgl wg wi | w9 wpg  wWgl wg wy + =4

j}sedadao HH °‘sa uorjeuwiI}sy pJiepuelg ‘saA SUJIN}ay SS9OXH 3}seda8dao0 HH °sa uorjewiI}sy pJaepuelg ‘sa SUJIN}ay SS9OXH
uoljewi}sy pepuaIXy pepuaixy o1jojj3iodq uoljewI)sy pepuaIxXy pepuelIxyg orjojjiodq
sjdureg-jo-nQ sjdureg-uy

s1090€] juajer] Yim [9poN (£)0y v [oued

(T sjduresqng SISLI))) SISBIDI0] UINJIY SSOIXH PUOY JO an[eA JIWIoU0dy :G VI S[qel,

Internet Appendix — 22



Table TA.6: Directional Accuracy of Bond Excess Return Forecasts (Crisis Subsample 1)

Panel A: Ay(3) Model with Latent Factors

In-Sample Out-of-Sample
T —T1 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m
T =1m 0.51° 0.82° 1 1 1.04% 0.91 0.92 1 1 0.96
3m 0.81° 0.92° 1 1 1 0.92° 1 1 1 0.94
12m | 1° 1° 1 1 1 0.98° 0.98° 0.89° 0.85° 0.78°
24m 1.03 1.03 1° 0.98° 0.94° 0.94° 0.88° 0.77° 0.7° 0.66°
60m 0.92° 0.89° 0.77° 0.71° 0.55°°| 0.83° 0.74° 0.58°°  0.5°° 0.26°°

Panel B: A(3) Model with Observable Factors

In-Sample Out-of-Sample
T—7 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m
7 =1m 0.51 0.37° 0.49°°  0.71° 0.83° 0.45 0.31°°  0.43° 0.73 0.83
3m 0.42°°  0.22°°  0.41°°  0.69° 0.83° 0.36°°  0.19°°  0.37°°  0.71° 0.83°
12m 0.57°°  0.57°°  0.58°°  0.62°°  0.7° 0.57°°  0.54°°  0.55°°  0.62° 0.7°
24m | 1° 0.95° 0.66° 0.59° 0.59° 0.98° 0.88° 0.59° 0.59° 0.59°
60m | 1° 0.98° 0.62° 0.52°°  0.5°° 0.86° 0.71° 0.42°°  0.38°°  0.3°°

Notes: The Table presents measures of the directional accuracy of extended estimation compared to EH-consistent constant risk
premium forecasts based on hit ratios that measuring the ratio of correctly signed forecasts. Panels A and B contain results for the
latent and observable factor model, respectively. Values reported are computed as the fraction of the ATSM model hit ratio relative
to the EH hit ratio. Estimates with a * indicate that the model hit ratio exceeds the 95%-percentile of the bootstrapped constant
risk premium hit ratio distribution. ** indicates that the 5%-percentile of the model distribution is higher than the 95%-percentile

© and °° indicate analogous results when the model hit ratio is lower than the

of the constant risk premium hit ratio distribution.
constant risk premium hit ratio. We present in- and out-of-sample results for 25 horizon (7) and maturity (T" — 7) combinations,
respectively. The horizons are indicated in the rows, the maturities in the columns. For the in-sample analysis, we estimate the
models using monthly US data from January 1952 to December 2012. In the out-of-sample analysis, we first estimate the model
based on the first ten years of data available. Subsequently, we generate return forecasts every month ¢ by re-estimating the model

using only information available up to time ¢. We compute hit ratios for the forecasts that have their corresponding realizations

occuring during the financial crisis between July 2007 and December 2012.
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Table IA.9: Directional Accuracy of Bond Excess Return Forecasts (Crisis Subsample 2)

Panel A: Ay(3) Model with Latent Factors

In-Sample Out-of-Sample
T —7 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m
T =1m 0.51 0.82° 1 1 1.04% 0.91 0.92 1 1 0.98
3m 0.8° 0.92° 1 1 1 0.92° 1 1 1 0.96
12m 1 1 1 1 1 1 1 1 1 0.96
24m 1 1 1 1 1 1 1 1 0.98° 0.95°
60m 1 1 1 1 1 1 1 0.83° 0.67° 0°°
Panel B: Ag(3) Model with Observable Factors
In-Sample Out-of-Sample
T—T1 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m
T =1m 0.51° 0.37° 0.48°° 0.72° 0.84° 0.45° 0.31°°  0.42°° 0.74° 0.84°
3m 0.39°°  0.18°°  0.37°°  0.7° 0.84° 0.33°°  0.15°°  0.33°°  0.72° 0.84
12m 0.48°°  0.52°°  0.67°°  0.75°°  0.87° 0.48°°  0.52°°  0.67°°  0.75° 0.87°
24m 1 1 0.88° 0.86° 0.86° 1 1 0.86° 0.86° 0.86°
60m 1 1 0.67° 0.17°° 0°° 1 1 0°° 0°° 0°°

Notes: The Table presents measures of the directional accuracy of extended estimation compared to EH-consistent constant risk
premium forecasts based on hit ratios that measuring the ratio of correctly signed forecasts. Panels A and B contain results for the
latent and observable factor model, respectively. Values reported are computed as the fraction of the ATSM model hit ratio relative
to the EH hit ratio. Estimates with a * indicate that the model hit ratio exceeds the 95%-percentile of the bootstrapped constant

**

risk premium hit ratio distribution. indicates that the 5%-percentile of the model distribution is higher than the 95%-percentile

of the constant risk premium hit ratio distribution. °

and °° indicate analogous results when the model hit ratio is lower than the
constant risk premium hit ratio. We present in- and out-of-sample results for 25 horizon (7) and maturity (7" — 7) combinations,
respectively. The horizons are indicated in the rows, the maturities in the columns. For the in-sample analysis, we estimate the
models using monthly US data from January 1952 to December 2012. In the out-of-sample analysis, we first estimate the model
based on the first ten years of data available. Subsequently, we generate return forecasts every month ¢ by re-estimating the model

using only information available up to time ¢t. We compute hit ratios of forecasts made and corresponding realizations occurring

during the financial crisis between July 2007 and December 2012.
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Table IA.10: Yield Pricing Errors: International Evidence

Yield Maturity AT Im<T<12m 12m <7 <60m 60m <7 < 120m
Number of Yields 24 7 10 7
Switzerland
RMSE  standard estimation 6.80 7.54 6.77 6.03
extended estimation  11.92 12.49 11.21 12.30
Sd standard estimation 6.80 7.54 6.77 6.03
extended estimation  11.92 12.49 11.21 12.29
Germany
RMSE  standard estimation 7.88 8.64 7.07 8.17
extended estimation  19.74 33.34 10.02 8.96
Sd standard estimation 7.88 8.65 7.06 8.11
extended estimation  19.74 33.34 10.01 8.96

United Kingdom

RMSE standard estimation 11.02 15.95 8.94 6.89
extended estimation  23.48 39.72 12.05 10.27

Sd standard estimation 11.01 15.94 8.93 6.88
extended estimation  23.46 39.61 12.03 10.22

Japan

RMSE  standard estimation 5.84 5.63 5.86 6.02
extended estimation  10.46 15.94 7.12 6.98

Sd standard estimation 5.84 5.63 5.85 6.03
extended estimation  10.45 15.90 7.12 6.98

United States

RMSE standard estimation 10.16 13.18 9.28 7.53
extended estimation  15.85 25.36 10.65 7.48
Sd standard estimation 10.15 13.17 9.28 7.41
extended estimation  15.85 25.31 10.62 7.48

Notes: The Table summarizes root mean squared yield pricing errors and standard deviations of yield pricing errors for the standard
estimation (the estimation procedure only fitting yields) and the extended estimation (the estimation procedure fitting yields and
matching model risk premia to bond excess returns observed in the past) of the Ag(3) model. We estimate the models using monthly
data from September 1989 for Japan, January 1988 for Switzerland, and April 1987 for Germany, UK, and US. The sample period

ends in March 2011 for all countries.
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Table IA.11: Time-Varying Risk Premium Regressions: International Evidence

Panel A: Standard Estimation Procedure Panel B: Extended Estimation Procedure
T—7 [ Im 3m 12m 24m 60m T—T1 [ Im 3m 12m 24m 60m
Switzerland Switzerland
T 1m b 0.44 0.74 0.51 1.33%% 0.85™F T 1m b 0.98%F 0.90%%F 0.967* 1.21%%F 1.05%%
R2 0.01 0.02 0.01 0.07 0.04 R? 0.25 0.26 0.29 0.31 0.23
3m b 0.54 0.52 0.54 0.85 0.64* 3m b 0.85** 0.87** 1.00** 1.16** 1.07**
R2 0.03 0.03 0.03 0.06 0.06 R? 0.54 0.57 0.61 0.60 0.52
12m b |—0.05 0.28 0.28 0.46 0.45 12m b 0.98%* 1.00** 1.02** 1.11** 1.04**
R? 0.00 0.01 0.01 0.04 0.06 Rr? 0.73 0.88 0.84 0.87 0.82
24m b 0.86 0.35 0.10 0.08 0.14 24m b 1.14** 1.02%* 0.94** 0.94** 0.89**
R? 0.07 0.02 0.00 0.00 0.01 R? 0.42 0.65 0.62 0.61 0.62
60m b |[-0.04 —0.33 —0.41 —0.30 —0.20 60m b 0.59 0.70** 0.71*%* 0.61* 0.59**
R? 0.00 0.07 0.14 0.09 0.06 R? 0.06 0.27 0.35 0.29 0.37
Germany Germany
T Im b 0.37 0.50 —0.27 0.12 0.51 T Im b 0.91%% 0.79%% 0.87*% 1.16™F 1.14%%
R? 0.01 0.02 0.00 0.00 0.01 R? 0.22 0.20 0.22 0.27 0.28
3m b 0.48 0.44 0.15 0.38 0.61 3m b 0.80** 0.83** 0.99*%* 1.15%* 1.04**
R2 0.03 0.02 0.00 0.01 0.02 R? 0.33 0.40 0.51 0.55 0.49
12m b |[-0.65 —0.06 0.20 0.40 0.61 12m b 1.02** 1.07** 1.14** 1.20%* 1.02**
R2 0.06 0.00 0.01 0.02 0.06 R? 0.60 0.84 0.83 0.84 0.77
24m b 0.10 0.05 0.07 0.19 0.41 24m b 1.28** 1.20** 1.11** 1.06** 0.90**
R? 0.00 0.00 0.00 0.01 0.06 R? 0.30 0.56 0.58 0.56 0.53
60m b 0.44 0.01 —0.11 0.01 0.18 60m b 0.96 0.83* 0.60** 0.52%* 0.46*
R? 0.04 0.00 0.01 0.00 0.05 R? 0.07 0.18 0.17 0.16 0.18
United Kingdom United Kingdom
T Im b 1.16" 0.90% 1.30%F 1.56*% 1.26% T 1m b 0.93%* 0.86™F 1.08%% 1.19%% 0.91%%
R? 0.02 0.02 0.04 0.06 0.03 R? 0.10 0.20 0.23 0.28 0.18
3m b 0.73 0.80 0.78 0.87 0.76 3m b 0.91** 0.92%* 1.01** 1.04** 0.90**
R? 0.03 0.04 0.04 0.05 0.03 R? 0.44 0.46 0.47 0.51 0.38
12m b | 1.00* 0.64 0.31 0.26 0.37 12m b | 1.25%* 1.13%* 1.12%* 1.10%* 0.97**
R2 0.08 0.05 0.01 0.01 0.02 R? 0.62 0.85 0.86 0.86 0.78
24m b 0.77 0.32 0.00 0.13 0.30 24m b 1.48** 1.23%* 1.05** 0.98%* 0.84**
R2 0.05 0.01 0.00 0.00 0.02 R? 0.53 0.66 0.57 0.56 0.53
60m b 0.14 0.03 0.04 0.25 0.48* 60m b 0.24 0.44 0.47 0.48 0.46*
R? | 0.00 0.00 0.00 0.04 0.20 R? | 0.01 0.12 0.17 0.23 0.37
Japan Japan
T Tm b | 1.187F 1.18% 0.39 0.33 0.96% T im b | 0.607F 0.77°% 1.04%% 1.1377 1.34%%
R? 0.09 0.06 0.01 0.01 0.05 Rr? 0.25 0.41 0.50 0.37 0.34
3m b 1.26 0.86 0.76 0.81 1.05* 3m b 0.72%* 0.83** 1.07** 1.22%* 1.39%*
R? 0.12 0.05 0.07 0.09 0.13 R? 0.54 0.69 0.82 0.75 0.64
12m b 0.11 0.50 0.81 0.85 0.83 12m b 1.24** 1.11%* 1.14** 1.14** 1.08**
R? 0.00 0.06 0.22 0.29 0.33 R? 0.61 0.78 0.81 0.80 0.70
24m b |—0.03 0.41 0.69 0.75 0.76*%* 24m b 0.08 0.71** 1.07** 1.07** 0.97**
R2 0.00 0.13 0.30 0.38 0.48 R2 0.00 0.51 0.87 0.87 0.74
60m b 0.89** 0.65 0.53 0.62 0.62 60m b 0.26 0.88%* 1.11** 1.13** 1.08**
R2 0.16 0.27 0.18 0.25 0.28 R? 0.02 0.60 0.93 0.92 0.82
United States United States
T Im b 0.15 0.36 1.13 —0.40 0.77 T Im b 0.73%F 0.74%% 1.00%F 1.117% 0.98%F
R? | 0.00 0.00 0.02 0.00 0.01 R? | 0.16 0.21 0.29 0.26 0.21
3m b 0.33 0.31 0.84 0.13 0.55 3m b 0.83** 0.86** 1.02** 1.09** 0.97**
R? 0.01 0.01 0.02 0.00 0.01 Rr? 0.46 0.52 0.59 0.56 0.45
12m b 0.88 0.85 1.42 0.95 0.72 12m b 1.38** 1.22%* 1.20** 1.16** 0.96**
R? 0.03 0.04 0.10 0.05 0.05 R? 0.65 0.85 0.86 0.86 0.74
24m b [-1.97 0.11 1.19 0.92 0.70 24m b 1.20** 1.27%* 1.25™* 1.14** 0.91*%*
R? 0.12 0.00 0.12 0.09 0.10 R? 0.21 0.55 0.61 0.60 0.58
60m b 0.16 0.43 0.40 0.36 0.33 60m b 0.12 0.36 0.31 0.27 0.30
R2 0.00 0.05 0.06 0.06 0.11 R2 0.00 0.03 0.03 0.03 0.06

Notes: The Table presents results for regressing realized bond excess returns on risk premia implied by the Ag(3) model using
the standard estimation procedure that only fits yields (Panel A) and using the extended estimation procedure that fits yields
and matches model risk premia to bond excess returns observed in the past (Panel B). For each country, we report estimates for
25 horizon (7) and maturity (7" — 7) combinations. The horizons are indicated in the rows, the maturities in the columns. b is
the estimate of the slope coefficient. ** and * indicates that the estimate differs from zero at the 99% or 95% level, respectively.
Significance is assessed using standard errors with HAC adjustment based on Newey and West (1987) where the optimal truncation
lag is chosen following Andrews (1991) using a quadratic spectral kernel (standard errors not reported for space reasons). R2
denotes the in-sample coefficient of determination. We estimate the models using monthly data from September 1989 for Japan,

January 1988 for Switzerland, and April 1987 for Germany, UK, and US. The sample period ends in March 2011 for all countries.
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Table TA.14: Directional Accuracy of Bond Excess Return Forecasts: International Evidence

In-Sample Out-of-Sample
T—1 1m 3m 12m 24m 60m 1m 3m 12m 24m 60m
Switzerland
T 1m 0.99 1.07 1.15 1.03 1.12% 0.45°°  0.66° 1.04 0.72°°  0.63°
3m 1.12 1.18* 1.27*%  1.25%* 1.17*% 0.63°°  0.84 0.81° 0.72° 0.71°°
12m 1.31* 1.33** 1.30**  1.30** 1.32** 0.98 1.00 1.00 1.03 0.93
24m 1.04 1.09 1.17 1.17 1.16 1.00 1.00 1.00 1.00 1.01
60m 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Germany
T 1m 0.91 1.02 1.13 1.01 1.08 0.69°°  1.00 1.13 1.01 1.03
3m 1.00 1.18* 1.24% 1.21* 1.20* 0.99 1.18 1.07 1.06 1.05
12m 1.23* 1.32** 1.31%*  1.36** 1.30** 1.05 0.97 0.96 0.99 0.99
24m 1.03 1.12 1.14 1.16 1.20* 0.98 0.98 1.00 0.99 0.99
60m 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
United Kingdom
T 1m 0.97 1.14% 1.20% 1.14% 1.14% 1.03 1.41%% 1.21% 1.21% 1.08
3m 1.32**  1.45** 1.36**  1.28** 1.20% 1.33**  1.15 1.21 1.24% 1.11
12m 1.38% 1.42%* 1.39**  1.31** 1.29** 1.39* 1.27 1.12 1.06 1.10
24m 1.19* 1.20*% 1.21% 1.19% 1.26* 1.11 1.07 1.03 1.08 1.05
60m 0.99 1.01 1.01 0.99 0.92 0.77° 0.87 0.90 0.80 0.64°
Japan
T 1m 0.88 1.00 1.05 0.95 1.03 0.52°°  0.64° 0.94 0.88°°  0.90
3m 0.94 1.03 1.04 1.04 1.08 0.59°°  0.68°°  0.91 0.97 1.00
12m 1.04 1.03 1.02 1.07 1.12 0.89 0.92 0.99 1.00 1.02
24m 1.00 1.00 1.00 0.99 1.01 1.00 1.00 1.00 1.00 1.00
60m 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
United States
T Tm 0.93° 1.14 1.13 1.03 1.10 0.84 1.13% 1.13 0.97 0.91
3m 1.10 1.22* 1.22% 1.22%*  1.25%* 1.10 1.18 1.14 1.10 1.14
12m 1.14 1.18* 1.20*% 1.26%*  1.23** 1.12 1.10 1.10 1.15 1.11
24m 0.96 0.97 1.00 1.01 1.04 1.00 1.00 1.00 1.04 1.08
60m 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99° 0.81°°

Notes: The Table presents measures of the directional accuracy of extended estimation compared to EH-consistent constant risk
premium forecasts based on hit ratios that measuring the ratio of correctly signed forecasts. Values reported are computed as the
fraction of the ATSM model hit ratio relative to the EH hit ratio. Estimates with a * indicate that the model hit ratio exceeds the
95%-percentile of the bootstrapped constant risk premium hit ratio distribution. ** indicates that the 5%-percentile of the model
distribution is higher than the 95%-percentile of the constant risk premium hit ratio distribution. ° and °° indicate analogous results
when the model hit ratio is lower than the constant risk premium hit ratio. We present in- and out-of-sample results for 25 horizon
(7) and maturity (T"—7) combinations, respectively. The horizons are indicated in the rows, the maturities in the columns. For the
in-sample analysis, we estimate the models using monthly data from September 1989 for Japan, January 1988 for Switzerland, and
April 1987 for Germany, UK, and US. The sample period ends in March 2011 for all countries. In the out-of-sample analysis, we
estimate for each country data set the first model based on the first ten years of data available. Subsequently, we generate return

forecasts every month ¢ by re-estimating the model using only information available up to time ¢t.
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Figure IA.1: Average Excess Returns: International Evidence
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the term structure of excess returns for a given horizon 7 for maturities indicated on the x-axis. The left column represents the excess returns of a buy
and hold strategy. The right columns plots excess returns of optimal bond portfolios of investors that have perfect foresight; for an investment horizon
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April 1987 for Germany, UK, and US. The sample period ends in March 2011 for all countries.

Internet Appendix — 32



7 owiry 01 dn o[qe[leAR UOIRUIIOJUL A[UO SUISN [9pPOW oY) JUIIRWI)SO-01 AQ 7 YIUOW AIOAD SISRIQIOJ UINJOI 9)RIaUSS om ‘A[juenbesqng -o[qe[leA® ©Iep JO SIBoA Uo)
7SI O7[} UO Pask( [9POW 1SIY Y[} 43S BIRP AIJUNOD [OLS I0] jetul)se am ‘(¢ [oue ) sisATeur ojdures-Jo-4no oY} UI'SSIIIUNOD [ 10] TT0g YIIeJN Ul spus poried sdures oy, ‘SN Pue ‘3N
‘Aueurior) 10j 2861 [dy pue ‘puelioziimg 10] 86T Arenuep ‘uedef 10] 86T Ioqueidog WO BvIRp ATYjuouwr 3ulsn S[PPOUW o) 91eWIISO oM ‘(y [due ) sisA[eue ojdures-ul oY) 104 L — J,
sAe[dsIp jey) SIXe-X 9} UO USAIZ oIe soljlinjewl Suipuodsoliod oY) aIoym ‘L sUozLIoY oAl 10} sydeld ojeredos juosoid om ‘AIjUnoos yoee 10 L < [, AjLInjews Ym puoq ASLI o) pue L
AJINgeu YHm puoq 991J-3SII 9} UsaMIa( [[I[eam SI S91eOO[[e A[[ewl}do oym ¢ = d UOISIeA®R YSLI SATJR[eI PUR Y7 = 0 JO AJ[II1R[OA 195IR] [)IM I0)SeAUl UR AQ pajeisusld ale sorjojpiod
Surdrepun oy, "(s19]Nq YIIM) SOe[q Ul pake[dsip oIe $)SBISIOJ WOIYRUIIISS Papualxe Juisn sorjojprod pue (so[oIrd Yim) pal ul peljold are aInpesord UoTjeUIT)SS pIepue)s o) Sulsn
$158D9I0] [9POUL UO Poaseq SOI[0J110J *(MO[oq BaIR POPRYS pUR SO[SURLI) IIM) SoUI] U013 oY) Aq pojuesordol ore s1se0910] wniweld ST JURISUOD JUDISISUOD-FH SUISN SOI[0JII0] "SISBISIOJ

1yS1sa10y 109)10d Sursn sor[oj3rod JO SUINISI SSAIXD SFeIIA® 0} SAIJR[AI S)SEIDI0] [9POW pue [{H UO Paseq PajonIjsuod sorjojiiod puoq jo suInjal sseoxe aferase sjoid 2SIy oY ], 5970

w9 wpy welp we wy w9 wpr welp we  wy w9 wpg welp we  wy w9 wpgy welp we  wy w9 wpgy welp we  wy wpy wpg wgl we o wy wpy wpg wgl we  wy woy wpg wgl we wy woy wpg wgl we wy w9 wpg wgp we  wy
L | | | Lo i | 1 o i | 1 o i | 1 o | | I o i I I Lo i I I o i I 1 ° | | | I | | | I
o o o u\ o v\ o S S S S S
o o o o o o o o o € o
= m= m= ;- ¢ b= = S r= ¢ B s

- - q - b - ¢ - O— L p-
o o W o o Lo o | o b o .I’Il.r o | o
% = ¢ % b > % I T e = o ® B3 %

wgg* s9e)S paju wpg © ses pajun wzy s9es pajun wig © s9e)8 paun wy ‘ sae)s pajun w9 © SNEIS pajun wpg ¢ sae)S payun wz[ © se)s pajun wg € sdje)s payun wy € sdjels payun

w9 wpg wgl we wy w9 wpg wgl we wy w9 wpg wel we wy w9 wpg wgl we wy w9 wpg wel we o wy wp9 wpg wel wg o wi wp9 wpg wel wg o wi wp9 wpg wel wg o wi we9 wpg wel we o wi we9 wpg wel we o wi
L | | 1 ° | | 1 o | | 1 ° | | | | o o | | | Lo | | | o | | | o | | | o | | | o
° ° ° ° ° o o o o o
| o | o \ o ° ° ° | = Lo % Lo L o
= = = = = = = = = =

p L - L~ 4 = “ 1
Lo ¢ p o ° ° ° Lo ¢ o ¢ =9 Lo
% % % % % % OO % % %

w9 ‘uedef” wipg ‘uedef wz| ‘uedef wg ‘uedef wy ‘uedef w9 ‘uede, wipg ‘uedef wz] ‘uedef wg ‘uedef wy ‘uedef

w9 wpgr welp we  wy w9 wpgy welp we  wy w9 wpgy welp we  wy w9 wpg welp we  wy w9 wpy welp we  wy w9 wpg wgp we  wy wpy wpg wgl we  wy woy wpg wgl we wy woy wpg wgl we wy wpy wpg wgp we  wy
Il L L N Il Il L N L Il L N b Il Il L N Il Il L N L e | 1 Il M Il ale. L M M Il Il L M Il Il L M

- ¥ - <& ok 7 o= Y STt ¢ sZzead
b - P o h o [ o Vo s = [ = = | = v I =
%3 g FE g o * t wv g 2 2 2 .I\o\o/.. 2

K b4 - e - t—o—0—*—9 a
k2 = -2 = L2 S e—e—a—o—tZ s L L2

w(g ‘wop3ury pajun wipg ‘wop3ury pajun wz ‘wop3ury pajun wig ‘wop3ury payun Wi ‘wop3ury payun w9 ‘wop3ury paKuN Wz wopsuy pauN Wz ‘wopsury paju WE WopSUIY pANUN W Wopsury pauN

w9 wpg wgl we wy w9 wpg wgl we wy w9 wpg wel we wy w9 wpg wgl we wy w9 wpg wel we o wy wp9 wpg wel wg o wi wp9 wpg wel wg o wi we9 wpg wel we wi we9 wpg wel we wi we9 wpg wel we o wi
L Il Il L 1 o Il Il L 1 o Il Il L = Il Il L = Il Il L = L Il Il L = Il Il L = Il Il L = Il Il L = Il 1 L =
° ° ° = ° ° o o o o
- .\ - \ b - - y C- \ - [ A§wu ¢ =
= = = m = = = = = = IS

) [ - - [ - - L = - f X L -

]
g g -2 X - b2 4 b2 b2 -2 -2
w9 ‘AueuLids) w7 ‘Aueurian wz| ‘Aueuian wg ‘AuruLiag wy ‘AueuLiag w9 ‘Aueuidg Wz ‘Aueuiag wz| ‘Aueuiiag wig ‘AuBuLian wi ‘AuBuLan

w9 wpgr welp we  wy w9 wpy welp we  wy w9 wpgy welp we  wy w9 wpgy welp we  wy w9 wpgy welp we  wy wpy wpg wgp we o wy wpy wpg wgl we W woy wpg wgl we  wy woy wpg wgl we wy woy wpg wgl we wy
L | | 1 ) i | I o o o L o A o 1 i I 1 Lo i I 1 o i I 1 ° | | | I | | | I
o o ° K o o o o o o o

Y

. x 2 § [+ : S S e G A Sl A 2

- - - ¢ - - P

O-—0=T
b .IlI.IA
2 = C& = Fe & 2 4 T =R G g = = Fe
(9 PUBIZIMS W7 PUBLIZIMS wZ[ ‘PUBLIZIMS W ‘PUBLIZIMS W] ‘pUBLRZIMS W(9 PUEIIZING W7 PUBLIZING W7 PUBLIDZIMG wg ‘pUBLIZIMNS W ‘puElZIMS

sidureg-jo-InQ :g [oued sjdureg [Ing :V [oued

90USPIAY [BUOIYeUIDUT :JPYSISSIO] }09JI9J O} dAIe[dd SUINIIY SSIIXH :Z VI 9InSiq

Internet Appendix — 33



