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ABSTRACT

The size premium has been accused of having a weak historical record, being meager relative to other factors, varying significantly over time, weakening after its discovery, being concentrated among microcap stocks, residing predominantly in January, relying on price-based measures, and being weak internationally. We find, however, that these challenges disappear when controlling for the quality, or its inverse, junk, of a firm. A significant size premium emerges, which is stable through time, robust to specification, not concentrated in microcaps, more consistent across seasons, and evident for non-price-based measures of size, and these results hold in 30 different industries and 24 international equity markets. The resurrected size effect is on par with anomalies such as value and momentum in terms of economic significance and gives rise to new tests of, and challenges for, existing asset pricing theories.
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1. Introduction

Does size matter? With respect to capital markets, the answer to this question is unclear. Academic research on the relation between firm size and expected returns dates back to at least Banz (1981), who finds that small stocks in the US (those with lower market capitalizations) have higher average returns than large stocks, an effect not accounted for by the higher market beta of small stocks. The relation between firm size and expected returns is important for several reasons. First, the size effect has become a focal point for discussions about market efficiency. Second, a size factor has become one of the main building blocks of current asset pricing models used in the literature and in practice (e.g., Fama and French, 1993, 2016). Third, the size premium implies that small firms face larger costs of capital than large firms, having important implications for
corporate finance, incentives to merge and form conglomerates, and broader industry dynamics. Fourth, the size effect has had a large impact on investment practice (Reinganum, 1983a), including spawning an entire category of investment funds, giving rise to small cap indices, and serving as a cornerstone for money management classification.

We provide new evidence on the size effect and test several competing theories for its existence:

1. **Risk-based theories of frictionless capital markets.**
   - (a) Standard asset pricing models such as the capital asset pricing model (CAPM): If size per se is not a risk, standard models predict that size does not matter when controlling for risk exposures.
   - (b) Size captures time-varying risk premia: Size can be correlated to expected returns only because size is measured by market value, which is influenced by risk premia (Ball, 1978; Berk, 1995a). Riskier firms have higher required returns, leading to lower market value, everything else equal. Hence, any misspecification of risk premia, due perhaps to time-varying risk or risk premia, will be picked up by market prices. According to this theory, size factors based on market prices will mechanically pick up these movements, but size measures other than market value should not predict returns.
   - (c) Theories of growth options: If small firms have more growth options and growth options are risky, then small firms are riskier and have higher required returns (Carlson et al., 2004; Garleanu et al., 2012). Hence, the size effect should be smaller when controlling for measures of risk and growth options.

2. **Behavioral finance theories.** Small firms are more difficult to arbitrage, making these firms more mispriced (Shleifer and Vishny, 1997). If this effect drives the size effect, then small stocks need to be underpriced on average relative to large stocks, and the size effect should be smaller when controlling for measures of mispricing such as investor sentiment, disagreement, and limited arbitrage activity (e.g., trading costs or short-sale costs). Investors could overreact to growth and other quality measures; so according to these theories, the size effect should be smaller when we control for such effects (Barberis et al., 1998; Daniel et al., 1998; Hong and Stein, 1999).

3. **Theories of liquidity and liquidity risk.** Size matters because small firms are less liquid (Amihud and Mendelson, 1986) and face more liquidity risk (Acharya and Pedersen, 2005), both requiring higher expected returns. Hence, the size premium should be related to liquidity level and risk measures, and the size and liquidity premia should be more evident when controlling for other risk exposures, especially those negatively correlated with size.

To test these theories, we consider the size effect controlling for other factors, which can proxy for other sources of risk, growth, mispricing, and liquidity. We focus on the interaction between size and firm quality (or its inverse, junk). The interaction between size and quality is especially interesting for three reasons. First, quality can be defined as a characteristic of an asset that, all else equal, commands a higher price. As such, size, which is based on market values, should have a strong connection to quality. Second, Novy-Marx (2013) shows that quality, as measured by profitability, has a strong connection to the value effect and helps clean up the relation between value and expected returns. A similar argument can be made for the size effect, where size's relation to average returns can be clearer once we account for quality. Because size also interacts with value (Fama and French, 1993; 2012), sorting out the interactions between these three predictors of returns could help better characterize the cross section of expected returns. Third, quality has a direct theoretical link to some of the theories we aim to test, namely, quality can be related to growth options underlying rational theories for size or sources of overreaction underlying prominent behavioral theories, or both. Measures of quality such as profitability, stability, and growth are intuitively empirical proxies for growth options and have been used as variables related to overreaction by investors.

Supporting these motivations for looking at the size-quality interaction, we find empirically that the key control variable for the size effect is firm quality (measured by profitability, stability, growth, and safety) or its inverse, junk. The interaction between size and quality or junk is far stronger than size's interaction with other factors (beta, value, momentum) and accounting for it produces a more significant size premium that helps test some of the competing theories for size.

Controlling for quality or junk (along with the standard asset pricing factors such as value and momentum) rectifies a strong size effect and helps distinguish among the competing theories. The resurrected strong size effect controlling for other factors can be viewed as a rejection of theory 1(a). We find that non-price-based size measures perform just as well as price-based ones, rejecting theory 1(b). The fact that controlling for quality, including growth, makes the size effect stronger, not weaker, seems inconsistent with the growth theory 1(c), if growth options are more prevalent among the high growth firms as theory predicts. We find that small stocks have higher shorting costs and more disagreement, which, according to behavioral theories, makes them more likely to be overvalued or undervalued, which is inconsistent with behavioral theories 2. Finally, the fact that size matters more when controlling for other factors is consistent with liquidity-based theories 3, in which controlling for these other factors, particularly quality, helps clean up the relation between size, liquidity, and average returns. However, this result does not offer any additional direct evidence in favor of a liquidity story.

Given the importance and prominence of the size effect as the first major challenge to the CAPM, it has naturally come under heavy and often critical scrutiny. Considering almost a century-long sample of US stocks and a broad sample of global stocks in 24 different markets, we confirm the main criticisms of the standard size effect. Consistent with risk-based theories 1, size has a weak
historical record in the US, especially after adjusting for market risk (e.g., the CAPM). It suffers from long periods of poor performance, particularly after its discovery in the 1980s. It has an even weaker record internationally (Crain, 2011 and Bryan, 2014). What little size effect is present seems to be concentrated in difficult to invest in microcap stocks, whose returns occur only in January, making it arguably fairly insignificant. Based on this evidence, a simple risk-based model such as the CAPM, in which size per se is not a risk factor, seems broadly consistent with the data.

However, we find that measures of size studied by the literature load strongly and consistently negatively on a large variety of what have come to be termed “quality factors.” At a broad level, quality is a characteristic, or set of characteristics, of a security that investors should in theory be, willing to pay a high price for, all else equal. A high-quality firm can be one that is well-managed and has strong economic and accounting performance, such as high profitability and stability of earnings, good growth prospects, and low risk. Regardless of the quality metric used, for metrics that vary substantially both qualitatively and in terms of measured correlation, we find a much stronger and more stable size effect when controlling for a firm’s quality or its inverse, junk. Contrasting for quality, using any of a broad set of measures, reconciles many of the empirical irregularities associated with the size premium that have been shown in the literature. In short, firm size is highly confounded with firm quality, which distorts the relation between size and expected returns. Large firms tend to be high-quality firms on any of the above dimensions or measures, while small firms tend to be “junky” (i.e., have the opposite characteristics). Given that the literature shows that high-quality stocks, however defined, tend to outperform junk stocks, including when comparing stocks of similar size (Asness et al., 2014; Fama and French, 2016), this means that the basic size effect is fighting a strong quality effect. By going long small stocks and short large stocks, a size-based strategy is long a potential size premium but also short a quality premium, which both understate the actual size effect and introduces additional variation from another factor.

We show that controlling for quality, a significant and more robust size effect emerges. Small quality stocks significantly outperform large quality stocks, and small junk stocks outperform large junk stocks, but the basic size effect suffers from a size-quality composition effect. We show that controlling for quality does even more than simply raise the size premium. Accounting for the influence of quality also explains all of the many empirical irregularities and challenges researchers have identified with the size effect. Controlling for any number of a variety of quality measures with no notable failures (some used in the literature, others novel) not only resuscitates the overall size effect by more than doubling its Sharpe ratio, but also resurrects it in the 1980s and 1990s when it is otherwise conspicuously absent, restores a more linear relation between size and average returns (i.e., no longer concentrated among the tiniest firms), revives the returns to size outside of January while simultaneously diminishing the returns to size in January (making it more uniform across months), and uncovers a larger size effect in almost two dozen other international equity markets (where size has been notably weak). This stronger size effect controlling for other factors, including the market and other risk-based factors, is inconsistent with standard theories of asset pricing.

We next consider theory 1(b) that size matters only because it is measured by market capitalization, which contains market prices. The argument is that any misspecification in the asset pricing model, such as time-varying risk premia, is likely to show up in a cross-sectional relation between any market-based measure containing price and returns. Consistent with this argument, Berk (1995b, 1997) shows that using non-price-based measures of size does not yield a significant relationship between size and average returns. Hence, no size effect could exist per se, but rather model misspecification may be showing up in price-based measures. To test this argument, we construct size factors in which stocks are sorted based on measures that do not include the stock price. We construct five new size factors based on book assets, sales, book equity, number of employees, and fixed assets (property, plant, and equipment, PP&E). For each of these size factors, we find a significant alpha when controlling for quality and other factors, rejecting theory 1(b).

Our evidence also does not support the theories of growth options, 1(c). Controlling for growth, which is included among our quality measures, and other risk factors makes the size effect stronger, not weaker. Although we cannot perfectly measure growth options and their risks, any mismeasurement of growth options likely has the op-
posite theoretic effect on the size premium to be consistent with our results. Hence, our overall evidence on size appears to challenge many risk-based theories of frictionless capital markets.

We next turn to the behavioral theories, 2. For these theories to explain the size effect, small stocks would not simply have to be mispriced, but more importantly, small stocks would have to be underpriced in the sense of being too cheap relative to large stocks. A key behavioral finance prediction related to certain stocks being cheap versus expensive is limits to arbitrage, in particular, theories of short-selling constraints following Miller (1977). According to these theories, certain stocks are difficult to sell short, implying that these stock prices mostly reflect the opinions of optimists, leading such stocks to become overvalued. Hence, these theories suggest a negative instead of a positive size premium, where small stocks are more likely to be overvalued rather than undervalued, relative to large stocks. Further, this effect should be stronger when differences of opinion among investors are larger, which also tends to go the opposite way of the size effect.

To test the behavioral theories, we examine the levels of short selling, the costs of short selling, the degree of dispersion among analysts’ forecasts of earnings, and the degree of mispricing of small cap stocks relative to large cap stocks. To explain the size effect with a limit of arbitrage argument, the costs of short selling should be lower for small cap stocks relative to large cap stocks. We find evidence to the contrary. That is, small stocks have larger shorting costs in each quality group. This finding, while not surprising, implies that a negative small cap expected return should be evident, the opposite of a small cap premium, according to behavioral theories. In addition, we find evidence to support greater differences of opinion among small cap stocks, which, again, should lead to lower returns, not higher returns, for small cap stocks. Finally, when looking at past five-year returns, we find the returns to small cap stocks to be low, not high, providing further evidence that small stocks do not seem to be overvalued as predicted by behavioral theories. When we control for variables that could be related to mispricing or risk premia, such as value, quality, and momentum, the size effect gets stronger, not weaker, which is also inconsistent with a behavioral story for the size premium.

Lastly, we consider the liquidity-based theories, 3. The idea is that size can just be a proxy for illiquidity and liquidity risk, and investors generally require compensation for holding illiquid securities facing the risk of worsening liquidity (here we refer to attempts to measure liquidity itself and a premium for illiquidity, which is more than simply noting that the size effect is largely in microcaps and more difficult to arbitrage). Consistent with these theories, the returns to size seem to be captured by measures of illiquidity suggested by Brennan and Subrahmanyam (1996), Amihud (2002), Hou and Moskowitz (2005), Sadka (2006), and Ibbotson et al. (2013), and measures of liquidity risk (the covariance with changes in liquidity) such as those of Pastor and Stambaugh (2003) and Acharya and Pedersen (2005). Crain (2011) summarizes this evidence.

We study the link between liquidity and size when controlling for quality. We find a difference in bid-ask spreads between small and large stocks (as in the literature), but, more importantly, we find that this difference is similar across each quality quintile. In other words, small quality stocks are less liquid than large quality stocks and likewise for junk stocks. We also estimate that small stocks have greater market impact costs than large stocks and this difference is similar across quality quintiles. Hence, the return spread between small versus large stocks lines up with the corresponding liquidity spreads across small versus large stocks, after controlling for quality. However, controlling for size, little relation seems to exist between liquidity and quality measures. High-quality small stocks face similar liquidity to junky small stocks (among large stocks it is the same). This is consistent with liquidity-based theories for the size premium, in which size is also correlated with a quality factor that is unrelated to liquidity and so the size-liquidity relation could be partly obscured by quality. We find another sign of illiquidity, that the size factor loads on lagged market returns, consistent with non-synchronous trading for small, illiquid stocks, and that this lagged market exposure is the same whether we control for quality or not. Hence, size seems to be related to both illiquidity (positively) and quality (negatively), but liquidity and quality are not strongly related. Therefore, our results are consistent with the size premium being an illiquidity premium, though they do not offer any additional evidence for their connection.

The size factor is also highly correlated to factors that attempt to capture liquidity premia more directly. When we regress size on the liquidity risk factor IML (illiquid minus liquid) from Amihud (2014), we find a highly significant loading (t-statistic above 30), consistent with the idea that the size premium is (at least partly) explained by compensation for liquidity risk. The size factor also loads on an alternative liquidity risk factor based on bid-ask spreads and turnover. Controlling for these liquidity risk factors naturally lowers the alpha of the size factor, even after controlling for quality, to a marginally positive effect (t-statistic of 2.03). Size loading on liquidity is similar whether or not we control for quality, indicating that liquidity risk helps explain the size premium, but liquidity risk is relatively unrelated to quality. A theory consistent with these facts is that stocks with higher liquidity risk have higher required returns and, separately, quality stocks have higher expected returns, but these return premia can be driven by different mechanisms. Our results show that quality helps resurrect a premium associated with small stocks, whether that premium is a size effect or a liquidity effect. Because small stocks tend to be junky, the standard size factor underestimates this premium, which is more clearly seen once we control for quality. If purely driven by liquidity risk, then size should have zero alpha when we control for both quality and liquidity risk. Hence, the marginally significant alpha suggests that there is more going on, our attempt to measure liquidity risk contains error, the result itself is just noise (the t-statistic barely passes conventional significance), or the size effect is compensation for the level of both liquidity and liquidity risk, when we capture only the latter. The model of Acharya and Pedersen (2005) suggests that small stocks have higher required return, everything else equal (e.g., for equal qual-
ity), because small stocks are both less liquid on average and face more liquidity risk in the sense that their li-
quidity deteriorates more when investors value liquidity the most.

Our results resurrect the size premium, putting it on a more equal footing with other anomalies such as value and momentum in terms of its efficacy. We motivate and evaluate our analysis in the context of theory, interpreting our results through the lens of rational, behavioral, and liquidity-based theories. We motivate why quality in particular is an interesting characteristic to interact with size in addressing these theories, but we also conclude that the interaction between size and quality presents a set of new stylized facts that seem to challenge standard frictionless asset pricing theories, are not easily explained by existing behavioral theories, and seem most consistent with theories of liquidity and liquidity risk.

The paper proceeds as follows. Section 2 describes the data and reviews the evidence on the size effect, highlighting the challenges to the size premium identified in the literature. As a first test of the competing theories, Section 3 shows that the size effect is resurrected when controlling for a firm’s quality or junk. Section 4 tests further distinguishing predictions of the risk-based, behavioral, and liquidity-based theories. Section 5 concludes.

2. Data and preliminaries: reexaming the size effect

We detail the data used in this study and reexamine the evidence of the basic size effect by replicating some of the challenges identified in the literature using an updated sample.

2.1. Data

We examine long–short equity portfolios commonly used in the literature based on firm size. For US equi-
ties, we obtain stock returns and accounting data from the union of the Center for Research in Security Prices (CRSP) tapes and the Compustat North America database. Our US equity data include all available common stocks on the merged CRSP and Compustat data (sharecode 10 or 11) be-
tween July 1926 and December 2012, our longest histori-
cal sample. We include delisting returns when available in CRSP.

For size portfolios, we primarily use the Fama and French SMB (small minus big) factor and a set of value-weighted decile portfolios based on market capital-
ization sorts, obtained from Ken French’s webpage (http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/
data_library.html). The decile portfolios are formed by ranking stocks every June by their market capitalization (price times shares outstanding) and forming deciles based on NYSE breakpoints, in which the value-weighted average return of each decile is computed monthly from July to June of the following year. The size factor, SMB, is the average return on three small portfolios minus the average return on three big portfolios formed by ranking stocks in-
dependently by their market cap and their book-to-market equity ratio (BE/ME) every June and forming two size

portfolios using the NYSE median size and three book-to-
market portfolios using 30%, 40%, and 30% breakpoints, value, middle, and growth respectively. The intersection of these groups forms six size and BE/ME portfolios split by small and large (e.g., small value, small middle, small growth and large value, large middle, and large growth), in which SMB is the equal-weighted average of the three small portfolios minus the equal-weighted average of the three large portfolios.

In addition to SMB, the value factor, HML (high minus low), is formed from the equal-weighted average return of the two value portfolios minus the two growth portfolios, 

$$HML = \frac{1}{2} \text{(small value + big value)} - \frac{1}{2} \text{(small growth + big growth)}.$$  

Fama and French (1993) also add the market fac-
tor, RMRF, which is the value-weighted index of all CRSP-listed securities minus the one-month Treasury bill rate.

Ken French’s website also provides a momentum fac-
tor, which is a long–short portfolio constructed in a similar manner, in which six value-weighted portfolios formed on size and prior returns (the cumulative return from months t-12 to t-2) are used. The portfolios are the intersections of two portfolios formed on size and three portfolios formed on prior returns. The momentum factor, UMD (up minus down) is constructed as 

$$UMD = \frac{1}{2} \text{(small up + big up)} - \frac{1}{2} \text{(small down + big down)}.$$  

Ken French’s website also provides a short-term rever-
sal factor, STREV, which is formed in the same way as the momentum factor except using past returns from just the most recent month t-1 instead of t-12 to t-2, and with stocks sorted by the negative of their past one-month re-

We also form SMB and value-weighted size decile port-
folios using non-price-based measures of size, as suggested by Berk (1995b, 1997), in lieu of a firm’s market capitaliza-
tion to rank stocks. Using the same methodology, we form five sets of non-price size portfolios based on book value of assets, book value of equity, sales, PP&E, and number of employees.

We also form SMB portfolios within each of 30 indus-
tries used by Fama and French (1997) and available on Ken French’s website. We construct SMB in a similar fashion within each industry so that we obtain 30 SMB industry-
neutral portfolios.

For shorting costs and levels of shorting, we use data from Markit Data Explorers, which provides data on more than $15 trillion of global securities in the lending pro-
grams of more than 20 thousand institutional funds. We focus on the supply of lendable shares divided by the mar-
ket cap for each stock, expressed as a percentage, and the daily cost of borrow score (DCBS), a number from one to ten indicating the fee for each stock. Our sample uses data from January 2010 to October 2016, when coverage is high-
est for our universe of stocks.

We use a variety of quality or junk measures pro-
posed in the literature that pertain to different notions of quality: profitability, growth, safety, payout, credit, and in-
vestment. We use some alone and some in composites. We use as different determinants of quality the profitabil-
ity and investment measures of Fama and French (2016); the profitability, growth, safety, and payout measures of Asness et al. (2014) as well as their composite index of
quality, which is an average of these measures; a revised composite index of Asness et al. (2017) that excludes payout and drops accruals from the growth composite; a Safe-Minus-Risky (SMR) factor based off of the betting-again-beta (BAB) factor from Frazzini and Pedersen (2014), where for simplicity we will refer to this factor throughout the paper as simply BAB; and credit ratings of corporate debt. For each of these measures, we form a portfolio that is long high quality and short low quality (or junk), formed in a manner similar to the methodology used by Fama and French (1993), in which stocks are ranked by size and quality measures independently into two size and three quality groups and the intersection of the groups forms six portfolios, with the resulting portfolio equally long the two quality portfolios and short the two junk portfolios. The only exception to these factors being constructed as long the top third and short the bottom third (neutral to a size split) is the credit portfolio, CRED, which goes long the equity of firms with A-rated or better debt and short the equity of firms with C-rated or lower debt. The results are robust across all of these measures.

With international data, we form all of the described portfolios and factors in each of 23 other developed equity markets following a similar methodology. Our international equity data include all available common stocks on the Compustat Global database for 23 developed markets from January 1983 to December 2012. The 23 markets correspond to the union of all countries belonging to the MSCI World Developed Index as of December 2012. We assign individual stocks to the corresponding market based on the location of the primary exchange. For companies traded in multiple markets we use the primary trading vehicle identified by Compustat.

Global portfolio construction closely follows Fama and French (2012), Asness and Frazzini (2012), and Asness et al. (2013). The portfolios are country neutral in the sense that we form long–short portfolios within each country and then compute a global factor by weighting each country’s long–short portfolio by the country’s total (lagged) market capitalization. The global market factor, RMRF, is the value-weighted return of all available stocks across all markets minus the one-month US Treasury bill rate. The size and value factors are constructed using six value-weighted portfolios formed on size and book-to-market sorts just like in the US. However, while for the US the size breakpoint is the median NYSE market equity, for the international sample the size breakpoint is the 80th percentile by country to roughly match the US size portfolios. Because some countries have a small cross section of stocks in the early years of our sample, we use conditional sorts that first sort on size and then on book-to-market to ensure we have enough securities in each.

Portfolios are value weighted and rebalanced every calendar month. We require a firm, to be included in any of our tests, to have a non-negative book value and non-missing price at fiscal year-end as well as in June of calendar year $t$. All portfolio returns are in US dollars and excess returns are relative to the one-month US Treasury bill rate.

### 2.2. Reexamining the evidence on the size effect

Table 1 replicates the evidence on the size effect from the literature, including data outside of the sample periods from the original studies. Columns 1–3 report results for SMB; columns 4–6 report the difference in returns between deciles 1 and 10 (a more extreme difference in size than SMB and also unadjusted through bivariate sorts for book-to-price). Table 1 reports the mean, standard deviation, and $t$-statistic of the size premium over the longest historical sample period from July 1926 to December 2012. SMB yields a premium of 23 basis points (bps) per month that is statistically significant at the 5% level ($t$-statistic = 2.27). The decile spread returns also yield a positive return of 55 bps per month, with a $t$-statistic of 2.32. This result highlights that the size effect is significant but relatively weak compared with other anomalies such as value and momentum, whose $t$-statistics over the same period are 3.7 and 4.6, respectively (using the Fama and French factors HML and UMD), indicating stronger and more reliable return premia. The Sharpe ratio generated for size-based portfolios is roughly 60% of the Sharpe ratio for value portfolios and half the Sharpe ratio that is generated from momentum (all without an attempt to adjust for other risk factors, including market beta).

The table also separates the returns to size into the month of January versus the months of February through December. The returns to SMB are enormous in January at 2.3% for the month and the 1–10 spread in size decile returns is even larger at 6.8% in January. However, from February through December, SMB delivers a negligible 4 bps and the 1–10 portfolio spread is −1 bp, both of which

---

4 Our SMR factor is a slightly different version of the BAB strategy from Frazzini and Pedersen (2014) constructed following the methodology of Fama and French (1993). For consistency with the other portfolios used in this paper, we rank stocks based on their ex-ante beta and form a portfolio that is long low beta and short high beta stocks based on the intersection of six size- and beta-sorted portfolios.


6 Common stocks are identified by a Compustat issue code (TPC1) of 0. We also drop stocks traded on over-the-counter (OTC) exchanges.

7 To obtain shareholders’ equity we use stockholders’ equity (SEQ). If it is not available, we use the sum of common equity (CEQ) and preferred stock (PSK). If both SEQ and CEQ are unavailable, we proxy shareholders’ equity by total assets (TA) minus the sum of total liabilities (LT) and minority interest (MIB). To obtain book equity, we subtract from shareholders’ equity the preferred stock value (PSKRV, PSTKL, or PSTK depending on availability). Finally, to compute book value per share (B), we divide by common shares outstanding (CSHPRI). If CSHPRI is missing, we compute company-level total shares outstanding by summing issue-level shares (CSHOK) at fiscal year-end for securities with an earnings participation flag in the security pricing file.

8 Harvey et al. (2014) note that $t$-statistics greater than 3.0 are likely required to pass the 5% significance test in the presence of the data mining that has taken place by researchers pouring over the same return series, but we note two caveats. On the one hand, the size effect is simple and was discovered several decades ago so it could be less subject to data mining. On the other hand, our resurrection of size is based on the interaction with quality and, as Harvey et al. (2014) point out, conditional strategies could have different, potentially higher, statistical cutoffs to judge significance in light of potential data mining.
are statistically and economically zero. Hence, what reliable positive premium exists for size appears to solely reside in January and is completely absent the rest of the year. This result illustrates one of the biggest challenges to the interpretation of the size effect, i.e., all of the returns to size come from small stocks in January.

Table 1 reports results over the original sample period studied by Banz (1981) from 1936 to 1975 as well as the out-of-sample period from the original Banz (1981) study: 1926–1935 and 1976–2012. As the table indicates, SMB is insignificant over Banz’s original sample period and the 1−10 decile spread is marginally significant (t-statistic of 1.82), though the mean returns are similar to the full period results. The results from Banz (1981) over the same time period for similar decile portfolios are stronger than what we find here, which is likely due to data errors being fixed by CRSP after publication of Banz (1981). The out-of-sample evidence from Banz (1981) is a bit stronger for SMB but weaker for the decile spread returns. Overall, the original size effect is weaker than originally found, consistent with Israel and Moskowitz (2013).

The basic size effect has also experienced significant variation over time, including over relatively long periods (a possible consequence of having a low Sharpe ratio). Table 1 reports summary statistics over the periods for which quality measures are available. The Frazzini and Pedersen (2014) BAB measure is available beginning in January 1931, the Fama and French (2016) profitability and investment factors are available from July 1963, credit from July 1987, and the quality measures used by Asness et al. (2014) from July 1957. We refer to the period from July 1957 to December 2012 as the “quality sample,” and we break this period up into three subperiods: (1) from July 1957 to December 1979, shortly before the discovery and publication of the size effect, which we term the “golden age” because the late 1970s was when most researchers were looking at the size effect, which happened to coincide with when its performance was highest, (2) from January 1980 to December 1999, which we call the “embarrassment” because this is when the size effect appears to have vanished, promptly after being discovered and published, and (3) from January 2000 to December 2012, which we term the “resurrection” as the size effect appears to be revitalized during this period. Table 1 highlights these patterns as the size effect seems to have disappeared in the 1980s and 1990s following its discovery but also appears to have made a comeback in the last 13 years of the sample.

9 Over time, CRSP has fixed many data errors, which are more common among the smallest firms, and these could have contributed positively to the returns of size. One such error was a delisting bias as noted by Shumway (1997), who shows that many studies focusing on small stocks had inflated returns due to mis-treatment of the delisting returns to these stocks.

10 Mclean and Pontiff (2016) claim that many anomalies provide their best returns over the sample period in which they were originally discovered.
Finally, Table 1 reports results for the size premium outside of the US. We report results for an SMB portfolio, constructed in the same manner as for the US, in each of 23 other equity markets, with the data availability ranging from 1986 to 2012. We compute only SMB returns because forming decile portfolios in some of these markets results in too few stocks in some of the deciles. We then average the SMB returns across countries globally excluding the US, and in Europe, North America, and the Pacific, separately, with countries weighted by their lagged total market capitalization. The average returns to SMB outside of the US are weaker, averaging 13 bps with an insignificantly -statistic of 0.91. Over the same time period from 1986 to 2012 SMB in the US also averaged only 12 bps with a -statistic of 0.70. Hence, the weak international results could be due to the sample period.

To further show the size premium, the first row of Panel A of Table 2 reports time series regression results of SMB on the market portfolio, RMRF, over the July 1957 to December 2012 time period. The intercept or alpha from the regression is 12 bps per month with a -statistic of 1.12, which is insignificantly different from zero, suggesting that the CAPM explains much of the modest returns to size that existed in Table 1. Next, the lagged return on the market from the previous month is added to capture delayed price responses of stocks, particularly small stocks, to marketwide news [following the results and implications of Lo and MacKinlay (1988) and Hou and Moskowitz (2005) and in the spirit of Asness et al. (2001) to account for non-synchronous price responses due to liquidity differences and lead-lag effects]. SMB has a significantly positive coefficient on the lagged market return, which further pushes its alpha down to an insignificant 7 bps. Next reported are results that add HML and UMD to capture value and momentum exposure. The alpha is 14 bps with a -statistic of 1.23. In the presence of the market and other factors (value and momentum), no reliable size premium is evident. Overall, a weak size effect exists, with substantial variation over time and across season, and meager evidence outside of the US.

3. Resurrecting size by controlling for junk

In this section, we show that accounting for the quality or junk of the stock helps to resurrect the size effect. The strong returns to size when controlling for junk present a challenge to the asset pricing theories.

3.1. The size effect controlling for quality: regression analysis

We first consider the magnitude and significance of the size effect in a regression setting. Table 2 shows the results from adding a quality factor to the regression of size on standard factors in the literature. In this case, we add the Asness et al. (2014) quality minus junk (QMJ) factor, which is a long-short portfolio created from a composite measure of quality, that is long quality stocks and short junk stocks. SMB loads significantly negatively on quality, driving the SMB alpha from 14 to 49 bps per month, which is almost five standard errors from zero (-statistic = 4.89). The addition of a quality factor to the regression not only raises significantly the average return to size but also increases the precision of the SMB premium, as quality explains a substantial fraction of the variation in SMB’s returns, evidenced by the R-squared rising from 15 to 37%.

We show that various other factors or portfolios formed from other measures of quality or junk give similar results on resurrecting the size effect. The QMJ factor constructed by Asness et al. (2014) combines many measures designed to capture quality or junk by looking at variables that proxy for a variety of attributes. We take each component separately (profitability, growth, safety, and payout) as a quality factor and repeat the regression for SMB using each subcomponent. Despite the different measures, in each case the loading on quality, no matter how defined, is significantly negative and the SMB alpha is significantly positive (and more reliable). Using profitability to define quality, the SMB alpha jumps to 42 bps, which is almost four standard errors from zero. Controlling for safety or payout as measures of quality yields very similar numbers (35 and 44 bps alphas). The weakest, based on realized average return, quality measure is growth, yet even here there is a marginally significant 20 bps size premium after adjusting for growth, and SMB loads significantly negatively on this measure of quality, too. Table 2 then uses the latest version of the Asness et al. (2017) quality composite, which excludes payout and drops accruals from the growth composite. As the table shows, the results are unchanged to various perturbations of the quality factor.

Panel A of Table 2 switches to using the two additional Fama and French (2016) factors from their five-factor model as quality proxies: RMW (robust minus weak) profitability factor and CMA (conservative minus aggressive) investment factor, which have been suggested as measures of firm quality (Novy-Marx, 2013; Fama and French, 2016). These two factors are similar to subcomponents of QMJ, but with different specific formations and different creators. Thus, they are not an independent test but a robustness check. Intuitively, both profitability and investment are characteristics that should differ among high versus low quality firms. Fama and French (2016) offer three separate versions of their factors from sorting on combinations of size and profitability and investment. We show the results for the 2 × 3 versions of their factors from Kenneth French’s website, which are nearly identical to using their 2 × 2 and 2 × 2 × 2 × 2 factor specifications. The factor returns are available from July 1963, so we first report the regression of SMB on the market, its lag, HML, and UMD over this period for reference. The SMB alpha is an insignificant 16 bps (-statistic = 1.31). Adding the Fama and French (2016) profitability and investment factors, SMB loads significantly negatively on both, which doubles the SMB alpha to a significant 33 bps per month (-statistic of 2.82). Hence, using Fama and French’s (2016) two new factors as measures of quality also resurrects the size effect.

We use, as another measure of quality, a further robustness test, and an additional out-of-sample test, the standalone BAB factor from Frazzini and Pedersen (2014), which
Table 2
Size premium controlling for junk.
The table reports results for the size premium (small minus big, SMB) on the Fama and French factors that include the market (RMRF), its lagged return, high minus low (HML), and up minus down (UMD) and controlling for various measures of quality or junk. Panel A reports results from regressions that add measures of quality or junk: the quality composite factor (QMJ) from Asness et al. (2014, 2017) and their four dimensions of quality related to profitability, growth, safety, and payout; the Fama and French (2016) five-factor model that includes the factors RMW and CMA, representing profitability and investment, respectively, the Frazzini and Pedersen (2014) betting-against-beta (BAB) factor, which is long low beta stocks and short high beta stocks, and the equity return difference between firms with A-rated debt and higher and firms with C-rated debt and lower (CRED). The sample period for QMJ and its components is July 1957 to December 2012; for the Fama and French (2016) factor, July 1963 to December 2012; for the Frazzini and Pedersen (2014) BAB factors January 1931 to December 2012; and for the credit sample July 1987 to December 2012. Panel B reports multivariate regressions of quality or junk, and Panel C reports results using QMJ over the subperiods of the golden age (July 1957 to December 1979), embarrassment (January 1980 to December 1999), and resurrection (January 2000 to December 2012).

Panel A: Controlling for quality/junk

<table>
<thead>
<tr>
<th>Sample</th>
<th>( \alpha )</th>
<th>( t(\alpha) )</th>
<th>( \beta )</th>
<th>( t(\beta) )</th>
<th>( \beta_{1} )</th>
<th>( t(\beta_{1}) )</th>
<th>( h )</th>
<th>( t(h) )</th>
<th>( m )</th>
<th>( t(m) )</th>
<th>( q )</th>
<th>( t(q) )</th>
<th>( \text{RMW} )</th>
<th>( \text{t(r)} )</th>
<th>( \text{CMA} )</th>
<th>( \text{t(c)} )</th>
<th>( R^{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality sample</td>
<td>0.0012</td>
<td>1.12</td>
<td>0.21</td>
<td>8.30</td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality sample</td>
<td>0.0007</td>
<td>0.63</td>
<td>0.20</td>
<td>7.96</td>
<td>0.13</td>
<td>5.09</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality sample</td>
<td>0.0014</td>
<td>1.23</td>
<td>0.17</td>
<td>6.36</td>
<td>0.13</td>
<td>5.42</td>
<td>−0.16</td>
<td>3.96</td>
<td>0.00</td>
<td>0.13</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q\textsuperscript{′} = QMJ (2014)</td>
<td>0.0049</td>
<td>4.89</td>
<td>−0.04</td>
<td>−1.42</td>
<td>0.10</td>
<td>4.82</td>
<td>−0.24</td>
<td>−6.75</td>
<td>0.06</td>
<td>2.70</td>
<td>−0.74</td>
<td>−15.09</td>
<td>0.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q\textsuperscript{′} = Profit</td>
<td>0.0042</td>
<td>3.95</td>
<td>0.06</td>
<td>2.36</td>
<td>0.11</td>
<td>5.07</td>
<td>−0.33</td>
<td>−8.04</td>
<td>0.03</td>
<td>1.24</td>
<td>−0.67</td>
<td>−10.98</td>
<td>0.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q\textsuperscript{′} = Growth</td>
<td>0.0020</td>
<td>1.80</td>
<td>0.17</td>
<td>6.57</td>
<td>0.13</td>
<td>5.50</td>
<td>−0.27</td>
<td>−5.39</td>
<td>0.01</td>
<td>0.27</td>
<td>−0.26</td>
<td>−3.68</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q\textsuperscript{′} = Safety</td>
<td>0.0035</td>
<td>3.53</td>
<td>−0.03</td>
<td>−1.12</td>
<td>0.10</td>
<td>4.82</td>
<td>0.20</td>
<td>4.61</td>
<td>0.05</td>
<td>1.98</td>
<td>−0.87</td>
<td>−14.94</td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q\textsuperscript{′} = Payout</td>
<td>0.0044</td>
<td>4.60</td>
<td>−0.12</td>
<td>−4.28</td>
<td>0.09</td>
<td>4.35</td>
<td>−0.28</td>
<td>−7.93</td>
<td>0.08</td>
<td>3.63</td>
<td>−0.70</td>
<td>−16.86</td>
<td>0.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q\textsuperscript{′} = CMA (2017)</td>
<td>0.0051</td>
<td>4.88</td>
<td>−0.03</td>
<td>−0.97</td>
<td>0.11</td>
<td>5.19</td>
<td>−0.39</td>
<td>−9.82</td>
<td>0.05</td>
<td>2.25</td>
<td>−0.74</td>
<td>−13.76</td>
<td>0.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Panel B: Multiple measures of quality/junk

| Sample | \( \alpha \) | \( t(\alpha) \) | \( \beta \) | \( t(\beta) \) | \( \beta_{1} \) | \( t(\beta_{1}) \) | \( h \) | \( t(h) \) | \( m \) | \( t(m) \) | \( r \) | \( t(r) \) | \( c \) | \( t(c) \) | \( q \) | \( t(q) \) | \( b \) | \( t(b) \) | \( d \) | \( t(d) \) | \( R^{2} \) |
|--------|-------------|-------------|-------------|-------------|-------------|-------------|-----|-------------|-----|-------------|-----|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Fama and French sample | 0.0016 | 1.31 | 0.17 | 6.13 | 0.14 | 5.33 | −0.17 | −3.87 | 0.01 | 0.52 | 0.16 |
| Q\textsuperscript{′} = RMW, CMA | 0.0033 | 2.82 | 0.11 | 4.04 | 0.14 | 5.63 | −0.09 | −1.52 | 0.04 | 1.57 | −0.54 | −9.74 | −0.15 | −1.81 | 0.28 |
| BAB sample | 0.0007 | 0.72 | 0.19 | 10.09 | 0.13 | 7.54 | 0.03 | 1.09 | −0.01 | −0.28 | 0.17 |
| Q\textsuperscript{′} = BAB | 0.0023 | 2.50 | −0.13 | −4.77 | 0.14 | 8.85 | 0.01 | 0.24 | 0.07 | 3.39 | −0.42 | −14.85 | 0.39 |
| Credit sample | 0.0005 | 0.27 | 0.11 | 2.77 | 0.13 | 3.39 | −0.31 | −5.23 | 0.04 | 1.15 | 0.17 |
| Q\textsuperscript{′} = Cred | 0.0035 | 2.12 | 0.04 | 1.13 | 0.08 | 2.10 | −0.28 | −5.02 | 0.07 | 2.15 | −0.12 | −7.82 | 0.31 |

Panel C: Controlling for quality/junk over time

<table>
<thead>
<tr>
<th>Subperiod</th>
<th>( \alpha )</th>
<th>( t(\alpha) )</th>
<th>( \beta )</th>
<th>( t(\beta) )</th>
<th>( \beta_{1} )</th>
<th>( t(\beta_{1}) )</th>
<th>( h )</th>
<th>( t(h) )</th>
<th>( m )</th>
<th>( t(m) )</th>
<th>( q )</th>
<th>( t(q) )</th>
<th>( R^{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q\textsuperscript{′} = QMJ</td>
<td>0.0025</td>
<td>1.52</td>
<td>0.27</td>
<td>7.19</td>
<td>0.15</td>
<td>4.10</td>
<td>0.07</td>
<td>0.95</td>
<td>−0.09</td>
<td>−1.83</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Golden age</td>
<td>0.0057</td>
<td>4.00</td>
<td>0.07</td>
<td>1.96</td>
<td>0.14</td>
<td>4.70</td>
<td>−0.24</td>
<td>−3.73</td>
<td>0.06</td>
<td>−1.39</td>
<td>−0.97</td>
<td>−10.73</td>
<td>0.48</td>
</tr>
<tr>
<td>Embarrassment</td>
<td>−0.0011</td>
<td>−0.64</td>
<td>0.04</td>
<td>0.97</td>
<td>0.18</td>
<td>5.05</td>
<td>−0.24</td>
<td>−3.56</td>
<td>−0.08</td>
<td>−1.63</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resurrection</td>
<td>0.0050</td>
<td>3.06</td>
<td>−0.14</td>
<td>−3.43</td>
<td>0.15</td>
<td>4.85</td>
<td>−0.42</td>
<td>−6.84</td>
<td>−0.06</td>
<td>−1.34</td>
<td>−0.83</td>
<td>−9.08</td>
<td>0.40</td>
</tr>
<tr>
<td>0.0054</td>
<td>2.06</td>
<td>0.25</td>
<td>4.25</td>
<td>0.10</td>
<td>1.75</td>
<td>−0.34</td>
<td>−4.46</td>
<td>0.14</td>
<td>3.00</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0089</td>
<td>4.04</td>
<td>−0.17</td>
<td>−2.43</td>
<td>−0.03</td>
<td>−0.59</td>
<td>−0.18</td>
<td>−2.68</td>
<td>0.17</td>
<td>4.43</td>
<td>−0.84</td>
<td>−8.40</td>
<td>0.49</td>
<td></td>
</tr>
</tbody>
</table>
is available from January 1931. While BAB is part of the QMJ composite, it is the only variable available earlier than our quality period start in 1957. That, and the motivation for BAB, coming from Black (1972, 1992), makes it an interesting factor to highlight alone. The BAB factor is long low beta or safe stocks and short high beta risky stocks and hence can be viewed as a quality measure. Panel A of Table 2 further reports regressions of SMB on the market, its lag, HML, and UMD with and without the BAB factor over the 1931–2012 sample period. Absent the BAB factor, the SMB alpha is only 7 bps with a t-statistic of 0.72 from 1931 to 2012, indicating no size premium. However, adding just BAB as a single quality factor to the regression bumps up the SMB alpha to a significant 23 bps (t-statistic = 2.50). SMB loads significantly negatively on BAB (coefficient of −0.42 with a t-statistic of −14.85), indicating that even this very simple measure of quality is strongly and reliably negatively related to size and resurrects the otherwise absent size premium.11

The last two rows of Panel A use another measure of quality that is novel to the literature: the equity returns between firms with A-rated or higher debt minus the equity returns of firms with C-rated or below debt, in which the market capitalization-weighted average of returns is computed for each group. This factor, CRED, captures the equity return difference between firms with high credit-worthy debt minus low-rated debt. Because credit ratings are available for enough firms only beginning in July 1987, the sample period is limited. Consistent with other measures of quality, CRED has positive average returns over the sample period, exhibiting a 0.63 annual Sharpe ratio, which is consistent with the performance of other quality portfolios over this period. The correlation between CRED and QMJ is 0.53. As the table shows, even over this very short time period, this novel measure of quality resurrects the size effect, too. The SMB alpha over this period without controlling for quality is an insignificant 5 bps (t-statistic of 0.27). But, controlling for quality using CRED raises the SMB alpha to a significant 35 bps (t-statistic of 2.12), and there is a strong negative loading of SMB on this unique quality factor (−0.12 coefficient with a t-statistic of −7.82).

Panel B of Table 2 examines multiple measures of quality simultaneously by running a regression of SMB on all of the quality factors. It reports results for the Fama and French (2016) RMW and CMA, Asness et al. (2014) QMJ, and Frazzini and Pedersen (2014) BAB factors simultaneously over the common period July 1963 to December 2012. The negative coefficients on RMW and CMA are soaked up by the very strong negative loadings on the QMJ composite measure and the BAB factor, indicating that they pick up the information in the Fama and French (2016) profitability and investment factors. This regression is then repeated, adding the credit factor, CRED, to the list of quality factors over the common, shorter sample period July 1987 to December 2012. Even over this shorter time, the Fama and French (2016) profitability and investment factors are still subsumed by the other factors, but QMJ, BAB, and CRED all have significant negative loadings with respect to SMB, suggesting that each captures different aspects of quality that are consistently inversely related to size.

Table OA1 in the Online Appendix reports the correlation matrix of the Fama and French factors, UMD, and the various quality portfolios. SMB is consistently negatively correlated with every quality factor, ranging from −0.18 (CMA) to −0.54 (QMJ). In addition, the quality factors themselves are generally positively correlated with each other, though they seem to capture distinct aspects of quality. Given that quality and size are strongly negatively correlated, we examine the correlation among the different quality factors after hedging out size, reported at the bottom of Table OA1. The correlations are still largely positive, albeit smaller after removing the common size component from returns.

Overall, the results indicate that all of the measures of quality are negatively related to size and are helpful in resurrecting the size premium, even over different sample periods, with the results not particularly sensitive to any particular measure of quality.

Another way to see the size and quality interaction is to look at optimal portfolio weights from a Sharpe ratio maximizing portfolio. Table OA2 in the Online Appendix reports in-sample optimal portfolio weights of SMB with and without a quality factor (using QMJ) in the investment opportunity set and does the same for quality (using QMJ) with and without SMB in the opportunity set. The ex post optimal portfolio weights are a reflection of the regression alphas from before. The optimal portfolios’ in-sample Sharpe ratio and correlation to SMB are also reported. Both SMB and QMJ by themselves improve the efficient frontier in the presence of the market, but as the table shows, an optimizer wants to put positive weight on both to maximize Sharpe ratio. The analysis is then repeated, adding the value and momentum factors HML and UMD. Here, both SMB and QMJ again receive positive weight, but are given even larger weight each in the presence of the other. An optimal portfolio wants more SMB when QMJ is also present and vice versa. With all factors present, simply adding SMB to the Fama and French factors only slightly increases the Sharpe ratio from an ex post 1.08 to 1.11. But, adding SMB to the Fama and French factors plus QMJ increases the Sharpe ratio from 1.36 to 1.57. Thus, the marginal impact on the optimal portfolio from adding SMB is small without QMJ present, but it is substantially larger in the presence of QMJ. Essentially, choosing the weight on SMB is not very helpful unless also being exposed to quality. Absent quality, tilting toward SMB means also tilting strongly against quality, with the two effects almost canceling each other out. In all, this evidence suggests that both size and quality are valuable factors not spanned by each other or a rotation of the other factors.

Fig. 1 shows the impact of controlling for quality or junk on the size effect by examining SMB hedged with re-

---

11 For the period from January 1931 to June 1957, which is completely out of sample from the period when all of the QMJ variables are measured, we find that BAB increases the size alpha from 3 to 16 bps, though the alpha is statistically insignificant given the smaller sample size. The coefficient on BAB is −0.35 with a t-statistic of −4.90, indicating that size and BAB are strongly related in the out-of-sample period as well and BAB helps resurrect the size premium as a result.
spect to the market, its lagged value, and HML and UMD factors and using the composite QMJ factor. The figure plots the cumulative sum of returns over time of SMB unhedged, SMB hedged with the market, its lagged value, HML, and UMD, and SMB hedged with all of those factors plus QMJ. The plot uses the full sample estimates of the betas from July 1957 to December 2012 to estimate the hedged returns to SMB. As Fig. 1 shows, hedging SMB for exposure to the market, value, and momentum factors reduces its returns, but hedging SMB with respect to quality or junk significantly improves returns.

Fig. 2 reports results across 30 different industries. We form SMB portfolios (long the smallest half of firms and short the largest half of firms) within each of 30 industries available from Ken French’s data library. We then examine whether the improvement in SMB after controlling for quality or junk is similar within each industry. Though not 30 completely independent tests, this provides 30 different samples of firms from which we can test the robustness of the results.

We compute the alpha of SMB within each industry relative to the market, its lagged value, HML and UMD. We then repeat this computation using the same factors plus QMJ and compare the difference in alphas within each industry. Panel A of Fig. 2 shows the improvement in SMB alpha after controlling for QMJ for each of the 30 industries. The results are remarkably consistent. Every single industry shows positive improvement in SMB’s returns after controlling for quality or junk, and for most industries the improvement is significant (with significance harder to achieve in a much smaller sample of firms within a single industry).

Panel B plots the betas of each SMB portfolio on QMJ, which are all negative and are the mirror image of the improvement in alphas in Panel A. These results indicate that the relation between size and quality or junk is robust. Not a single industry fails to find a strong negative relation between size and quality, and as a result, the size premium, controlling for quality, is consistently stronger within every single industry. Small stocks are, on average, junky stocks and this holds for every industry. Controlling for quality improves the size effect within every industry.12

Quality, however it is measured and across a variety of specifications, simultaneously resurrects the return premium to size as well as explains much of its variation, transforming it from a small and insignificant effect to an economically and statistically large one and doing so consistently.

3.2. Variation in the size premium over time

Fig. 1 anticipates the main result in this subsection as casual perusal of the plots in the figure shows a far more consistent size premium when hedged for quality exposure. More formally, we test the stability of the size premium with and without controlling for quality in Panel C of Table 2 by rerunning the regressions of SMB on the market, its lag, HML, and UMD with and without a quality factor over the three subsample periods (golden age, embarrassment, and resurrection) corresponding to the periods over which the unconditional basic size premium varies substantially (and chosen ex post precisely for this purpose). The golden age from July 1957 to December 1979

---

12 To summarize these results, we also create an industry-neutral size factor by averaging across all of the industry SMB portfolios (equal-weighted across industries) and regress the returns on the market, lagged market, and industry-neutral versions of the HML, UMD, and QMJ factors all constructed in the same manner. Regressing SMB industry-neutral on these other industry-neutral factors, excluding QMJ, we find an insignificant alpha of 1 bp with a t-statistic of 0.13. Adding the QMJ industry-neutral factor to the regression resurrects SMB’s alpha to 38 bps with a highly significant t-statistic of 5.00. The coefficient of industry-neutral SMB on QMJ is –0.69 with a t-statistic of –15.64. Hence, industry-neutral versions of all the factors show the same pattern, where the size premium is resurrected by controlling for quality even when all industry variation is removed from all of the factors.
Panel A: Change in SMB alpha

Panel A plots the improvement in SMB alphas [relative to the Fama and French market return (RMRF), its one-month lag, high minus low (HML), and up minus down (UMD) factors] after controlling for quality using the Asness et al. (2014) quality factor, QMJ, within the 30 industries defined in Ken French’s webpage (http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html). The difference in SMB alphas between the Fama and French factors and the Fama and French factors augmented with the quality factor is plotted by industry. Panel B plots the betas of each SMB portfolio on quality.

Fig. 2. Intra-industry evidence of small minus big (SMB) premia controlling for quality. Panel A plots the improvement in SMB alphas [relative to the Fama and French market return (RMRF), its one-month lag, high minus low (HML), and up minus down (UMD) factors] after controlling for quality using the Asness et al. (2014) quality factor, QMJ, within the 30 industries defined in Ken French’s webpage (http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html). The difference in SMB alphas between the Fama and French factors and the Fama and French factors augmented with the quality factor is plotted by industry. Panel B plots the betas of each SMB portfolio on quality.
has a more positive size premium of about 25 bps when adjusting for the market, its lag, HML and UMD, though the t-statistic is only 1.52. Adding a quality factor, however, makes the age more golden, as it more than doubles the alpha to 57 bps with a t-statistic of 4.00.

During the embarrassment period, from 1980 to 1999, when we know SMB did not do well, the size premium has a negative alpha of –11 bps. However, controlling for quality using QMJ restores SMB’s positive alpha over this period to a sizable 50 bps (t-statistic of 3.06), which is indistinguishable from SMB’s alpha over the golden age period. Hence, the embarrassing period is no longer embarrassing and the golden age is not relatively golden once we control for quality. Controlling for quality or junk fully explains the seemingly very different performance of the basic size premium over these two different periods. Finally, the resurrection period has positive SMB alphas but the alpha is larger once we control for quality. Like the other two subperiods, the alpha of SMB controlling for quality is of similar magnitude and highly significant. Hence, accounting for quality, the premium for size is positive and more stable through time.

Because quality seems to explain SMB’s performance variation through time, determining whether the variation in basic size’s performance is driven by variation in the quality premium or variation in size’s exposure to quality would be of interest. Panel A of Fig. 3 plots the average quality premium and SMB’s beta to quality over the sample and subsample periods (golden age, embarrassment, and resurrection). Panel A shows that SMB’s beta to quality is stable over time and consistently negative, but the returns to quality vary, being lower during the golden age (hence, SMB without a quality adjustment looks relatively stronger in this period) and higher in the embarrassment period (hence, why SMB looks worse during this time).

Panel B of Fig. 3 plots the five-year moving averages of SMB’s returns, SMB’s alpha with respect to the market, its lag, HML, UMD, and quality and the product of SMB’s beta on QMJ times the average return on QMJ. As the plot shows, time variation in SMB’s alpha is largely determined by its exposure to, and the returns of, quality. Panel C of Fig. 3 plots SMB’s quality beta and the quality premium separately over time and shows that most of the variation comes from the quality premium. Although some variation exists in SMB’s quality exposure, it is consistently negative. Hence, the realized quality premium drives most of the variation in the size premium through time. Size has a very stable negative exposure to quality, but the returns to quality, and not size per se, vary over time in a manner that has confounded previous interpretations of time variation in the basic size premium.

3.3. The size effect controlling for quality: 25 size-quality portfolios

We form size and quality or junk portfolios to look more closely at the size-quality interaction. We form 25 portfolios based on five independent sorts on size (market cap) and five sorts on quality or junk (using QMJ) and group stocks into five quintiles using size and independently five quintiles using quality or junk. The intersection of each of the five categories for each variable determines the composition of the 25 portfolios. Because these are independent sorts with strongly (negatively) correlated sorting variables, the number of firms in each of the 25 portfolios is quite different. The value-weighted average monthly returns in excess of the monthly T-bill rate and their t-statistics are then computed over the sample period from July 1957 to December 2012 for each portfolio.

To get a sense of the intersection between size and quality or junk, Fig. 4 examines the size distribution of stocks within the lowest and highest 20% of quality or junk stocks. Panel A plots the fraction of the number of stocks over time within each of the five independent size quintiles, for the 20% of stocks with the lowest quality ranking (junk). Panel B does the same from the universe of the 20% highest quality stocks. As Panel A shows, junk stocks are mostly small stocks. As Panel B shows, among the highest quality stocks the average size is larger, but plenty of small stocks are represented among the quality group (and the distribution among the various sizes is considerably more even among high-quality stocks than among junk stocks). While junk is more correlated with small stocks and quality is more associated with big stocks, there are plenty of large, junky stocks and plenty of small, quality stocks that enable us to examine the interactions between size and quality, controlling for the other.\footnote{Also, our comments largely refer to the bulk of the sample occurring after the initial period (after about 1960–1965). The very early part of the sample shows a somewhat more even distribution of size amongst both high-quality and junk stocks.}

Fig. 5 plots the reverse exercise of looking at the distribution of quality or junk among the 20% smallest and largest stocks, separately. Panel A shows the distribution of quality among the smallest quintile of stocks, with quality or junk characteristics fairly evenly distributed among the smallest stocks, though a slight tilt toward more junk and less quality. Panel B reports the quality or junk distribution among the largest quintile of stocks and shows that there is a stronger tilt toward high quality and away from junk stocks.

Table 3 reports summary statistics of the 25 size-junk portfolios. The average monthly returns in excess of the Treasury bill rate are reported for each portfolio (along with their t-statistics).\footnote{Although the portfolios in Table 6 are constructed from independent sorts on quality and size, dependent-sorted portfolios based on five quintiles of quality and then, within those quintiles, another set of quintile portfolios based on size, yield similar results.} Moving across the columns of Table 3, a significant size effect is revealed, as the smallest stocks outperform the largest stocks consistently across the size quintiles. The 25 size-quality sorts represent another...
Fig. 3. Time variation in the quality premium and quality beta on small minus big (SMB). Panel A plots the average realized return to long–short portfolios based on quality as well as the quality portfolio’s SMB beta over the sample period July 1957 to December 2012 (the quality sample), as well as the Golden age, embarrassment, and resurrection subperiods. Panel B plots the five-year moving averages of SMB returns, alpha with respect to the Fama and French factors augmented with up minus down (UMD) and the quality factor QMJ from Asness et al. (2014), and the product of SMB's beta on quality times the moving average return on quality over time. Panel C plots the five-year moving average of SMB’s quality beta and the quality premium separately and their product.
Panel A. Size distribution among low-quality (junk) stocks

Panel B. Size distribution among high-quality stocks

Fig. 4. Distribution of size among junk and quality stocks. Panel A plots the fraction of the number of stocks over time across five size categories based on size quintiles (S1 (small), S2, S3, S4, and S5 (big)) that make up the 20% of stocks with the lowest quality and highest junk ranking (junk). Panel B plots the fraction of the number of stocks over time across the five size groups that make up the 20% of stocks with the highest quality and lowest junk ranking (quality).
Fig. 5. Distribution of quality or junk among large and small stocks. Panel A plots the fraction of the number of stocks over time across five quality groups based on quality quintiles (Q1 (junk), Q2, Q3, Q4, and Q5 (quality)) that make up the 20% of smallest stocks. Panel B plots the fraction of the number of stocks over time across the five quality groups that make up the 20% of largest stocks.
way to control for quality or junk when considering the size effect, although the relation between size and quality is so strong that these double-sorts are only a partial control. Each row represents the relation between size and average returns within (e.g., controlling for) a quality quintile. The only exception to the significant negative relation between size and average returns is among the junkiest, lowest-quality stocks, although the difference between the smallest and largest quintiles is still a healthy 23 bps per month (the t-statistic is insignificant). The rest of the quality or junk quintiles exhibit a very strong size effect and a clear relation between size and average returns.

The reverse is also true, that is, controlling for size, there is a clear quality premium. In every size quintile, quality outperforms junk and the relation is fairly stable. Hence, quality or junk and the size effect are not the same thing, though they are (negatively) related.

The results in Table 3 provide further insight into our earlier findings. Controlling for quality resurfaces size in many places where it was previously and seemingly absent. As Table 3 highlights, the junk stocks could be the most interesting set of firms, where among them the relation between returns and size breaks down. These junk stocks have on average poor and very volatile returns and, hence, help explain many of the empirical challenges to the size effect.

Another effective way to look at the size premium independent of quality is to create a quality-hedged size portfolio. Taking an equally-weighted average of the five small minus big portfolios within each quality quintile, we find a return spread of 42 bps per month with a t-statistic of 3.18. This average size portfolio, which we refer to as small minus big adjusted for quality or SMBQ, represents the average size premium controlling for quality, although the control is imperfect, as SMBQ still has a negative correlation with quality but a far less strong one than SMB without the quality control. In Panel B of Table 3, we report the annualized mean and Sharpe ratio of SMBQ as well as the Fama and French factor SMB, which does not control for quality in its construction. SMBQ has nearly twice the mean return as SMB and has a 50% higher Sharpe ratio, 0.39 for SMBQ versus 0.26 for SMB. For comparison, we also report the means and Sharpe ratios of the market (RMRF), HML, UMD, and QMJ. SMB has the weakest
performance among all factors, but this is because SMB is short a very significant quality premium. Reducing SMB’s exposure to quality as SMBQ does (though not eliminating it) puts its performance on a more equal footing with the other factors.

Looking at the correlations among the factors reveals that SMBQ is highly correlated with SMB (0.85) and less negatively correlated with QMJ (−0.31) than SMB is (−0.48). The −0.31 correlation shows, however, that even SMBQ is still negatively correlated to quality, indicating that making the size portfolio completely quality-neutral is difficult, unless specifically hedged from a regression. The other correlations are interesting, too, as SMB has a strong negative value tilt (−0.22) and SMBQ is value-neutral (correlation of 0.02). For these reasons, to examine the independent variation of size, considering alphas from multivariate regressions on all these factors, as in Table 2, is more intuitive.

3.4. Is the size premium concentrated in extreme stocks?

Fig. 6 examines the returns to size more finely by looking across size-sorted decile portfolios. From this analysis, we can address whether the size premium is concentrated in the extremes and if the relation between size and average returns is monotonic.

Fig. 6 plots the alphas of each size decile with respect to the Fama and French factors RMRF, RMRF lagged a month, HML, and UMD and these same factors augmented with a quality factor. All regressions are run over the sample period from July 1957 to December 2012. As the figure shows, the alphas adjusted for the Fama and French factors are barely higher for the smallest decile of stocks (Decile 1) compared with the largest (Decile 10) and are essentially flat across Deciles 2 through 9 and exhibit no reliable pattern. In short, no consistent relation exists between size and average returns across the deciles in terms of market or Fama and French–adjusted alphas. This finding is consistent with claims in the literature that the size-return relation is not linear. However, when adding quality as a factor, not only is the return difference between the smallest and largest size deciles magnified, but perhaps more interesting, an almost linear monotonic relation between the size deciles and their alphas also emerges. Moving from small to big stocks, the alphas steadily decline and become negative for the largest stocks. Hence, controlling for quality or junk restores a more consistent relation between size and average returns.

The fact that quality resurrects the size premium can in part be related to it restoring more decile-monotonicity as well, if a larger absolute premium can reduce the influence of noise on each portfolio. However, it did not have to work out this way. A quality factor could have just as easily raised the returns on all size deciles equally without improving an increasing relation, or it could have added more to the larger deciles or to random deciles and reduced monotonicity. The fact that when size increases proportionately less alpha is evident when controlling for quality suggests that quality or junk exposure is related to size in a linear way and that controlling for quality or junk therefore restores a tighter linear relation between size and average returns, which current asset pricing models (e.g., Fama and French, 2015, 2016) assume.

The relation between size and quality is also stable through time. Panel A of Fig. 7 plots 10-year rolling beta estimates of SMB on QMJ over the sample period (July 1967 to December 2012) and shows that the betas are always negative and range from −0.40 to −1.25. Panel B of Fig. 7 plots the rolling ten-year betas of each size decile. Again, the time series variation in the betas is relatively small, but more interesting, the ordered relation between size and quality or junk is extremely stable though time, as smaller size deciles consistently have more negative quality betas and the effect is very stable throughout the sample. Few periods exist in which betas with respect to quality are not ordered almost perfectly by size, a remarkable
Panel A: Beta of SMB on quality

Panel B: Beta of size decile portfolios on quality

Fig. 7. Rolling beta estimates of size portfolios on quality. Panel A plots the ten-year rolling beta estimates of small minus big (SMB) on quality, using the Asness et al. (2014) composite quality factor QMJ, estimated from a model that also includes RMRF, its lag, high minus low (HML), and up minus down (UMD), using the monthly returns over the preceding 120 months. Panel B plots the rolling quality betas of each size decile portfolio.

feat considering the estimation error inherent in beta estimates. Repeating the same exercise for other measures of quality or junk using the various measures of Asness et al. (2014), Fama and French (2016), or Frazzini and Pedersen (2014) yields similar results.

3.5. Seasonality in size: the January effect

Prior research has shown that the size effect mostly resides in January (Keim, 1983; Roll, 1983; Reinganum, 1983b). Table 1 showed that all of the returns to size are
Table 4
Seasonal patterns and the size premium.
The table reports regression results for the size premium (SMB) on the factors RMRF, its lagged value, HML, and UMD and the composite quality factor from Asness et al. (2014), where the alphas are estimated for the months of January and non-January separately using dummy variables for those months. Also reported is the difference between January and other months, along with a t-statistic on that difference in the last column. Results are reported over four sample periods: the full quality sample period (July 1957 to December 2012), and the golden age (July 1957 to December 1979), embarrassment (January 1980 to December 1999), and resurrection (January 2000 to December 2012) subperiods for the size premium.

<table>
<thead>
<tr>
<th>Period</th>
<th>$\alpha_{\text{Jan}}$</th>
<th>$\alpha_{\text{Non-Jan}}$</th>
<th>$\beta$</th>
<th>$t(\beta)$</th>
<th>$\beta_{\text{q}}$</th>
<th>$t(\beta_{\text{q}})$</th>
<th>$t(h)$</th>
<th>$t(m)$</th>
<th>$t(m)$</th>
<th>$t(q)$</th>
<th>$R^2$</th>
<th>January difference</th>
<th>t(difference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality sample</td>
<td>-0.0004</td>
<td>-0.032</td>
<td>0.0209</td>
<td>5.59</td>
<td>0.16</td>
<td>6.21</td>
<td>0.13</td>
<td>5.29</td>
<td>-0.19</td>
<td>-4.68</td>
<td>0.02</td>
<td>0.90</td>
<td>0.08</td>
</tr>
<tr>
<td>Golden age</td>
<td>-0.0001</td>
<td>-0.08</td>
<td>0.0354</td>
<td>6.34</td>
<td>0.25</td>
<td>6.95</td>
<td>0.14</td>
<td>4.02</td>
<td>-0.10</td>
<td>-1.41</td>
<td>-0.03</td>
<td>-0.67</td>
<td>0.34</td>
</tr>
<tr>
<td>Embarrassment</td>
<td>-0.0016</td>
<td>-0.89</td>
<td>0.0045</td>
<td>0.79</td>
<td>0.03</td>
<td>0.79</td>
<td>0.18</td>
<td>5.01</td>
<td>-0.25</td>
<td>-3.67</td>
<td>-0.07</td>
<td>-1.46</td>
<td>0.19</td>
</tr>
<tr>
<td>Resurrection</td>
<td>0.0041</td>
<td>1.50</td>
<td>0.0180</td>
<td>1.98</td>
<td>0.27</td>
<td>4.44</td>
<td>0.09</td>
<td>1.55</td>
<td>-0.33</td>
<td>-4.22</td>
<td>0.15</td>
<td>3.22</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.0091</td>
<td>3.86</td>
<td>0.0069</td>
<td>0.90</td>
<td>-0.18</td>
<td>-2.40</td>
<td>-0.03</td>
<td>-0.58</td>
<td>-0.18</td>
<td>-2.68</td>
<td>0.17</td>
<td>-8.19</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Concentrated in January, with no evidence of any size effect (economically or statistically) outside of January.

Table 4 reexamines the seasonality in the size premium after controlling for factors. Reported are results from regressions of the returns to SMB on a January dummy, a non-January dummy (February through December), and the Fama and French factors RMRF, RMRF lagged, HML, and UMD over the full sample period. Confirming earlier results and those in the literature, there is a large January size premium (2.09% with a t-statistic of 5.59), no evidence of any size effect outside of January ($-0.04\% with a t-statistic of -0.32), and the Fama and French factors do not capture much of this seasonality. The last column of the table reports a statistical test for the difference in January versus non-January alphas, which easily rejects the null that January has the same returns as the rest of the year.

Table 4 also reports results when adding a quality factor (QMJ) to the regression. Controlling for quality delivers a positive and significant size premium outside of January of 38 bps (t-statistic = 3.62). Controlling for quality mitigates the very large size premium in January, dropping it from 2.09 to 1.57%. While a large January premium still remains, the premium for size is now present throughout the year and the difference between the January and non-January alpha, which is still significant, is now halved.

Table 4 then repeats this exercise over the subsample periods golden age, embarrassment, and resurrection. In every subperiod, quality resurrects the size effect outside of January, delivering a consistent premium of at least 33 bps (golden age) and as much as 91 bps (resurrection). Outside of January, the returns to size controlling for quality are larger (almost twice as large) during the embarrassment period than they are during the supposed golden age for size. Hence, regarding February to December, the notion of a golden age period for size and an embarrassment period for size is backward. As Table 4 shows, this is due to the quality premium confounding the performance of size over these periods. A major reason the golden age for size exists is because a size portfolio is long junk and short quality, with junk greatly outperforming quality in January months over this period. Hence, failure to control for quality or junk obscures the size effect. Consistent with this notion, quality also diminishes the size premium in January, when it is insignificant in the last two subperiods and insignificantly different from the returns in February to December over these subperiods.

These results suggest that quality or junk also helps explain the strong seasonality associated with size-based strategies. The strong performance of junk stocks in January drives a significant fraction of the apparently high returns to size in January, while depressing the returns to size outside of January. Controlling for quality or junk reduces this seasonal component substantially and shows a strong size premium throughout the year.

3.6. International evidence
Finally, we examine the size effect in 23 other countries to perform out of sample tests on the role of quality in re-creating the size effect. We form SMB portfolios within each international equity market following the same procedure as above. Similarly, we form a quality factor based on the Asness et al. (2014) QMJ factor construction in each of these markets following their procedure. Fig. 8 reports the change in SMB’s alpha for each country after controlling for quality by regressing SMB in each country on the local stock market index, the market lagged, HML, and UMD factors constructed within that market. The same regression is repeated including the quality factor in that market as a regressor, and the difference in SMB alphas between the two regressions, with and without controlling for quality, are plotted country by country in Fig. 8. Panel A shows

---

16 This evidence also contradicts theories for the seasonality of size related to turn-of-the-year price pressure due to tax-loss selling, window dressing by institutions, or cash infusion of investors. Controlling for quality, the turn-of-the-year evidence on size is much weaker and the size effect is more evenly distributed throughout the year. Hence, while price pressure effects in December and January could still be present, they are less about small versus large stocks than previously thought.
Fig. 8. International evidence of SMB premia controlling for quality. Panel A plots the improvement in SMB alphas [relative to the Fama and French factors market return (RMRF), RMRF lagged a month, high minus low (HML), and up minus down (UMD)] after controlling for quality (using the Asness et al. (2014) composite quality factor (QMJ)) across 24 countries, as well as five regions: global, global excluding US, Europe, North America, and Pacific. Plotted is the difference in SMB alphas between the Fama and French factors versus the Fama and French factors augmented with the quality factor, by country and region. Panel B plots the betas of each SMB portfolio on quality. The regressions are estimated using rolling five years of data for each country.
a positive increase in SMB alpha for 23 out of 24 countries once we control for quality (the exception being Ireland, where the point estimate is very close to zero and statistically no different from zero). Panel B of Fig. 8 shows that the betas of SMB on quality are also uniformly negative (excluding Ireland) and where we find that 14 out of 24 are statistically significant. The t-statistics range from 0.5 to −17, and the median t-statistic is −2.2.

Aggregating across all countries outside of the US, the t-statistic of the beta on quality is −3.32. These results are remarkably consistent across countries, providing evidence of a negative relation between size and quality across countries and, therefore, a healthy size premium internationally once we control for quality and, hence, a wealth of out-of-sample evidence for our earlier findings.

As a further test of the international results, we replace the international version of QMJ with the international versions of the Fama and French (2016) RMW and CMA factors (available on Ken French’s website) to control for quality. Using SMB formed across countries, excluding the US, and regressing it on the international versions of the market, HML, and UMD, we obtain an insignificant alpha of 11 bps with a t-statistic of 0.99. Adding RMW and CMA to the regression to control for quality, SMB’s alpha goes up to a significant 29 bps with a t-statistic of 2.38. Regressing SMB adjusted for quality on SMB unadjusted for the Fama and French quality factors, the difference in alphas (of 18 bps) has a t-statistic of 6.36, more than six standard errors from zero.

These results are further testament to the strength of the size-quality interaction, in which the same patterns emerge in 23 other international markets using a variety of quality metrics, including those created by other researchers, such as Fama and French (2016). The size premium appears to be alive and well across all of these markets once we control for quality in any number of ways.

4. Further tests of the theories of the size effect

We turn now to further tests of the theories that have been offered for the size effect, and in particular how the interaction between size and quality/junk may help inform us about various theories.

4.1. Risk-based theories: characteristics and asset pricing tests

The strong returns to size when controlling for quality present a challenge to standard asset pricing theories to the extent that size is not a risk in and of itself. In other words, for size to be priced in a rational model, size would have to proxy for a rational risk factor such as the risk associated with growth options. Hence, the more we control for actual risk factors, the smaller should be the residual return of size. Our results presented in Section 3 test this hypothesis using a variety of risk factors proposed in the literature and what we find is the exact opposite: Controlling for growth and other factors makes the size effect stronger, not weaker.

Hence, our results in Section 3 present a rejection of this interpretation of standard asset pricing models, although we acknowledge that size could still proxy for other risk factors (unknown to us, but presumably known to the investors who are setting prices) or measurement errors, e.g., in the measurement of growth options (for which the theoretical literature does not offer clear guidance on the best empirical measures). In this section, we conduct further standard asset pricing tests of size-quality or junk portfolios.

We conduct asset pricing tests using the 25 size-quality/junk portfolios described in Section 3.3 as well as the 25 size-BE/ME portfolios of Fama and French (1996). We examine two different factor models: (1) the Fama and French (1993) factors RMRF, SMB, and HML, augmented with the UMD momentum factor and (2) a factor model that includes those same factors plus the composite quality factor, QMJ. The goal is to see how these models explain the portfolio returns. In other words, here we follow Fama and French (1996) and include size in the risk model even though standard theory does not predict that size is a priced risk. We show that, even when size is included as a risk factor, we can reject the Fama and French model, but including quality significantly improves the fit. The success of the model that includes both size and quality (and the other standard factors) can either be viewed as supportive of a rational model where we are yet to understand why size is a rational risk factor (as well as why some of the other factors are risk-based) or an expression of the fact that we need to include size and quality to explain the cross section of returns, rejecting the standard theories that do not predict such risk factors.

Fig. 9 plots the actual average returns of portfolios versus the predicted expected returns of those portfolios from each asset pricing model. A 45-degree line forced through the origin is plotted to highlight the pricing errors from each asset pricing model for each portfolio, with the distance between the points and the 45-degree line representing the pricing error under each model, assuming that the intercept from the cross-sectional regression between average and model-predicted returns is zero, which is the same as forcing each model to price the equity risk premium in addition to the cross section of returns. Also reported are the average absolute pricing errors or alphas from each model, the Gibbons et al., (1989) (GRS) F-statistic on whether the alphas are jointly zero, its p-value, and the cross-sectional R-squared from a regression of average returns on predicted model expected returns. Panel A plots the results for the 25 size-quality portfolios.

As Fig. 9 shows, the Fama and French plus momentum factors do not explain the returns to size-junk portfolios, leaving an average absolute alpha of almost 20 bps per month with a Gibbons et al., (1989) (GRS) F-statistic of 4.37 that easily rejects the null that the alphas are zero. The cross-sectional R-squared is 0.006, indicating no reliable relation between the predicted returns from the Fama and French factors and the average returns of the size-quality portfolios. The Fama and French size, value, and momentum factors fail to capture the dimension of quality in returns and the size-quality interaction. Adding QMJ to the Fama and French factors, how-
Panel A: 25 size and quality portfolios

Fig. 9. Asset pricing tests and pricing errors on size, book-to-market equity ratio (BE/ME), and quality portfolios. Plotted are the actual average returns of portfolios versus the predicted expected returns of those portfolios from an asset pricing model. The data points plotted in normal font correspond to the predicted expected returns from the Fama and French (1993) model augmented with a momentum factor (FF4) and the data points plotted in bold correspond to the predicted expected returns from the FF4 model plus the quality factor, QMJ. A 45-degree line forced through the origin is plotted to highlight the pricing errors from each asset pricing model for each portfolio, with the distance between the points and the 45-degree line representing the pricing error under each model assuming the intercept from the cross-sectional regression between average and model-predicted returns is zero, which is the same as forcing each model to price the equity risk premium in addition to the cross section of returns. Also reported are the average absolute pricing errors or alphas from each model, the Gibbons et al. (1989) F-statistic on whether the alphas are jointly zero, its p-value, and the cross-sectional R-squared from a regression of average returns on predicted model expected returns. Panel A plots the results for the 25 size-quality portfolios; Panel B, for the 25 size and BE/ME portfolios from Fama and French (1996).

Panel B: 25 size and BE/ME portfolios

ever, explains the portfolio returns nicely, as the average absolute alpha drops to 7.8 bps with an F-statistic of only 1.54 that fails to reject the null. The cross-sectional R-squared here is 0.914, suggesting a tight relation between the model’s predicted returns and actual average returns. It is also worth noting that both models contain SMB, yet the first model could not explain the variation in average returns across the size-quality spectrum without the quality factor. This indicates that quality is not subsumed by size and is necessary in explaining these portfolio returns.

Panel B of Fig. 9 shows the results for the 25 size and BE/ME portfolios of Fama and French (1996). This exercise is interesting because the test portfolios are not sorted by quality, hence we can see how well the quality factor prices the classic Fama and French 25 size and BE/ME portfolios. Here, the Fama and French factors do better, but not as well as adding quality. Under the Fama and French factors, an average absolute alpha of 8.6 bps with a GRS F-statistic of 2.63 easily rejects the null. The cross-sectional R-squared is 0.682. As is well known, Fama and French (1993, 1996) statistically reject their own model due largely to the poor performance of extremely small growth stocks (and to a lesser extent, large growth stocks). These are highlighted on the graph as S1V1 (smallest size, lowest BE/ME) and S5V1 (largest size, lowest BE/ME).
Adding quality to the regression reduces the pricing errors to an absolute average 7.9 bps with a GRS F-statistic of only 1.95 and a cross-sectional R-squared of 0.811. The quality factor helps improve the fit of the 25 size and BE/ME portfolios. The plot shows precisely how the quality factor is helping, as the two most troublesome portfolios, smallest and largest growth, are captured by their covariance with the quality factor that Fama and French’s SMB and HML portfolios fail to capture. The arrows on the graph highlight how these two portfolios are priced under the two different models (one excluding and one including the quality factor). Hence, quality also helps capture the extreme low returns to small growth stocks which lead to rejection of the Fama and French model.

4.2. Risk-based theories: non-price-based size measures

Berk (1995a), using an argument from Ball (1978), shows that because size is typically measured by market capitalization, which contains market prices, any misspecification of the asset pricing model leads to a negative relation between size and average returns. In other words, according to this theory, size is a measure of time-varying risk premiums because size is measured by market value, which is influenced by risk premia. Berk (1995b, 1997) suggests that using non-price-based measures of size is therefore a better way to test the true relation between size and average returns and finds that using non-price-based size measures results in no reliable size premium.

Table 5 reexamines the relation between non-price-based measures of size and average returns. In Panel A, we rank stocks based on the non-price size measures suggested by Berk (1997) plus two others, i.e., book assets, book equity, sales, PP&E, and number of employees. For each non-price size measure, stocks are ranked into deciles every June and the value-weighted returns of each decile are computed over the following year (the exact same procedure we use to form the market cap size deciles). Panel A reports the alphas of the return difference between the smallest and largest decile portfolios using the non-price-based size measures from regressions on the factors RMRF, RMRL lagged, HML, and UMD. No reliable size premium exists for any of the non-price-based size measures over the sample period. The last column of the table reports results for the portfolios sorted on market capitalization for comparison. Here, too, the results are insignificant. Thus, consistent with Berk (1995a, 1995b, and 1997), we find no reliable relation between non-price-based size measures and average returns, but inconsistent with Berk’s theoretical argument we also fail to find any relation between price-based size measures and returns.

Panel A then repeats the regressions but adds a quality factor (QMJ) to the regression. Controlling for quality systematically resurrects a size premium among every non-price-based size measure (and the market cap measure, too). The contrast in results across all size measures is striking: Every estimated alpha from the first row is insignificant (ranging from 0 to 17 bps), and every alpha in the second row, which controls for quality, is large, positive, and significant (ranging from 58 to 83 bps with t-statistics of 4.5 to almost 6). Comparing the magnitude of these alphas with those based on market capitalization (in the last column), we reject the Berk (1995a) conjecture that the non-price-based size deciles deliver a smaller or insignificant size premium. Book assets, sales, book equity, PP&E, and number of employees produce size decile premia of 83, 67, 66, 58, and 68 bps per month, respectively, and the market cap size decile premium is 64 bps over the same period, after controlling for quality.

Table 5 also regresses the non-price-based size portfolios on the same factors plus the market cap–based size portfolio SMB. These regressions test whether the non-price-based size portfolio returns are any different from the price-based size factor, in the presence of the other factors that include quality. Without quality, no reliable alpha is associated with the non-price-based size portfolios. However, controlling for quality, the non-price-based size portfolios deliver positive alphas even after adjusting for market cap–based size via SMB. All five non-price-based size measures produce positive alphas, ranging from 9 to 29 bps, with respect to SMB after controlling for quality, and three out of five are statistically significant. Hence, non-price-based size measures seem to deliver at least as high return premia as market cap–based measures, which is the opposite of the conjecture in Berk (1995a).17

Panel B of Table 5 examines the relation between non-price-based size measures and returns using double-sorted portfolios based on book assets and size/junk. The analysis is identical to that used for Table 3, where we independently sort stocks based on size and quality or junk into quintiles and calculate returns to the intersection of those sorts to form 25 size-junk portfolios, except here we sort by book assets instead of market cap for our size measure. Panel B reports the average returns in excess of the one-month T-bill rate for each of these 25 portfolios, along with their t-statistics, as well as returns adjusted for the market, HML, and UMD (and their t-statistics). The results show a healthy size premium within each quality category. Controlling for quality, small stocks significantly outperform

---

17 Repeating these regressions over the three subperiods (golden age, embarrassment, and resurrection), the non-price-based size measures fail to generate significant alphas on their own. However, once we control for quality, all non-price-based size measures yield very significant alphas. Controlling for quality also makes the non-price-based size premia stable across the different subsamples. In addition, Fig. O2 of the Online Appendix reports results from the intra-industry exercise we conducted earlier, but using SMB portfolios formed from the non-price-based size measures instead of market capitalization. Within each of the 30 industries, we form SMB portfolios based on book assets, sales, book equity, PP&E, and number of employees. We then regress the non-price-based SMB returns on the market, its lagged value, and HML and UMD factors and regress the SMB returns on these same factors plus a quality factor. The difference between the alphas are then plotted industry by industry in Fig. O2, representing the improvement in SMB performance from controlling for quality or junk. Fig. O3 plots the change in alpha before and after controlling for quality by country for non-price-based measures of size using book assets, sales, book equity, PP&E, and employees to sort stocks within each country. For the vast majority of countries, there is a significant size premium even for non-price-based measures of size once we control for quality. These results provide even more evidence of a robust size effect internationally as well as a large number of out-of-sample tests for non-price-based size measures that help alleviate any data mining concerns.
Table 5
Size premium for portfolios sorted on non-price-based measures of size.
Panel A reports regression results for the return difference between the smallest size decile portfolio (P1) and the largest size decile portfolio (P10), P1–P10, where portfolios are value-weighted based on sorts using non-priced-based measures of size, book assets, sales, book equity, property, plant, and equipment (PP&E), and number of employees. We also include portfolios sorted on market cap for comparison in the last column. The P1–P10 spread portfolio for each of the non-price-based size measures is constructed in the same manner used for market capitalization-sorted portfolios. We form decile portfolios by sorting stocks each July, based on their June measure of size using each of the non-price-based size measures, and then compute returns to each decile portfolio, in which securities are weighted by their market values, over the following year. Results are reported for regressions of the non-price-based size premia on the market, the lagged market, high minus low (HML), and up minus down (UMD), with and without controlling for quality using the composite factor, QMJ, from Asness et al. (2014) as a regressor. We also report results from regressions that also include small minus big (SMB) as a regressor (market cap-based size portfolio) to examine if the non-market-based size portfolios exhibit any different returns from the market cap-based size portfolios, with and without controlling for junk. For brevity, we report only the estimated alphas and their t-statistics. Panel B reports returns and t-statistics of double sorted portfolios based on the non-price-based measure of size, book assets, and quality or junk, with stocks sorted independently on book assets and junk into five quintiles and the intersection of the groups forming the 25 portfolios. Raw returns in excess of the one-month Treasury bill rate, as well as risk-adjusted returns or alphas net of the Fama and French market return (RMRF), HML, and UMD factors, are reported. Results are reported over the full sample period over which quality variables are available (July 1957–December 2012).

Panel A: Regressions of P1–P10 using non-price-based measures of size

<table>
<thead>
<tr>
<th>Size measure</th>
<th>Book assets</th>
<th>Sales</th>
<th>Book equity</th>
<th>PP&amp;E</th>
<th>Employees</th>
<th>Market Cap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α ↘ t(α)</td>
<td>α ↘ t(α)</td>
<td>α ↘ t(α)</td>
<td>α ↘ t(α)</td>
<td>α ↘ t(α)</td>
<td>α ↘ t(α)</td>
</tr>
<tr>
<td>P1 – P10 = α + βRMRF + βMQMJ + hHML + mUMD + qQMJ + εt</td>
<td>0.0017</td>
<td>0.96</td>
<td>0.0002</td>
<td>0.10</td>
<td>0.0004</td>
<td>0.22</td>
</tr>
<tr>
<td>No control for quality (q = 0)</td>
<td>0.0083</td>
<td>5.98</td>
<td>0.0067</td>
<td>5.52</td>
<td>0.0066</td>
<td>4.98</td>
</tr>
<tr>
<td>Control for quality (q ≠ 0)</td>
<td>-0.0002</td>
<td>-0.31</td>
<td>-0.0015</td>
<td>-1.71</td>
<td>-0.0015</td>
<td>-2.14</td>
</tr>
<tr>
<td>Control for quality (q ≠ 0)</td>
<td>0.0025</td>
<td>3.42</td>
<td>0.0020</td>
<td>2.66</td>
<td>0.0009</td>
<td>1.43</td>
</tr>
</tbody>
</table>

Panel B: Book size and junk double sorted portfolios

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Small</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Big</th>
<th>Small - Big</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excess Returns (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junk</td>
<td>0.71</td>
<td>0.45</td>
<td>0.30</td>
<td>0.33</td>
<td>0.23</td>
<td>0.49</td>
</tr>
<tr>
<td>2</td>
<td>1.11</td>
<td>0.85</td>
<td>0.67</td>
<td>0.65</td>
<td>0.55</td>
<td>0.62</td>
</tr>
<tr>
<td>3</td>
<td>1.22</td>
<td>0.93</td>
<td>0.84</td>
<td>0.77</td>
<td>0.60</td>
<td>0.62</td>
</tr>
<tr>
<td>4</td>
<td>1.14</td>
<td>0.94</td>
<td>0.82</td>
<td>0.79</td>
<td>0.67</td>
<td>0.48</td>
</tr>
<tr>
<td>Quality</td>
<td>1.07</td>
<td>0.95</td>
<td>0.91</td>
<td>0.83</td>
<td>0.73</td>
<td>0.34</td>
</tr>
<tr>
<td>t-statistics for excess returns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junk</td>
<td>1.97</td>
<td>1.31</td>
<td>0.93</td>
<td>1.08</td>
<td>0.74</td>
<td>1.96</td>
</tr>
<tr>
<td>2</td>
<td>3.44</td>
<td>2.96</td>
<td>2.59</td>
<td>2.73</td>
<td>2.47</td>
<td>2.31</td>
</tr>
<tr>
<td>3</td>
<td>4.05</td>
<td>3.59</td>
<td>3.61</td>
<td>3.70</td>
<td>3.21</td>
<td>2.63</td>
</tr>
<tr>
<td>4</td>
<td>4.18</td>
<td>3.83</td>
<td>3.83</td>
<td>3.98</td>
<td>3.69</td>
<td>2.30</td>
</tr>
<tr>
<td>Quality</td>
<td>4.15</td>
<td>4.11</td>
<td>4.33</td>
<td>4.34</td>
<td>4.27</td>
<td>1.84</td>
</tr>
<tr>
<td>Returns adjusted for RMRF, HML, UMD (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junk</td>
<td>0.37</td>
<td>0.13</td>
<td>-0.04</td>
<td>-0.08</td>
<td>-0.26</td>
<td>0.63</td>
</tr>
<tr>
<td>2</td>
<td>0.75</td>
<td>0.50</td>
<td>0.22</td>
<td>0.13</td>
<td>-0.03</td>
<td>0.78</td>
</tr>
<tr>
<td>3</td>
<td>0.82</td>
<td>0.49</td>
<td>0.35</td>
<td>0.25</td>
<td>0.04</td>
<td>0.79</td>
</tr>
<tr>
<td>4</td>
<td>0.75</td>
<td>0.53</td>
<td>0.34</td>
<td>0.28</td>
<td>0.13</td>
<td>0.62</td>
</tr>
<tr>
<td>Quality</td>
<td>0.68</td>
<td>0.55</td>
<td>0.48</td>
<td>0.38</td>
<td>0.30</td>
<td>0.38</td>
</tr>
<tr>
<td>t-statistics for returns adjusted for RMRF, HML, UMD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junk</td>
<td>1.31</td>
<td>0.54</td>
<td>-0.18</td>
<td>-0.45</td>
<td>-1.70</td>
<td>2.65</td>
</tr>
<tr>
<td>2</td>
<td>3.05</td>
<td>2.72</td>
<td>1.50</td>
<td>1.12</td>
<td>-0.41</td>
<td>3.24</td>
</tr>
<tr>
<td>3</td>
<td>3.67</td>
<td>3.15</td>
<td>2.87</td>
<td>2.69</td>
<td>0.61</td>
<td>3.40</td>
</tr>
<tr>
<td>4</td>
<td>3.86</td>
<td>3.56</td>
<td>3.16</td>
<td>3.29</td>
<td>2.37</td>
<td>3.05</td>
</tr>
<tr>
<td>Quality</td>
<td>3.95</td>
<td>4.38</td>
<td>4.92</td>
<td>4.94</td>
<td>5.60</td>
<td>2.03</td>
</tr>
</tbody>
</table>

large stocks, even when size is measured without using market prices.

The challenge that the size premium shows up only for market price-based measures of size is met by controlling for quality or junk. Doing so, we find a healthy, and at least as large (if not larger) size premium associated with portfolios sorted on non-price-based measures of size that is evident in different sample periods, within 30 different industries, and across 23 other international equity markets. This evidence rejects the notion that the size premium is
driven by the effect of time-varying risk premia on market-based measures of size.

4.3. Behavioral versus risk-based theories: characteristics of size-quality portfolios

Our results challenge standard risk-based theories of asset pricing, but what about the behavioral theories? Behavioral finance suggests that stocks can be mispriced and more so for small stocks with greater limits of arbitrage (e.g., greater implementation costs). However, controlling for the level of mispricing, the behavioral theories do not predict any size effect. Hence, the fact that we find a strong size effect when controlling for value and quality factors is puzzling in light of this reading of the behavioral theories, although we should acknowledge that future research could come up with a new behavioral theory to match these findings.

The size effect is about a particular kind of mispricing in a particular direction. That is, small stocks deliver higher returns than large stocks, or small stocks are cheap relative to large stocks, ceteris paribus. The parts of behavioral finance that speak most directly to such a directional mispricing is the literature on short-selling frictions and price-optimism models caused by dispersion in opinion. These theories hypothesize that stocks that are more difficult to sell short and have greater dispersion of opinion about their value are more likely to become overvalued (Miller, 1977).

Table 6, Panel A, shows that small stocks have higher short-selling costs than large stocks over the sample period from January 2010 to October 2016. We compare the daily cost of borrow score (DCBS) from Markit Data Explorers, a number from 1 to 10 indicating the relative fee to short the stock, for our 25 size-quality portfolios, and find the average score for smallcap stocks to be higher than the average score for large cap stocks. This is especially true for the smallest and junkiest stocks. When controlling for the quality of a stock, the same pattern emerges in which the smallest stocks have the highest shorting costs.

Panel B shows the amount of shorting for small versus large cap stocks, measured by the lendable shares percentage, defined as the supply of lendable shares divided by the market cap of each stock, over the sample period from January 2010 to October 2016. Small stocks on average are shorted less than large stocks, especially the smallest and junkiest stocks. Given this evidence, according to the behavioral theories, smaller stocks should be more overvalued, which is counter to the evidence on the size effect. The smallest, junkiest stocks have the worst expected returns, consistent with them being the most overvalued. For both Panels A and B of Table 6, the junkiest stocks are the most expensive to short and the least shorted, possibly consistent with their expected returns being poor according to the behavioral theory. However, the costs of shorting and amount of shorting seem to go the opposite way for explaining why small stocks have higher expected returns than large stocks.

To further test whether larger shorting constraints lead to smaller stocks becoming more overvalued as in Miller (1977), we examine the past five-year returns for our 25 size-quality portfolios. DeBondt and Thaler (1985) argue that markets exhibit an overreaction behavioral bias as evidenced by the return reversals that occur at five-year horizons. They find that past five-year winners are overvalued and tend to subsequently revert to lower valuations, while past five-year losers are undervalued and tend to subsequently revert to higher valuations. Thus, if small stocks are overvalued, we would expect to see high past five-year returns. Table 7, Panel A, presents contradictory evidence showing that the smaller stocks have experienced the weakest past five-year returns on average. This is especially true for the smallest and junkiest stocks. Here, we find little support that small stocks are overvalued. Moreover, we find that the worst past five-year performance is in the junkiest stocks, particularly the small junky stocks. So, despite facing large shorting costs and few lendable shares, these stocks do not appear to be overvalued, as Miller (1977) predicts.

The price-optimism models starting with Miller (1977) also suggest that when greater disagreement exists about the value of a stock, the stock becomes more overvalued, leading to lower subsequent returns. Following Diether et al. (2002), we use the dispersion in analysts’ forecasts of earnings as our measure of disagreement. Panels B and C of Table 7 present two different versions of the measure of dispersion. Panel B is normalized by the absolute value of the mean forecast, as in Diether et al. (2002). Panel C normalizes by the price of the stock to avoid issues of having zero in the denominator which can affect the measure in Panel B. Based on the evidence

\footnote{We obtain similar results using other measures of shorting costs from Markit Data Explorers. We use other cost measures, such as the average fee of stock borrow transactions from hedge funds, expressed as a percentage (SAF), and the value-weighted average cost, a number from one to five indicating the fee for each stock (VWAF).}
Table 7
Past five-year returns and analysts’ earnings forecasts dispersion for size and junk.
Reported are average statistics on past five-year returns and dispersion of earnings for the 25 portfolios sorted on size (market cap) and quality or junk from Table 3. We report the past five-year returns as an indication of market overreaction (Panel A) and two measures of dispersion in analysts’ earnings forecasts, one normalized by average forecast (Panel B) and one normalized by stock price (Panel C). The data cover the period January 1980 to December 2012.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Panel A: Past five years (%)</th>
<th>Panel B: Earnings dispersion/mean earnings (%)</th>
<th>Panel C: Earnings dispersion/price (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small 2 3 4 Big</td>
<td>Small 2 3 4 Big</td>
<td>Small 2 3 4 Big</td>
</tr>
<tr>
<td>Junk</td>
<td>–7.2  –2.0  4.0  9.3  15.8</td>
<td>67  51  42  35  26</td>
<td>40  13  8  6  4</td>
</tr>
<tr>
<td>2</td>
<td>2.8  9.8  15.4  21.6  28.7</td>
<td>58  31  18  11  8</td>
<td>13  4  3  2  1</td>
</tr>
<tr>
<td>3</td>
<td>11.1  17.5  22.1  27.9  36.4</td>
<td>49  31  18  11  8</td>
<td>5  2  1  1  0</td>
</tr>
<tr>
<td>4</td>
<td>19.3  23.0  27.4  31.5  37.7</td>
<td>46  25  12  7  5</td>
<td>2  1  1  0  0</td>
</tr>
<tr>
<td>Quality</td>
<td>25.4  24.5  28.1  32.2  38.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

in Panels B and C, smaller and junkier stocks have greater levels of dispersion which should lead to overvaluation of those stocks. While junkier stocks have lower subsequent returns than quality stocks, consistent with them being overvalued according to this theory, small stocks outperform large stocks. Once again, the behavioral theories fail to predict the size effect, in which the overvaluation theories go the wrong way.

4.4. Liquidity-based theories: transaction costs and the level of liquidity

We next consider theories for the pricing of liquidity (Amihud and Mendelson, 1986) and liquidity risk (Acharya and Pedersen, 2005). Per these theories, investors prefer stocks that are more liquid and face less liquidity risk, all else equal (i.e., assuming similar risk exposures). Therefore, more illiquid stocks and stocks with more liquidity risk must offer higher expected returns. Because small stocks are more illiquid and face more liquidity risk, these theories can explain the size effect. Investors who buy small stocks must be compensated for their relatively high transaction costs and for the risk that these transaction costs rise unexpectedly when liquidity is most desired. This compensation is in fact the size premium, according to these theories.

We first consider the level of liquidity across our size and quality portfolios. Table 8 reports two measures of liquidity across the 25 size-junk portfolios, namely the average percentage half bid-ask spread (Panel A) and the market impact cost per dollar traded (Panel B). The market impact costs are estimated from Frazzini et al. (2013), who use live proprietary trading data from a large institutional trader to calibrate a trading cost model. The model computes price impact for a given fund size (net asset value, NAV). For the present calculations, we assume a constant fund NAV of $1 billion in capital for use in the trading cost model.19

As Table 8 shows, small firms face larger percentage bid-ask spreads than large firms consistently across the quality spectrum. However, the bid-ask spreads are similar across the quality groups, controlling for size. Hence, liquidity seems to vary strongly with size, but not with quality. Market impact cost per dollar traded portrays a similar picture.

From this evidence, we draw two conclusions. Liquidity can help explain the size effect and is tightly connected to size, and liquidity appears unrelated to quality and not likely to explain the quality premium. Thus, two unrelated effects could be correlated with size: a liquidity effect and a quality effect. Looking at size unconditionally conflates liquidity and quality, just as it does size and quality. As such, any liquidity-related size effect should become stronger when controlling for quality by cleaning up the relation between size and liquidity. Consistent with this notion, the spread in liquidity across small versus large stocks is similar across quality groups, highlighting a clear pattern between size and liquidity within each quality group. From our previous evidence, we know that

---

19 The price impact trading cost data used by Frazzini et al. (2014) to calibrate their model and estimate its parameters pertains to stocks that are predominantly in the top 60% of market capitalization, because their execution database does not trade stocks below this threshold. While the model includes a size factor to allow the trading costs to scale with the size of the firm and its average daily trading volume, the functional form of this relation is estimated only from the larger stocks in their database. Therefore, extrapolating estimates of price impact costs for the smallest, particularly micro-cap stocks, could be less accurate.
the spread in returns across small versus large stocks is also cleaned up when controlling for quality and is similar across quality groups.

This evidence is consistent with a liquidity-driven story for the size effect, where quality is a separate factor related to size but unrelated to liquidity that confounds the relation between size and liquidity and average returns. While the evidence in Table 8 is consistent with separate liquidity and quality effects related to size, the results do not provide any further direct evidence of a liquidity story for size per se. In addition, the variation in liquidity across the quality dimension within each size group is negligible, consistent with quality not being driven by liquidity.20

20 The only place where a hint of variation could exist in liquidity measures across quality is among the smallest stocks based on bid–ask spread and among the largest stocks for price impact, in which the junkiest firms appear a tiny bit less liquid than the quality firms. The relation between quality and these liquidity measures, however, is not consistent within a size group. For bid–ask spread, it is the highest quality firms among the smallest quintile of stocks that appear different from the other quality quintiles within that group. For price impact, it is the lowest quality firms among the largest stocks that appear different from the other
4.5. Liquidity-based theories: liquidity risk

Some researchers have found that liquidity risk can help explain the size effect (Pastor and Stambaugh, 2003; Acharya and Pedersen, 2005). Absent controlling for quality, the size effect is fairly weak and, therefore, is not very difficult to explain with other correlated factors such as liquidity risk. However, controlling for quality, the size premium is substantially stronger, raising the question of whether liquidity risk can help explain these much larger returns.

To address this question, we regress the return to the size factor on standard factors, quality, and liquidity factors. A popular liquidity measure is the price impact measure of Amihud (2002), which is used by Acharya and Pedersen (2005) to construct a liquidity risk factor. To easily interpret the alphas, we use the traded version of this liquidity factor, relying on the illiquid minus liquid (IML) factor of Amihud (2014). We also construct a simple liquidity factor that we denote LIQ, which is the equal-weighted average of the decile return spread in portfolios sorted on turnover and on bid-ask spreads. [We do not use the Pastor and Stambaugh (2003) measure because it is not available over the full sample period, though we obtain similar results over the shorter sample period.]

Panel A of Table 9 reports the results of these regressions over the full quality sample, 1957–2012. The first regression shows that when we control only for the market, value, and momentum, the size effect is weak (t-statistic = 1.7). When we control for liquidity risk (in the second regression of the table) based on IML, we find a negative and significant alpha.

Next, the third and fourth regressions show that, when we control for quality, the alpha becomes significantly positive at 65 bps (with a t-statistic of 6.64). However, when we control for liquidity risk using the IML factor, we see a large drop in the alpha from 65 bps to only 16 bps. Controlling for both liquidity risk factors, IML and LIQ, we see a further drop in the alpha (the last regression in the table) to 12 bps, which is marginally statistically significant (t-statistic of 2.03). This marginally positive alpha could suggest that liquidity risk is not the full explanation for the size premium (once we control for quality) or that the liquidity proxies we use are measured with error and perhaps more precise liquidity measures would drive the alpha to zero. In addition, Acharya and Pedersen (2005) argue that investors want compensation for both the average illiquidity level and liquidity risk of an asset. Controlling for liquidity risk only is often a quick way to capture both liquidity levels and risk (because stocks that have high liquidity risk are likely stocks that are also illiquid so the estimated liquidity risk premium can be viewed as the sum of compensation for liquidity level and risk), but it is also possible that the level effect is not fully captured here.

Panel B of Table 9 reports results from double sorted portfolios based on illiquidity and quality or junk, in which stocks are sorted independently based on illiquidity and quality into quintiles and the returns in excess of the market are reported on the 25 portfolios formed from the interaction between these sorts. Two measures of illiquidity are used: Amihud (2002), which forms the basis of the IML factor in Amihud (2014), and the market impact measure of Frazzini et al. (2013). The former covers the full sample period from 1957 to 2012, and the latter covers the 1998 to 2012 period. For both measures of illiquidity, evidence exists of an illiquidity premium within each quality category that is directionally consistent with the size premium within each quality category from similar double-sorts in Tables 3 and 5. A significant quality premium remains within each illiquidity category, just as within each size category. Hence, this evidence suggests that measures of illiquidity interact with quality or junk much like the size measures do and that size and illiquidity are very much related and possibly picking up the same return effects.

In summary, small stocks have high bid–ask spreads, have high market impact, and face high liquidity risk. These liquidity level and risk effects can help explain most, or perhaps even all, of the size effect, even when controlling for quality.

5. Conclusion

Size matters, and in a much bigger way than previously thought, after controlling for quality or junk. We find that previous evidence on the variability of the size effect is largely due to the volatile performance of small, low-quality junky firms. Controlling for junk, a much stronger and stable size premium emerges that is robust across time (including periods when the size effect seems to fail), monotonic in size and not concentrated in the extremes, prevalent across months of the year, existent even for non-market-price-based measures of size, and present internationally across nearly two dozen countries. These results are robust across a variety of quality measures, sample periods, within industries, and 23 international markets.21

Our evidence that shows a resurgence of the size effect after controlling for quality helps distinguish among many theories for why a size premium could exist. The fact that the size premium rises after controlling for other known risk factors, including growth factors, seems at odds with a simple risk-based explanation or rational explanation based on growth options. The fact that non-price-based measures of size deliver a return premium at least

21 Combining these results, Figures OA4 and OA5 in the Online Appendix show seasonal patterns in size controlling for quality across time, among the smallest stocks, and using non-price-based size measures. Controlling for quality or junk has the effect of smoothing the returns to size, establishing a clear size premium that is no longer concentrated in January and, most importantly, is significant outside of January and no longer concentrated in certain time periods or other measures. The behavior of small, junk firms varies substantially and is chiefly responsible for diluting the size effect at certain times, for certain months, and for certain measures and exaggerating it at other times. Controlling for these firms through exposure to a quality factor, the size premium is robust over time, and for different measures of size, even those not based on market prices.
as large as that from market capitalization-based measures when controlling for quality or junk is inconsistent with time-varying risk premia models for the size effect as suggested by Berk (1995a). The fact that measures of limited arbitrage activity such as shorting costs and measures of disagreement such as analyst forecast dispersion suggest that small stocks should be overpriced, implying the opposite of the strong positive size premium we find. Hence, behavioral theories based on limits to arbitrage and overvaluation do not appear to explain our findings. Finally, we show that measures of liquidity and liquidity risk are strongly correlated to and significantly reduce the size premium, even after controlling for quality or junk. This evidence is consistent with liquidity risk-based theories for the size effect. However, a smaller but still significant size premium remains even after controlling for liquidity and liquidity risk, which suggests that either our liquidity measures contain error or liquidity is only a partial explanation for the size effect.

Finally, an interesting avenue for further research is to explore why small, junk stocks in particular do so poorly and why size is strongly negatively correlated with quality. Research by Asness et al. (2014) and Bouchard et al. (2016) seeks to explain the quality premium, with potential implications for its interaction with size.

Our focus in this paper is on the size effect, and our examination of its interaction with quality is aimed at providing further evidence in favor of or against various theories for the size effect. Our results revolve the size anomaly, putting it on a more equal footing with other anomalies such as value and momentum in terms of its efficacy, and dismiss several previous explanations and challenges to the size effect. Thus, size, controlling for quality or junk, should be restored as one of the central cross-sectional empirical anomalies for asset pricing theory to explain.
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