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Abstract
We investigate whether delaying entrance into university is affected by restrictions on
admissions into competitive programs. Using Danish administrative data, we estimate a
dynamic discrete choice model, in which students choose, if admitted, whether to enter one
of 30 programs or delay. We use the model to examine delaying choices under different
simulated admissions policies. Our experiments suggest that only 28% of students who
delay do so because of admissions restrictions. Furthermore, although students respond to
admissions incentives, our results imply that such policies are unlikely to substantially
change the overall distribution of delay.
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I Introduction

Compared to the amount of attention that has been directed toward understanding the

decision to attend university, the issue of when to attend receives relatively little attention.

Yet, taking a year or two off between high school and university is observed in many countries.

Although statistics are not widely available in the United States, one study estimates that,

among new entrants, roughly one third have delayed by at least one year (Horn and Malizio,

2002). The practice of delaying entrance into higher education is more common in Europe.

Recent statistics suggest that more than 40% of German tertiary education students delay

by at least one year (Eurostudent, 2015). Delaying is most common in Nordic countries. For

example, a survey conducted in 2016 suggests that only 43% of Norwegian students enter

higher education directly from high school. In this paper, we focus on high school graduates

in Denmark, where delaying is also wide spread. Indeed, in administrative data, among those

who entered a bachelors degree in 2009, only 1 in 5 went directly from high school.

The literature that does investigate the timing of post-secondary schooling tends to focus

on how delays and interruptions affect earnings and wages, while far less is known about why

students delay. Understanding the underlying motives is useful to help interpret evidence

on the economic costs and benefits of delaying, and to also understand what, if any, policy

responses are warranted. As Holmlund et al. (2008) point out there are at least five different

ways of categorizing the reasons students may delay, which are investing in skills, engaging

in leisure activities, learning about preferences and ability, military service and waiting for

better educational opportunities.1

1In institutional contexts where tuition is high and loans and grants are not widely available to cover
living expenses, saving money for schooling is another potentially important reason for delaying.

1
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In this paper, we examine the importance of the latter reason–waiting for better edu-

cational opportunities–in explaining delaying. Although the mechanisms by which scarce

positions in university programs are allocated vary across time and countries, it is rarely the

case that no admissions restrictions exist. Competition for admissions into programs with

high demand relative to supply might generate incentives to delay in a variety of admissions

systems. We exploit features of the Danish university admissions system from the early

1980’s to help quantify the extent to which students delay because they are constrained from

entering a preferred program. In the policy environment we study the number of places in

any given program were fixed on an annual basis. When student demand for programs ex-

ceeded the supply, admissions were allocated on the basis of students’ high school grade point

average (GPA). Because demand and supply varied from year to year, the GPA required to

enter a given program also fluctuated. For this reason, and because of other features of the

policy that rewarded full-time employment in admissions, there were incentives for students

who may not be admitted to a preferred program in a given year to delay their entrance into

university.

In addition to the apparent incentives to delay imbedded in the policy, we also note that,

in administration data, the propensity to delay entrance into university varies substantially

with the field of study entered. This empirical pattern further points toward a link between

admissions policies and the timing of entrance. To investigate this link, we develop and

estimate a dynamic discrete choice model that is governed by the Danish admissions system in

effect during our sample period. In our three-period model, students choose between entering

one of 30 university programs at 8 different universities or delaying to the next period. To

estimate the model, we use data from the Danish population registers covering students who

2
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graduated from high school in the years 1981-1984 and entered university within 2 years. In

addition to parametric assumptions, the model is identified using exogenous variation in the

minimum GPA required to enter a program. A structural approach is critical in this context

because delaying and choosing a field of study are simultaneously determined. Indeed, the

decision to delay can be framed as the decision not to enter any field of study in any given

year.

We use the model to gauge the extent to which the timing of students’ entry into univer-

sity is affected by admissions constraints. We simulate experiments that compare decisions

made in a policy environment with open admissions to different counterfactuals with admis-

sions constraints that fluctuate in future periods. An open admissions system would clearly

represent an upper bound on relaxing admissions restrictions, and is not proposed a feasible

policy option. Instead, with this thought experiment, we use revealed preference arguments

to identify choices that are constrained by admissions restrictions.

Compared to the admissions system from the sample period, holding all else constant, we

find that the fraction of students with zero years of delay increases by roughly 9 percentage

points in the hypothetical open-admissions system. Our structural approach allows us to

quantify the gross flows that generate this net effect.

Our simulated counterfactuals suggest that among students who delay entrance into uni-

versity 27.5% do so because of admissions restrictions. This group represents 12.5% of all

students in the sample. These students delay by either one or two years, and in the absence

of any admissions constraints, we find that most of these delayers would enter directly from

high school.

While our model predicts that only 12.5% of the sample delay because of admission

3
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restrictions, we find that a further 13.3% of the sample would enter a different program in

the absence of restrictions. This group would not, however, delay for that possibility when

the restrictions are present. As a consequence, relaxing admissions restrictions shifts the

distribution of field of study, in some cases, without also reducing delaying. In particular

students flow into Medicine, which consistently has high excess demand. However, when

admissions are open in all programs except Medicine, our counterfactuals suggest that delay

falls by roughly the same amount but the shifts in the distribution of field of study are fairly

small.

Taken as a whole, our results suggest that some students do alter the timing of their

entrance into university in response to admissions restrictions. However, as a fraction of all

students delaying, this group represents a minority. As such, it is unlikely that policies, such

as GPA multipliers that confer advantages in admissions for students who enroll directly

after high school, will substantially alter the overall distribution of delay.2

The rest of the paper proceeds by first reviewing the relevant literature and then by

describing, in brief, the Danish schooling system, and the admissions system during our

sample period. In the next two sections, we introduce our data and describe the individual

characteristics associated with delaying university. In this section, we also document the

relationship between delaying and field of study. Next, we introduce the discrete choice

model, and explain how it is identified and estimated. In the results section, we begin by

discussing how well the model fits the data and can predict changes outside of the sample.

2Beginning in 2009, in Denmark, students who entered university directly from high school had their
GPA inflated by 1.08. That policy will be discontinued in 2020, ostensibly to increase students’ flex-
ibility. (Ingvorsen, Emil, “Ny bred aftale: Karakterbonus p̊a 1,08 bliver sløjfet”, (New Broad Deal:
Character Bonus of 1.08 will be dropped.) December 6, 2018 https://www.dr.dk/nyheder/politik/

ny-bred-aftale-karakterbonus-paa-108-bliver-sloejfet)

4
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We then discuss the main findings from the simulated counterfactual experiments. Finally,

we offer some concluding comments.

II Previous Research

Depending on the data and the nature of the delay, the findings are mixed in the literature

investigating how delaying and interrupting schooling affects labour market outcomes. In a

sample of Canadian post-secondary graduates, Ferrer and Menendez (2014) find that post-

schooling wages are higher for those who delayed their entry, particularly for those who

worked during the delay. In contrast, two U.S. studies suggest that delaying is associated

with lower returns to completed schooling, although those losses are not uniform across

different levels of schooling. Light (1995) reports that, on average, among white men with

the same amount of schooling, those who completed without interruption earned a higher

premium. In a broader sample including women and minorities, Monks (1997) finds that the

returns to education are lower for people who graduate from college after age 25.

Studies with access to panels of earnings have found initial earnings losses that eventually

fade away. Using data from a British panel of the cohort born in 1970, Crawford and Cribb

(2012) report that delaying higher education by up to three years reduces average earnings

at age 30. By age 38, this difference is small and no longer statistically significant. Using

Swedish data that is most similar to ours, Holmlund et al. (2008) find that, delaying university

by two or more years is associated with lower earnings at age 30. Overtime the earnings gap

closes so that delaying has no impact on earnings by age 42. Overall, however, Holmlund et

al. (2008) estimate a total loss in the discounted present value of lifetime earnings amounting

to 40 to 50% of one year of age-40 earnings.

5
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While earnings and wages are a useful summary statistic for the many ways in which de-

laying might impact productivity, these outcomes do not provide much direct evidence about

why students delay. As Holmlund et al. (2008) suggest, there are a variety of reasons why

students may delay including because they were not admitted into their preferred program,

which is the issue we pursue in this paper.

A recent but rapidly growing literature suggests that the decision of which field of study

to enter is as, if not more, important as the decision to pursue higher education. Indeed,

wage differences across fields of study have been found to be as large as the average return

to university (Altonji et al., 2012; Lemieux, 2014; Altonji et al., 2016). Moreover, evidence

of comparative advantage across fields of study implies that a student who might have above

average earnings in one field could earn below the average in a different field (Kirkeboen et

al., 2016). Even if waiting to be admitted to a particular program does not lead to higher

earnings net of any costs, other studies have pointed toward substantial non-monetary returns

that vary across occupations, which are linked to different fields of study (Arcidiacono, 2004;

Arcidiacono et al., 2014). Taken as a whole, this literature suggests that there may be

incentives for individuals to delay if it means they can enter a preferred field of study.

We build on these literatures by directly investigating the extent to which delaying is

driven by admissions constraints. Relatedly, other researchers have taken advantage of a

feature in admissions systems from different countries, which generates discontinuities around

a threshold grade point average, to investigate the impact of being admitted into specific

programs on future earnings (Hastings et al., 2013; Kirkeboen et al., 2016; Heinesen, 2018;

Daly and le Maire, 2019), and the impact of not being admitted into a program on fertility

(Humlum et al., 2017). Such identification strategies employing GPA discontinuities generally

6
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require restricting attention to those who have applied for university. Applicants are only

a subset of all delayers, and admissions constraints might influence the decision to delay

even among non-applicants. Consequently, while we make use of similar variation, because

our work focuses on the decision to delay, our approach combines exogenous variation in

admissions with structure. The structural approach further allows us to add to this literature

by assessing to what extent delaying responds to different admissions incentives.

III Danish School System

During our sample period, Denmark had 9 years of compulsory schooling. Following that,

students who wished to qualify for university would enroll in an academic high school, which

are called gymnasium in Danish. There were three types of high schools: ordinary, business,

or technical. We focus on ordinary high school, which was the most common type. Students

in these high schools could choose between two concentrations–a ‘language track’, with more

courses in European and classical languages, or a ‘math track’, with more math and science

courses. To enter university programs, high school graduates needed to have achieved a

minimum score of 6 on a 13-point grade scheme in their qualifying exams. Some programs,

particularly sciences, also required completion of specific courses, however, these prerequisites

could be met by taking additional courses in university.

Students who were eligible for university would apply through a centralized application

system referred to as KOT.3 During the sample period, capacity at each university for specific

programs was established by the Ministry of Education in consultation with administrators

3Information regarding the admissions system in place during this period was taken from Studie og
Erhvervsvalget, Speciel del (Study and Occupational Choice, Special Report), published by R̊adet for
Uddannelses- og Erhvervsvejledning in the years 1982, 1983, 1984, 1985-86, 1986-87.

7
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from the various institutions. The national government also legislated that a certain fraction

of positions were allocated to students applying through three different pathways. Most of the

capacity, 60-70 percent, was allocated to ‘Group I’, in which students were admitted solely on

the basis of their GPA. Another 20% were allocated to applicants with work experience. The

GPA of applicants applying through this channel, which was called ‘Group II’, was inflated

by a factor that increased with the amount of work experience.4 Specifically, the GPA of

applicants with 9-11 months of experience was inflated by 1.09, and by 1.18 for those with at

least 18 months of experience. This system was introduced in 1977 around the same time that

restrictions were placed on the number of students who were admitted to specific programs.

Positions were to be allocated by high school GPA, but law makers wanted to allow for a

channel that would also take work experience into account, because they thought that work

could help students make an informed and successful match with the best field of study.5

When applying, students in Group I submitted to KOT a prioritized list of programs.

KOT then ranked the students according to their GPA. The Group I program capacity was

allocated starting with the students with the highest GPAs. Thus, the students with the

highest GPA were offered their first priority program and the likelihood of being offered a

place in one’s first choice program declined with GPA. If all of the positions in preferred

programs had been offered to other students with higher GPAs, a student would be offered

the next program on their priority list. This admissions process generated a GPA threshold

4This admissions class differs somewhat from the current system, first introduced in 1991, called ‘Quota
2’. Under Quota 2, students are evaluated by more than just their GPA, and this can include work experience
or admissions essays. In the current system, students can apply in Quota 2 and Quota 1 simultaneously.

5“Bekendtgørelse af lov om adgangsregulering ved videreg̊aende uddannelser” Forslag til Lov om
Adgangsregulering ved videregaaende uddannelse, 1976, tillaeg A, B, and C (A: spalte 4025, B: spalte 1797,
C: spalte 769). BK nr 742 af 31/10/1986. (Publication of the Access Control Act in Higher Education
Proposed Law on Access Control in Higher Education) A third class of admissions, allocated roughly 10 to
20% of the positions, was reserved for students over age 25 without a high school diploma, and students who
studied outside of Denmark. This third group is not a part of our sample.

8
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in all of the programs for which there was excess demand. A similar process was followed

for Group II, except that an applicant’s GPA would have been adjusted according to the

student’s work history. Since the thresholds for both Group I and Group II were a function

of relative supply and demand for each program, the exact cut-off value in future years could

not be predicted by applicants. We use this source of variation in identifying the model,

which we will discuss later in greater detail.

Danish universities did not charge any tuition or fees, and generous grants were available

for students from lower income families. Until 1988, grant eligibility depended on parents’

income for students below the age of 22. A reform implemented in that year lowered the age

at which parental means-testing was required to 19.6

IV Data

We use data drawn from administrative registers, which cover 100% of the Danish popula-

tion. In our estimating sample, we include individuals who were born in Denmark and who

graduated from an ‘ordinary’ high school between the ages of 17 and 20. Our estimating

sample includes the high-school graduating cohorts of 1981-1984. Our sample period ends

in 1984 because the GPA thresholds we use for identification were not published for 1987 in

our source of that data. We also have data for the 1980 cohort, which we reserve to assess

how well our model fits the data. We further restrict the sample to students who entered one

of 30 different programs at 8 major Danish universities within 2 years of their terminal high

school program.7 Table 1 lists each of the sample programs categorized by university and

6Nielsen et al. (2010) study the effect of that expansion in aid and conclude that borrowing constraints
were unimportant in Denmark.

7There are two reasons why we censor at two years of delay. First, the Group II GPA inflator reaches
a maximum at 18-months of work experience. The second reason is related to the missing GPA thresholds

9
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field of study.8 There are five broad fields of study, which are Humanities, Natural Sciences,

Social Sciences, Engineering, and Medicine. We define the student’s field of study according

to the program they entered first.9

Table 1: Sample Programs, by Field of Study and Universities

Faculties

Universities Humanites Natural Sciences Social Sciences Engineering Medicine

University of Copenhagen (KU)
Theology Biology Law Medicine

Humanities Other natural sciences Business/Economics
Political Science

Aarhus University (AU)
Theology Biology Law Medicine

Humanities Other natural sciences Business/Economics
Political Science

University of Southern Denmark (SDU) Humanities Natural Sciences Business/Economics Medicine
Roskilde University (RU) Humanities Natural Sciences Social Sciences
Aalborg University (AAU) Humanities Social Sciences Engineering
Danish Technical University (DTU) Engineering
Aarhus Business School (ABS) Business/Economics
Copenhagen Business School (CBS) Business/Economics

Notes: Programs are categorized into field of study according to the Statistics Denmark classification.

For our sample, we combine data from four different administrative registers with university

admissions and funding data so that we observe a number of important schooling and labour

market outcomes. First, from the Danish Student Register, we observe, annually, enrollment

and any credentials obtained from specific university programs and institutions. For indi-

viduals who graduated from ordinary high schools, we observe the average high school grade

which was used to qualify for university. In the second register, the Integrated Database

for Labour Market Research (IDA), we observe annual earnings and other labour market

in the 1987 archived report. If we add an additional year of delay in the model, we will lose a cohort of
data, which we prefer not to do since much of the identifying variation is cross-cohort variation. In Online
Appendix J, we report estimates from a four period model, which does not change any of our key findings.

8The sample programs represent 80% of all the fixed enrollment quotas at the 8 universities during the
sample period.

9Students who might want to switch programs would be required to apply again through the normal
admissions process. In our data, 76% of the students are still enrolled in the same field of study in their
fourth year of study. Among those who are still enrolled in any candidature 91% are enrolled in the same
field.

10

This article is protected by copyright. All rights reserved. 



A
cc

ep
te

d
 A

rt
ic

le
outcomes. This register is used to construct our expected lifetime earnings measures, as well

as earnings during years of delay. Third, we use a demographic register, which links the indi-

viduals to their parents, to construct age, sex, geographic, and family background variables.

Finally, from an income register, we obtain annual records of the amount of student financial

aid received. We summarize the sample data for selected variables in Table 2.

Table 2: Sample Means (Standard Errors For Continuous Variables in Parentheses)

Total Years of Delay
Zero One Two

Years of Delay

Zero years 0.546
One year 0.295
Two years 0.158
High school exam grades 8.65 8.766 8.57 8.4

(0.007) (0.009) (0.013) (0.017)
Female 0.362 0.305 0.413 0.465
Age at high school graduation 19.162 19.144 19.185 19.18

(0.005) (0.007) (0.009) (0.012)
Mathematics Track 0.759 0.813 0.718 0.652

Earnings and Student Aid, all in millions of real (Year 2000) DKK

Discounted Lifetime Earnings After Starting University 5.56 5.821 5.109 5.109
(0.025) (0.035) (0.062) (0.062)

Discounted Student Financial Aid 0.135 0.121 0.157 0.157
(0.001) (0.001) (0.001) (0.001)

Earnings in first year of delay 0.05 0.048
(0.0005) (0.001)

Earnings in second year of delay 0.100
(0.001)

Sample Size 16,996 9,284 5,019 2,693

Notes: A discount rate of 4 percent is used. Lifetime earnings is calculated using the actual income in the first 23 years after a
student enters university. Earnings beyond the first 23 years are projected out to age 60 using the individuals’ average earnings
across years 21 to 23.

We collected the admissions data from archival reports produced by KOT. The reports

were published annually in July and contain information on the total number of places

available in each program across Denmark, the number of applicants, the GPA threshold for

each admissions class and the number of positions still available. We also use data collected

from annual publications of the “Finance Act”, which specifies funding levels for universities

11
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broken down by the field of study. Specifically, we use the projected student-to-teacher ratios

upon which grant allocations were based.

V Who delays?

Before presenting the structural model, we begin by examining which, if any, individual

characteristics are associated with delaying university. In Table 3, we report estimates from

an OLS regression where the dependent variable is an indicator for whether the individual

delayed by one or two years. Family background appears to be only weakly related to

delaying. The positive correlation between family income and delaying is only marginally

statistically significant. Although father’s education does not predict delaying, compared

to students whose mother completed a university degree, those whose mother completed a

medium cycle education are 5.6 percentage points more likely to delay.

In contrast, a student’s sex, high school track, and GPA are strong predictors of delay. In

the data, woomen are roughly 11 percentage points more likely to delay than men. This is

despite the fact that some fraction of the men delaying university may have been participating

in compulsory military service.10 Students who pursue the mathematics track (as opposed to

the language track) are almost 14 percentage points less likely to delay university. Individuals

with higher high school grades are also less likely to delay. On average, a one standard

deviation difference in high school GPA, which is 0.92, is related to a 8.8 percentage point

difference in the likelihood of delaying.11

10During the sample period, military service was compulsory for a fraction of 18 year-old men selected by
lottery. In 1979, 27% of all 18 year-old men were conscripted while in 1989, 24% were conscripted (Sorensen,
2000). We are unfortunately unable to explore this further because military service is not well observed in
the Danish registers that we are using.

11This set of characteristics is also used to predict expected lifetime income outside the model. In the
structural model, the decision to delay or enter a program is conditional on a different set of variables that
vary across programs, and include the predictions for expected lifetime income.

12
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Table 3: Characteristics Associated With Delaying University(Standard Errors in Parenthe-
ses)

Female 0.114*** Math Track in High School -0.139***
(0.011) (0.009)

High School GPA -0.096*** Local youth unemployment rate -0.057
(0.004) (0.138)

Ln family income 0.020* Two parent family -0.012
(0.008) (0.011)

Age at high school graduate –Reference group Age 17

Age 18 -0.006 Age 19 0.014
(0.030) (0.031)

Age 20 0.003
(0.033)

Parents’ Education –Long Cycle Education

Mother Father

High school or Less -0.015 High school or Less 0.009
(0.019) (0.013)

Vocational -0.013 Vocational -0.009
(0.019) (0.012)

Short Cycle 0.029 Short Cycle 0.026
(0.023) (0.023)

Medium Cycle 0.056** Medium Cycle -0.002
(0.018) (0.013)

Data missing 0.040 Data missing -0.010
(0.026) (0.016)

Sample Size 16,996 R-squared 0.097

Notes: Coefficients and standard errors are estimated in a linear probability model where the dependent
variable takes on the value 1 if an individual delayed by one or two years, and zero if the individual entered
university directly from high school. The regression also includes indicators for the municipality of residence
in the last year of high school, and high school graduating cohort.

The relationship we observe between delaying and grades is consistent with the view

that some students might delay because they hope to be admitted to a preferred univer-

sity program. Furthermore, the likelihood of having delayed entrance into university varies

substantially depending on the field of study entered. Across the whole sample, 45% enter

university after a delay of one or two years. Students who enter the Natural Sciences, delay

at rates close to the average (44%) respectively. In fields of study with the most competitive

programs–Medicine and Social Science– the rate of delaying is just above average, 48% and

49%, respectively. Humanities students are by far the most likely to delay entrance. Indeed,

only 39% of Humanities students entered without delay. This behaviour is in stark contrast

13
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to Engineering graduates, among whom 70% enter university directly. Because of the stark

contrast in the propensities to delay across fields of study, we model the decision to delay

jointly with the decision to enter a particular field. The structure of the model allows us to

uncover the extent to which the decision to delay is a result of admissions restrictions.

VI Model

In this section, we describe the dynamic three-period model that we use to investigate how

the timing of university enrollment might change under different admissions policies. In

the model, individuals choose between delaying or entering one of 30 different university

programs. Entering a program is an absorbing state and students delay at most two years. A

student can only enter a program for which they are qualified, meaning that their own high

school GPA is above a program- and year-specific threshold GPA in the relevant admissions

class. Students entering programs directly from high school apply through the Group I

admissions class. After delaying, students apply through Group II, and have their GPA

inflated by a factor that depends on their years of delay.12 For most students, delaying

changes the set of programs for which they are eligible.13

Instantaneous Utility

We assume the instantaneous utility that student i experiences from entering program p in

period g is a linear function of the present value of the income stream, non-pecuniary benefits,

12We do not observe hours worked, and so we assume that students who delay for one year are eligible for
the 1.09 GPA multiplier, and students who delay by two are eligible for the 1.18 multiplier.

13After two years of delay, the Group II threshold is always lower than the Group I threshold. However,
after only one year of delay, because the GPA multiplier is smaller, in some high excess demand programs
the Group II threshold is higher than that in the Group I admissions class.
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and an unobserved preference shock εSipg:

US
ipg = υSipg + εSipg (1)

= αf + αxXipf + PV earnipg + PV SFAig + εSipg

Income includes earnings (PV earnipg), which vary by program and years of delay, and

student financial aid (PV SFAig), which depends only on years of delay. The program

characteristics (Xipf ), which are indexed by f if common across the field of study, include

indicators for whether one’s mother and father hold a candidature in the program’s field

of study and indicators for whether the program is in the same city or region in which the

students lived during their last year of high school. This vector also includes the ratio of

students to academic staff, which varies by university, as well as field of study and cohort.14

We also allow utility during school to depend on whether the field of study a student

enters matches their sex and high school track, where ‘matching’ means the majority of the

students have the same sex or high school track.15 The indicator for whether a student’s high

school track matches their field of study can capture any additional effort that is required

when, for example, a language-track student enters Natural Sciences. Finally, utility from

entering a program includes a field-of-study specific intercept, αf .

Rather than entering a program, students can delay for a year. The utility from delaying

14We include more details about the construction of these variables in Online Appendix A
15Two faculties, Humanities and Medicine, are dominated by women, while the other three are dominated

by men. This specification allows the utility of entering a male or female dominated field to differ across
men and women. With respect to high school concentration, Natural Science, Engineering, and Medicine are
coded as math-track fields of study, and the others are language-track.

15
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university by one year, conditional on having delayed by g years is:

UG
ig = υGig + εGig (2)

= γsg + γhg + γc + γuunempig + γaageig + earnig + εGig

To capture differences in the nature of work or other activities pursued during a gap year,

the value of delaying depends on the students’ sex (γsg) and high school track (γhg). For

example, men might be doing military service. Delaying also depends on the high school

graduating cohort (γc), students’ current age, their earnings during the year of delay, the

local youth unemployment rate, and a random component (εGig).

Optimization problem

In any given period, students choose between entering one of the programs for which they

are eligible, or, in the first two periods, delaying. We formalize these decisions as a dynamic

discrete choice problem, in which there are three sets of state variables. The first is a vector

of preference shocks, εig =
{
εGig, ε

S
i1g, ..., ε

S
i30g

}
, where εGi2 = 0.

The second state variable, called Gig is the number of previous years of delay. Finally, the

third state variable comes from the fact that students can only enter programs for which they

are qualified. If qipg is an indicator that equals one if an individual is qualified for program

p in period g, and zero otherwise, then we can define the state variable Qig as the vector of

indicators for all programs in period g.

The control variable is a vector of indicators that sum to one and summarize the decision

to delay or enter one of the programs. If the index p = 0 denotes the decision to delay,

and each of the programs are indicated by the values between one and 30, then the control

variable is dig =
{
d0
ig, d

1
ig, ..., d

30
ig

}
.

16
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In the final period, since all students enter a program d0

i2 = 0. Using these definitions,

the optimization problem can be summarized by the Bellman equation:

Vig (εig, Qig, Gig) = max
dig

Eg

[
30∑
p=1

dpigqipgU
S
igp + d0

ig

(
UG
ig + βVig+1 (εig+1, Qig+1, Gig+1)

)]
(3)

for g ∈ {0, 1, 2 | g = Gig}

s.t. (1− qipg) dpig = 0 ∀ p = {1 · · · 30} (4)

Qig+1 = f (Gig) (5)

Gig+1 = Gig + d0
ig, Gi0 = 0 (6)

30∑
p=0

dpig = 1 (7)

The maximization problem is expressed as conditional on g = Gig because entering a

program is an absorbing state. The first constraint requires that students only enter programs

for which they are qualified. In particular, if 1− qipg = 1 then dpig = 0. The second constraint

is the function governing how years of delay affect eligibility of a program. After one year

of delay, students’ GPAs are multiplied by 1.09 and after two years the multiplier is 1.18.16

Specifically, if GPAi is a student’s high school GPA and THGPAII
pg+1 is the minimum GPA

required to enter under the Group II admissions class with a delay, then for g ∈ {0, 1},

qipg+1 =


1 if GPAi ∗ (1 [Gig = 1] ∗ 1.09 + 1 [Gig = 2] ∗ 1.18) ≥ THGPAII

pg+1

0 otherwise

The third and fourth constraints specify the law of motion for the years of delay and require

that students choose only one option in a period, respectively.

16In practice, the multipliers depended on how much work experience students have, however, because
we do not observe hours, we assume that all students have the maximum GPA multiplier. Other proxies
for full-time work meant that we observed many individuals entering programs for which they appeared
unqualified.
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Further Parametrization and Specification of Expectations

We make further parametric assumptions that lead to a closed form solution to the opti-

mization problem. In each period, we assume that the current-period preference shocks for

schooling and delaying are known, but future shocks are still random. We also assume that,

before committing to a choice, students can observe all the current-period threshold GPAs,

and thus know Qig, which is the vector denoting the programs for which they are eligible.17

In contrast, when making their choices, students only know the expected present value of

their student financial aid, their expected lifetime earnings in any given program, and their

expected earnings during a year of delay. Under these assumptions,

Eg

[
US
ipg

]
= αf + αxXipf + Eg [PV earnipg] + Eg [PV SFAig] + εSipg (8)

Eg

[
UG
ig

]
= γsg + γhg + γc + γuunempig + γaageig + Eg [earnig] + εGig (9)

We estimate these expectations outside the model and provide a detailed description of how

we do that in Online Appendix A.

To fully parameterize Vig (εig, Qig, Gig), we also need to specify E [Vig+1 (εig+1, Qig+1, Gig+1)].

Starting from the g = 1 point of view, the expected maximum utility in period 2, where

d0
i2 = 0, is,

E1 [Vi2 (εi2, Qi2, 2)] = E1

[
max
dig

30∑
p=1

dpi2qip2U
S
ip2

]
(10)

When g = 1, both qip2 and US
ip2 are stochastic. If we assume that εi2 is independent and

identically drawn from an extreme value (type 1) distribution with a location equal to zero

17Although thresholds are unknown in June when students apply, we make this assumption because a)
the application system was strategy proof, such that students had no incentive to misrepresent their true
preferences in their rankings, b) before programs began, in September, the GPA cutoffs and the number of
places still available were published. Thus, students who had not received an offer could choose one of the
available programs before committing to delaying.
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and a scale of τ > 0, then, following McFadden (1977), we can write the expected value

function, conditional on Qi2, as,

E1 [Vi2 (εi2, Qi2, 2) |Qi2] = τ ln

[
30∑
p=1

qip2 exp

(
1

τ
ŪS
ip2

)]
+ λτ (11)

Where : ŪS
ip2 = αf + αxXipf + E2 [PV earnip2] + E2 [PV SFAi2]

In the last term of (11) λ represents Euler’s constant.18

To write down the unconditional expected value function, when g = 1, we need to

specify students’ beliefs about the probability that qip2 = 1 for all programs. A stu-

dent is qualified for a program in period two if her GPA is above the Group II thresh-

old in that period, which we will call THGPAII
p2. We assume that students believe that

for each program THGPAII
p2 is independently and uniformly distributed with a support of{

THGPAII
p2, THGPA

II

p2

}
. This means that if a student’s own GPA is above THGPA

II

p2,

then she believes that Pip2 ≡ prob (qip2 = 1) = 1. Conversely, if a student’s own GPA is

below THGPAII
p2, then he believes that Pip2 = 0. This specification allows us to greatly

reduce the dimensionality of the problem, which, if unconstrained, would involve integrating

over 230 choice sets. Given this parametrization, the unconditional expected value func-

tion, E1 [Vi2 (εi2, Qi2, 2)], is a weighted average of all the conditional expected value functions

associated with each possible combination of programs for which a student might be quali-

fied in period 2. The weights are the probabilities associated with being qualified for each

combination of programs.19

18Euler’s constant is defined as the limit of the difference between the natural log and a harmonic sequence
and is equal to roughly 0.5772. If a random variable follows an extreme value (type 1) distribution with a
location equal to zero and a scale of τ then the mean of the random variable is τλ.

19An example of such a weighted average of conditional expected value functions is given in Online Appendix
C.
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The structure of the expected value function in period 1 from the period 0 point of

view has a similar structure except that d0
i1 = 1 is possible. Again, assuming that εi1 is i.i.d.

extreme value with a location of zero and a scale of τ , the conditional expected value function

is:

E0 [Vi1 (εi1, Qi1, 1) |Qi1] = (12)

τ ln

[
30∑
p=1

qip1 exp

(
1

τ
ŪS
ip1

)
+ exp

(
1

τ

(
ŪG
i1 + βE0 [Vi2 (εi2, Qi2, 2)]

))]
+ λτ

We assume that all of the stochastic elements are independent across time periods, and

that learning Qi1 in period 1 does not affect a student’s forecast for Qi2. This implies that

E0 [Vi2 (εi2, Qi2, 2)] = E1 [Vi2 (εi2, Qi2, 2)].

The variable Qi1, which is random in period 0, depends on the Group II thresholds in

period 1 (THGPAII
p1). As in period 2, we assume that students believe that THGPAII

p1 is

independently and uniformly distributed with a support of
{
THGPAII

p1, THGPA
II

p1

}
. The

only difference between the period 1 and period 2 threshold distributions is the GPA mul-

tiplier. After one year of delay, an individual’s GPA is only multiplied by 1.09, whereas

after two years the GPA is inflated by 1.18. Thus, for all thresholds above 6, THGPAII
p1 =

THGPAII
p2/1.18 ∗ 1.09, and the analogous equality holds for the upper bound. As such,

E0 [Vi1 (εi1, Qi1, 1)] will also be a weighted average of all possible E0 [Vi1 (εi1, Qi1, 1) |Qi1].

Calibrating the Threshold Distributions

We calibrate the upper and lower bounds on the GPA threshold distributions using data from

the actual GPA cutoffs. In the archival reports published by central admissions authority,

the minimum GPA thresholds are published for students who have the maximum Group II

20
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GPA multiplier, which is 1.18. We find the mean and standard deviation across the years

1979 to 1986 for each program. Then, we use one standard deviation above and below the

mean to define the support of each program’s threshold distribution after two years of delay.

If one standard deviation below the mean is below the minimum GPA of 6, then we use 6

as the truncation point. The support of the threshold distributions after one year of delay is

found similarly, except we use 1.09 as the multiplier.

We truncate the distributions to limit the number of programs into which students are

uncertain they will be admitted in the future. If we truncate at one standard deviation

above and below the mean, the maximum number of programs over which any student is

“uncertain” is ten, which requires computing a weighted sum of 210 possible future choice

sets.20

Estimation and Identification

Because the solution to the model has a closed form, we use Maximum Likelihood to estimate

the parameters of the model. In total, there are 21 parameters to estimate. The observed

choices will identify, up to scale, the coefficients in the utility equations. The scale of the

preference shocks, τ , will fit differences in enrollment rates that are unexplained by the

average choice-specific utilities, including differences in lifetime earnings.21

The variation in GPA thresholds, in both admissions groups, provides an important source

of exogenous variation. Students’ contributions to the likelihood function are conditional on

the set of programs for which they are eligible, meaning their GPA is above the relevant

20In Online Appendix I, we report results from a model where we use the full support over the years 1979 to
1986. This appendix also includes models where the students believe the distributions are truncated normal
and uniform with drift. Our key findings are robust to different assumptions about these beliefs.

21In Online Appendix D, we provide a more detailed discussion of the estimation method and the identifying
variation.
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threshold. Because the GPA thresholds fluctuate based on aggregate demand and supply,

individuals do not know exactly what future thresholds will be. The unpredictable fluctua-

tions in the thresholds generates useful variation both within and across cohorts in the set

of programs for which a student is eligible. Across cohorts, two students with the same GPA

and the same set of characteristics, both observed and unobserved, will face a different set

of program choices because of the year they graduate high school. Within a cohort, students

with GPAs just above or below a threshold will face a different set of options, despite having

similar grades. This variation also helps identify parameters in the value of delay because

the set of options to which delaying is compared depends on the GPA thresholds. We show

the threshold variation in Online Appendix D.

Although we do take advantage of the exogenous variation provided by the fluctuations

in GPA thresholds, this does not guarantee that our independence assumption holds. A key

concern stems from unobserved heterogeneity in expected future earnings. We discuss the

implications of bias arising from this source in Online Appendix E.

VII Results

Once we have estimated the parameters, the structural model allows us to manipulate the

GPA thresholds, and, using simulated data and shocks, investigate the distribution of choices

under counterfactual admissions constraints. Because they are not of direct interest, we

report the estimated parameters in Online Appendix F. In this section, we begin by evaluating

the model by demonstrating how well it can predict the distribution of delay both in and

out of sample. Following that discussion, we present the results from the counterfactual

experiments.
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In assessing the fit of the model, our focus is on how well our model simulations can

predict the distributions of delay. We use the sample period 1981-1984 to investigate how

well the model performs in sample, and we use the 1980 cohort to examine the out-of-sample

fit of the model. The simulated distributions were constructed by randomly drawing samples

and a set of preference shocks 100 times and then determining the distribution of choices

conditional on those shocks.

In Figure 1, we show, for each program, the fractions of students admitted without delay

in the data and the simulations together with the Group I thresholds in each year. Overall, we

believe the model simulations fit the data reasonably well. The simulations match the data

best when the fraction of students admitted without delay in the data moves in the opposite

direction of the GPA threshold. In these years, changes in the fractions of Group I enrollment

quotas create changes in the excess demand for spots in the Group I admissions class, which

drives changes in the GPA threshold. In the model, an increase in GPA thresholds leads to

fewer programs in some students’ choice sets, which would then tend to reduce the fraction

entering without delay, and vice versa for decreases in thresholds. Fluctuations in the GPA

thresholds provide the main source of identifying variation that drives the simulated decisions

to delay university. Sex and high school track are also strong predictors of delaying and the

field-of-study choice. As such, variation across cohorts in the share of women and students

graduating from the math track also contribute to the fit of the model. In Online Appendix

G, we report the extent to which we can match distributions within those subgroups.
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Figure 1: Fraction of Entering Each Program Without Delay, Simulated and Data: 1980-1984

University abbreviations in the panel titles are KU, University of Copenhagen; AU, Aarhus University; SDU, University of
Southern Denmark; RU, Roskilde University; AAU, Aalbourg University; DTU, Danish Technical University; ABS, Aarhus
Busines School. Field-of-study abbreviations are Med, Medical programs; Nat Sci, Natural Sciences; Bio, Biology; Theo,
Theology; Hum, Humanities; Bus/Econ, Business and Economics; PoliSci, Political Science; Soc Sci, Social Sciences; Eng,
Engineering; E. Eng, Electrical Engineering.

Delaying under Counterfactual Admissions Constraints

The main purpose of our counterfactual experiments is to analyze the extent to which indi-

viduals alter the timing of entry into university because they are constrained from entering

their preferred program. The counterfactuals are not meant to represent policies that could

be cost-effective to implement, but instead allow us to use revealed preference arguments to

infer students’ optimal behaviour, and from that the constraints they face. We do use the

experiments to investigate whether students respond to incentives to change their delaying

behaviour, and, in that sense, they can inform the potential effectiveness for such policies.
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However, since the thought experiments represent extreme interventions, which would entail

enormous costs to implement, our findings are indicative of the maximum scope for impact.

The counterfactuals reveal how the existing stock of enrolled university students would

respond to changes in the admissions constraints, holding constant the direct utility of de-

laying and the utility of entering a program following any given years of delay. In each of the

experiments, we allow the number of positions available in all programs to expand to meet

demand among students qualified under the particular set of GPA thresholds. We also hold

expected life-time earnings constant for each choice pathway. Essentially, we do not allow for

any general equilibrium effects stemming from, for example, changes in the relative number

of doctors. Since, in our model, we condition on enrolling in university within two years of

high school graduation, our counterfactual experiments do not allow for new enrollments.

Because of this, each experiment weakly expands the set of choices available to each student.

This is important because, if we restricted the choice set, some students might prefer ‘no

university’ to the constrained set of choices.

To implement the counterfactual experiments, we maintain all other structural elements

of the model and alter the GPA thresholds faced by students. We randomly draw a sample of

students and their preference shocks 100 times, and using the estimated parameters, we solve

the model for each student’s optimal choice. Finally, we summarize the resulting distributions

of years of delay and fields of study.

In Table 4, we show the distributions of delay that are generated by each of three different

experiments, along with the ‘baseline’ case, which refers to the simulated results using the

actual GPA thresholds from 1981-1984. The first experiment, called ‘free entry’, eliminates

the GPA thresholds from all programs in all years. This is essentially completely open
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Table 4: Counterfactual Admissions Constraints: Distribution of Delay (Standard Errors in
Parentheses)

Baseline Free Free Entry Free Entry
Entry with no delay Except Med.

0 years delay 0.5468 0.6400 0.6572 0.6456
(0.0041) (0.0042) (0.0042) (0.0039)

1 year delay 0.2937 0.2546 0.2239 0.2425
(0.0031) (0.0029) (0.0028) (0.0030)

2 years delay 0.1595 0.1054 0.1190 0.1119
(0.0034) (0.0026) (0.0028) (0.0025)

Notes: Distributions of delay are simulated under different counterfactual admissions constraints. The baseline specification
uses the model admissions constraints. “Free Entry” means there are no restrictions on any program in any period. Under the
“Free Entry with no Delay” counterfactual there are no restrictions if students enter university directly from university, but if
they delay they face the usual model restrictions after one or two years of delay. “Free Entry Except Med” means there are no
restrictions in any period in every other program except Medical programs, for which the model restrictions apply in every year.

admissions for high school graduates with a GPA of at least 6. In the free-entry experiment,

students reveal their wholly unconstrained choices in terms of both the timing of entry and

the field of study entered.

Compared to the baseline, the percentage of students who enter university directly from

high school increases from 54.68% to 64.00%. Of this 9.32 percentage point increase, roughly

60% is generated by a reduction in delaying by two years. This shift in the distribution

of delay are the net effect of two different and counteracting incentives that are generated

by eliminating both the admissions constraints and the risk associated with future GPA

thresholds.

In the baseline policy environment, there is, potentially, a set of students who delay

because their GPA is below the threshold of their preferred program in a given year. The

elimination of thresholds in the free-entry experiment, holding all else constant, should induce

these students to reduce their years of delay. There is a less obvious and countervailing effect

that could occur because there is no risk associated with future GPA thresholds in the free-

entry experiment. There might be some students in the baseline environment who would
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prefer to delay to a future period, but enter university in the current period because of the

presence of future risk. The elimination of risk, in the open admissions environment, would

tend to encourage these students to delay more often or for more years.22

To disentangle these two effects and to quantify their magnitudes, we calculate the gross

flows from the years of delay in the baseline to that in the free-entry environment. These

flows are reported in Table 5, where the rows and columns correspond to the baseline and

free-entry environments, respectively. The number in each cell represents a fraction of the

entire simulated sample; as such, the sum of all cells in the table is one.

The sum along the diagonal of Table 5, which is 86.33%, represents the fraction of students

who, relative to the baseline, do not alter their years of delay in the free-entry experiment.

A revealed-preference argument suggests that these students are unconstrained, in terms of

the timing of entry, in the baseline admissions environment. When all options are available,

the students choose the same years of delay as they do in the baseline, implying that the

relevant baseline constraints do not bind for this group of students.

Table 5: Gross flows in the distribution of delay from the baseline to the free entry experiment

Free Entry

Zero years One year Two years

Baseline
Zero years 0.5370 0.0071 0.0028
One year 0.0652 0.2261 0.0024
Two years 0.0378 0.0215 0.1002

Notes: The joint distribution of delay in the baseline and “Free Entry” counterfactuals is reported. The baseline specification
uses the model admissions constraints. “Free Entry” means there are no restrictions on any program in any period.

The fraction of the simulated sample who decrease their years of delay in the free-entry

experiment is found by summing the lower off-diagonal cells in Table 5. These cells sum to

22Eliminating the admissions risk, while holding constant the GPA thresholds, creates a different set of
incentives that we discuss in Supplement Appendix K.

27

This article is protected by copyright. All rights reserved. 



A
cc

ep
te

d
 A

rt
ic

le
12.45% of the simulated sample, representing 27.47% of all baseline delayers. From revealed-

preferences, and because we hold constant all other modelled facets of utility, we can infer

that these students delay because they could not enter a preferred program in an earlier

period. Among the students who enter more quickly in the unconstrained and risk-free

experiment, most enter university directly from high school. Specifically, 10.30% of the

simulated sample are baseline delayers who enter university after zero years of delay in the

free-entry experiment, and 2.15% reduce their delay from two years to one.

The sum of the upper off-diagonal cells reports the opposite effect of the free-entry ex-

periment, relative to baseline. That sum reveals that 1.23% of the simulated sample increase

their years of delay. This effect is driven by the elimination of future risk in the free-entry ex-

periment. For these students, in the absence of risk and when their choices are unconstrained,

delaying and entering a program in a future period dominates entering any program in the

current period.

When comparing the baseline to unconstrained admissions, the 9.32 percentage point net

increase in direct entry results from the 10.30% gross increase in the fraction with zero years

of delay minus the .99% who flow from zero years of delay to at least one year of delay. Thus,

in the 1981-1984 sample period, the dominant effect of the admissions system on the timing

of university enrollment is to increase years of delay. Overall, however, for the vast majority,

more than 85%, the admissions constraints have no effect on when students enter university.

The next experiment, reported in the third column of Table 4, combines free entry after

zero years of delay with the baseline environment after at least one year of delay. This coun-

terfactual is labeled “free entry with no delay”, and we will call it the “no-delay” experiment

for ease of exposition. In this experiment, students can enter any program if they enter
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directly from high school; if they delay then they face the usual Group II GPA thresholds,

and the risk associated with fluctuations in those thresholds. This experiment focuses the

admissions incentives on entering with zero years of delay, and, as a side effect, shuts down

the free-entry incentive to delay by one year among those who enter directly in the baseline.

Comparing the fraction of the simulated sample who enter university directly from high

school in the baseline to that in the no-delay experiment reveals a net increase of 11.04

percentage points. Within the sample period, this is the largest effect on delaying that

policies which relax admissions constraints might induce. Again, it is worth emphasizing

that fully opening admissions is an extreme case. A policy that is feasible to implement

would likely have more modest effects.

Using the free-entry experiment as a benchmark with which to compare the no-delay

experiment contrasts an unconstrained and risk-free distribution of choices to one in which

direct entry is incentivized. When the Group II admissions class was created policy makers

thought students would benefit from work experience prior to entering university. We do

not evaluate the impact of delaying, but there is evidence using similar data from Sweden

to suggest that delaying reduces lifetime earnings (Holmlund et al., 2008). For this reason,

particularly if tax revenues are also reduced, governments might want to encourage students

to enter directly, even if that is not their unconstrained choice.

In Table 6, we report the gross flows from years of delay in the free-entry experiment to the

no-delay experiment. Again, the cells sum to one. Since, in both experiments, students are

free to enter any program they choose after zero years of delay, and because all other aspects

of utility are held constant, all of the students who enter directly in the free-entry experiment

do the same in the no-delay experiment. This group represents 64% of the simulated sample.
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Table 6: Gross flows in the distribution of delay from free entry to the free entry without
delay experiment

Free Entry Without Delay

Zero years One year Two years

Free Entry
Zero years 0.6400 0.0000 0.0000
One year 0.0124 0.2216 0.0206
Two years 0.0047 0.0023 0.0983

Notes: The joint distribution of delay in the “Free Entry” and “Free Entry Without Delay” counterfactuals is reported. “Free
Entry” means there are no restrictions on any program in any period. Under the “Free Entry with no Delay” counterfactual there
are no restrictions if students enter university directly from university, but if they delay they face the usual model restrictions
after one or two years of delay.

The percentage of the simulated sample that was induced, from their free-entry choice, by

the no-delay experiment to reduce their years of delay to zero is only 1.72%. That this effect

is so small suggests that among those who, in the baseline environment, delay because their

GPA is below the threshold of a preferred program, most would, in the absence admissions

restrictions, prefer to enter directly.

Because both the free-entry and no-delay experiments allow students to enter any pro-

gram, the changes in the distribution of delay may result from substantial shifts in the

distribution of field of study. In Table 7, we report the resulting distributions of field of

study for the baseline, the free-entry experiment, and a third counterfactual, which we will

discuss shortly. Relative to the baseline, in the free-entry experiment, the net flow is primar-

ily into medicine, which is among the programs with the highest excess demand. Although

the shares in all other fields contract, the largest reduction is in Engineering.

To further investigate this net difference in the field of study, and how it is related to

the changes in delay, we calculate the gross flows across the joint distribution of delay and

fields. There are 15 outcomes in the joint distribution, and in Table 8 we report the fraction

of the simulated sample flowing from each of the outcomes in baseline to each outcome in
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Table 7: Counterfactual Admissions Constraints: Distribution of Field of Study (Standard
Errors in Parentheses)

Baseline Free Free Entry
Entry Except Med.

Humantities 0.1475 0.1200 0.1391
(0.0023) (0.0020) (0.0022)

Natural Science 0.1858 0.1503 0.1832
(0.0030) (0.0029) (0.0032)

Social Science 0.3663 0.3530 0.4066
(0.0041) (0.0045) (0.0048)

Engineering 0.2298 0.1685 0.2014
(0.0031) (0.0027) (0.0030)

Medical programs 0.0706 0.2083 0.0696
(0.0015) (0.0046) (0.0015)

Notes: Distributions of field of study are simulated under different counterfactual admissions constraints. The baseline spec-
ification uses the model admissions constraints. “Free Entry” means there are no restrictions on any program in any period.
“Free Entry Except Med.” means there are no restrictions in any period in every other program except Medical programs, for
which the model restrictions apply in every year.

the free-entry experiment.

The diagonal in this table, which is shaded dark grey, represents the sample who did not

change their field of study or their years of delay in the free-entry experiment. The sum of

those cells totals 73.06%. Among those who did change their choice, there are three different

types of movement. First, students might alter their timing of entry but remain in the same

field of study. These outcomes are shaded light grey. Less than one percent of the sample

increase their years of delay and 2.76% enter after fewer years of delay, while remaining in

their baseline field. This latter group of students are primarily those who enter the high

excess-demand fields of Medicine and Social Science.

The second type of movement involves changing the field of study without altering the

timing of entry. More than 13% of the sample make such a change. From the point of view of

a policy maker hoping to encourage direct entry this would be the least desirable behavioural

response. Indeed, most of this movement, 8.23% of the sample, is generated by flows into

Medicine.
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Finally, the third type of movement, made by 10.56% of the sample, involves shifts in

both field and years of delay. Two fifths of this group are students who delay in the baseline

and then enter Medicine without delay in the free-entry experiment. Although students from

all other baseline fields flow into Medicine, the largest shares come from the baseline fields

of Engineering and Social Sciences.

As we noted previously, 12.45% of the simulated sample reduce their years in the free-

entry experiment relative to baseline. Of those students, 43.01%, which is roughly 5% of the

whole sample, switch from their baseline field into Medicine. Because such a large fraction

of the reduction in delay is driven by the flow into Medicine, we perform a third experiment

that removes the admissions constraints in all years from all programs except Medicine. We

call this experiment “free entry, except Medicine.”

The distribution of delay in this counterfactual is reported in the fourth column of Table

4 and the distribution of fields is reported in the third column of Table 7. When students

can freely enter any program except Medicine, we observe a distribution of delay that is

very similar to that in the free-entry experiment. Similarly, the free-entry-except-Medicine

experiment increases direct entry by 9.9 percentage points relative to baseline. In contrast,

however, the distribution of fields in the free-entry-except-Medicine experiment is relatively

close to the baseline distribution. The share in Social Sciences increases by 4.03 percentages

points, drawing mostly from Engineering. The free-entry-except-Medicine essentially shuts

down much of the “windfall” behaviour in which students enter Medicine without reducing

delay.23 Although, in general, our findings imply that relaxing admissions restrictions will

23The gross flows across the joint distribution of delay and fields from the baseline to the free free-entry-
except-Medicine experiment are reported in Online Appendix H.
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not dramatically reduce delay, this particular finding does suggest in designing such policies,

it is important to consider the impact on high excess-demand programs.

VIII Conclusion

We investigate the extent to which the common practice of delaying university among Danish

students is affected by admissions restrictions. This question is motivated by the observation

that the propensity to delay varies substantially across field of study. We study the admissions

policies active in the early 1980’s. The policies from this period share many key features with

current policies in Denmark and other Nordic countries, and are more generally applicable

whenever excess demand creates admissions constraints in competitive programs. In the

Danish context, admissions constraints arise because of fixed enrollment quotas.

We model the Danish policy environment using a dynamic discrete choice model in which

high school graduates choose whether to enter a program into which they have been admitted

in that period or to delay to the next period. The set of program choices in future periods

fluctuate unpredictably, and this generates an incentive for some to delay and conversely for

others to enter directly. In the context of the random GPA thresholds, our use of structure

has two advantages. First, we exploit the exogenous changes, within and between cohorts,

in minimum GPA thresholds to help identify the model. Second, the structure allows us to

quantify the gross effects of the two countervailing incentives.

We find that the incentive to delay dominates the incentive to enter directly. However,

our simulations also suggest that the percentage of high school graduates delaying university

would only fall by 9.32 percentage points in a completely open admissions system. This

is primarily because, among the students who delay, less than one third do so because of
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admissions restrictions. For a host of reasons, including the direct costs it would entail, fully

opening admissions is not a reasonable policy. Instead, we think of this as a thought experi-

ment that is informative of the maximum possible impact of easing admissions constraints.

In the Danish type of admissions system, the minimum GPA restrictions in some programs

always bind for some students because the restriction only exists when there is excess demand.

As such, our results imply that although students are constrained by the fixed supply of

positions, not all of those students are willing to delay because of the constraints. Across

systems, one would expect the fraction of students affected by restrictions to vary with

the fraction of all university positions with minimum GPA requirements. It is also worth

emphasising, we do not model the decision to enter university, in part, because there is always

at least one program into which any high school graduate would be admitted in our sample

period. In highly competitive systems, admissions restrictions may affect that margin.

Overall, for policy makers interested in accelerating young people’s entry into the full-

time labour market, in systems with comparable levels of excess demand, our results suggest

that there is limited scope to substantially reduce the amount of delaying with programs

that give students who apply directly from high school advantages in admissions. Although

we do not study this issue directly, financial incentives, which have been shown to reduce

the time taken to complete a degree (Garibaldi et al., 2012; Gunnes et al., 2013), may prove

more effective.
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