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The market for privacy: Understanding how consumers trade off privacy 

practices 

 

Abstract 

In recent years, firms’ privacy practices have received increasing attention from consumers. While firms 

largely see this development as a threat, as consumers might prohibit collection or use of data, we 

suggest that it can also represent an opportunity for firms. On the “market for privacy” firms can gain a 

competitive advantage by differentiation and actively promoting preferred privacy practices. In this 

context, we study how consumers trade off five privacy elements relating to distributive fairness (i.e., 

information collection, storage, use) and procedural fairness (i.e., transparency, control). Moreover, we 

analyze how the impact of these elements differs among four industries that vary in information 

sensitivity and interaction intensity. By using discrete choice experiments, we show that all privacy 

elements matter to consumers, even when in a trade-off with price. In highly sensitive industries 

differences in information collection and use matter more while storage matters less for differentiation. 

When consumers have less frequent interactions with companies, they require more transparency 

about their privacy practices. We demonstrate empirically that optimizing privacy practices can lead to 

robust changes in market shares (study 1) and higher revenues in equilibrium (study 2) when firms 

embrace the market for privacy. 

 

Keywords: Privacy; information collection; information storage; information use; strategy 



 



1. Introduction 

Declining costs of gathering and storing consumer data and the growing necessity to harness this 

data to stay competitive leads to an erosion of consumer privacy (Rust, Kannan, and Peng 2002). The 

collection of personal information enables firms to understand the needs and preferences of consumers 

better, thereby generating potential positive consequences for consumers. Major tech firms, such as 

Google, Amazon and Netflix are now using personalization methods. Also, advertisers use specialized 

firms to target customers online and on social media. This is, however, not without a risk and can create 

strong negative publicity and debates, as shown, for example, in the analyses of Facebook profiles done 

by Cambridge Analytica for the campaign of Donald Trump targeting US voters in the 2016 elections 

(Cadwalladr and Graham-Harrison 2018). Controversial revelations about privacy and frequent negative 

publicity about privacy breaches are making consumers also increasingly concerned about the negative 

consequences of providing information. The potential negative consequences have also been debated 

when COVID-19 tracking apps have been introduced to monitor the pandemic and inform individuals at 

risk (Brough and Martin 2021). Accepting to share personal information with companies therefore 

requires a well-established trade-off of these positive and negative consequences from consumers (Rust 

and Huang 2014; Acquisti, Brandimarte, and Loewenstein 2015; Beke et al. 2022; Krafft, Arden, and 

Verhoef 2017).  

This trade-off is managerially meaningful. When consumers consider the aforementioned trade-

off as unfavorable, they are more likely to refrain from using products and services that are conditional 

on collecting information. As an example, a study by the Pew Research Center shows that 60% of 

consumers have chosen to not install a mobile app when the collection of information was too 

extensive, and 43% have uninstalled a mobile app after finding out about information collection 

(Olmstead and Atkinson 2015). This implies that consumers are more likely to choose an offer that 

protects their privacy better, i.e., has a less negative trade-off for consumers (Lee, Ahn, and Bang 2011).  



If firms only address minimum legal requirements, e.g., complying to the General Data Protection 

Regulation (GDPR) in the EU, and offer the same privacy practices there is intense competition among 

firms in this “market for privacy” (Rust, Kannan, and Peng 2002). In this context, we argue and 

empirically demonstrate that firms should consider the growing attention for privacy as an opportunity 

to strategically differentiate from competitors (Goldfarb and Tucker 2013; Bleier, Goldfarb and Tucker 

2020). Differentiating on privacy can segment the market effectively, e.g., among privacy unconcerned 

consumers who prefer lower prices instead and privacy fundamentalists who require more privacy 

(Hann et al. 2007; Lee, Ahn, and Bang 2011). In this case, differentiation lowers competition and can 

lead to markets with larger surplus among competitors, while also being beneficial for consumers. Large 

firms such as Apple and Google already embrace stricter privacy practices although not necessarily 

required by law to do so (Gurman and Grant 2021). To differentiate, firms need a better understanding 

of how their privacy practices affect consumers’ decisions (Bolton and Saxena-Iyer 2009; Rust and Huang 

2014). This trade-off is not trivial to capture as consumers would likely gain larger benefits, e.g., via 

personalization, when providing more or more sensitive information. This would make this option 

equally attractive in terms of net utility as sharing less information for smaller benefits.  

We contribute to this research field as follows. First, we present an empirical study that measures 

consumers’ trade-offs among options that vary in five privacy practices: 1) information collection, 2) 

information storage, 3) information use, 4) transparency, and 5) control. We show that each of these 

privacy practices matters to consumers and demonstrate how a negative utility of a privacy practice can 

be balanced by a more favorable element of another privacy practice. In a separate empirical study, we 

confirm that this trade-off also holds next to price, i.e., that consumers are willing to pay a higher price 

when offered with better privacy options and vice versa. Second, whereas prior work has predominantly 

assessed the privacy trade-off in one specific industry or context (Zhao, Lu, and Gupta 2012; Sutanto et 

al. 2013; Premazzi et al. 2010) we differentiate our findings for four industries (banks, insurances, news, 



cinemas). These industries differ in terms of information sensitivity (referring to consumers’ potential 

loss when information ends up in the wrong hands) and interaction intensity (referring to how often 

consumers interact or transact with a firm). For each industry, we highlight market scenarios in which 

differentiation on privacy can increase market shares and result in higher (equilibrium) market prices 

and revenues that benefit firms and consumers. In this regard, our results identify competitive privacy 

elements that have the potential to, at least, slow down privacy erosion.  

 

2. Literature review 

Privacy is relevant in a multitude of disciplines, including but not limited to marketing, information 

systems, management, human resources, medicine, or even transportation, e.g., in the context of 

autonomous driving. There are several summaries of the existing knowledge in these disciplines in 

systematic reviews, e.g., (Beke, Eggers, and Verhoef 2018; Bélanger and Crossler 2011; Martin and 

Murphy 2017; Smith, Dinev, and Xu 2011). In this chapter we focus on exemplary research that addresses 

the consumer perspective and the trade-off that consumers have to make between positive and negative 

aspects of sharing data, e.g., the benefit of personalization vs. sharing more personal information.  

Already in the early days of Internet there has been attention for personalization and the 

development of recommender systems in, e.g., the news industry (e.g., Konstan et al. 1997; Resnick and 

Varian 1997). There is an extensive literature on how data and models can be used to personalize and 

how recommender systems can be developed in marketing, information systems and computer science 

(e.g., Verhoef, Kooge, and Walk 2016). Ansari and Mela (2003) develop a statistical and optimization 

approach for customization of information on the Internet. Chung, Rust and Wedel (2009) develop 

Bayesian models to personalize music playlist. Within computer science there is extensive attention for 

the development of models for online personalization (e.g., Adomavicius and Tuzhilin 2005). Beyond 



studies considering the development of these systems, researchers have also considered if customer’s 

willingness to use these systems and share data. For example, Kim and Kim (2018) study factors driving 

the willingness to provide personal information for recommender systems. Al-Natour et al. (2020) study 

how privacy uncertainty influences the use of mobile apps, which also frequently use personalization 

techniques. Beke et al. (2022) have developed the PRICAL scale to measure the trade-off between costs 

and benefits of data-sharing. This research has also gained importance during the Covid-19 epidemic in 

which Corona tracing apps require access to personal health and location data for a personal and societal 

benefit (Brough and Martin 2021). Lin (2022) separates a consumer’s privacy preference into an intrinsic 

and an instrumental component and estimates the value of privacy to consumers and the value of 

consumer data to firms. In sum, there is an extensive amount of literature on privacy, online 

recommendation and personalization, or how privacy policies affect the attitude towards digital goods. 

Importantly, there is no research that shows how different privacy elements influence consumers’ choices 

and how the importance of these elements changes depending on the industry of the firm. We address 

this research gap with our study.  

 

3. Conceptual background 

There has been much discussion on how informational privacy1 should be defined. The most 

prevalent standpoint is that informational privacy is a matter of autonomy and control over the collection, 

storage, and use of information (Westin 1967; Petronio 1991; Smith, Milberg, and Burke 1996; Malhotra, 

Kim, and Agarwal 2004). Recent privacy laws and guidelines in the US and the EU have adopted this 

standpoint on privacy, as they aim to let consumers decide for themselves what happens with their 

information. According to this line of thinking, privacy is “the ability of individuals to control the terms 

 
1 Note that our focus is on informational privacy rather than physical privacy. For an extensive discussion on the 

conceptual nature of privacy, see Stewart (2017). 



under which their personal information is acquired, stored, and used” (Culnan and Bies 2003; Smith, 

Milberg, and Burke 1996).  

We refer to social justice theory and divide this definition into privacy elements that relate to 

privacy outcomes, i.e., distributive fairness (information collection, storage, use), and elements that take 

the procedures that cause these outcomes into account, i.e., procedural fairness (transparency, control) 

(Son and Kim 2008; Culnan and Bies 2003; Wirtz and Lwin 2009). In this context, we study how consumers 

trade off the positive and negative consequences of these five elements of a privacy strategy and how 

they influence the acceptance of information collection. Specifically, in study 1, we analyze how this trade-

off is moderated by industry characteristics. We assess industry characteristics that could aggravate the 

risks for consumers (information sensitivity) and that could enhance their benefits (interaction intensity). 

In study 2, we add price to the model to analyze to what extent consumers trade off privacy elements 

with more salient benefits, i.e., lower prices. Figure 1 summarizes the conceptual model. 

===== FIGURE 1 ===== 

3.1 Consumer trade-off among privacy elements 

Many consumer decisions are based on trade-offs, for example between price and quality. When 

consumers evaluate offerings made by firms they make a trade-off between what they gain (positive 

consequences) and what they lose (negative consequences) in relation to their status quo (Bolton and 

Lemon 1999; Ostrom and Iacobucci 1995). Trade-offs among these consequences can be reflected by 

utility theory or the concept of customer value (Zeithaml 1988). Accordingly, a consumer might consider 

the loss of anonymity due to the collection, storage, and use of information as negative; while the same 

consumer could attach a positive utility to the consequence that a firm better understands her needs and 

preferences leading to better personalized content (Rust and Huang 2014; Acquisti, Brandimarte, and 



Loewenstein 2015). Whether the balance of these consequences is positive or negative depends on how 

strong the consumers weigh the different privacy practices.  

Moreover, consumers might compensate negative privacy elements by other benefits that are not 

related to the data collection, e.g., lower prices. In this regard, it has been shown that consumers are 

willing to give up their privacy even for small monetary benefits (Athey, Catalini, and Tucker 2017). We 

therefore also add price to the trade-off (in study 2).  

3.1.1 Distributive Fairness 

According to distributive fairness in social justice theory a consumer perceives an exchange as fair 

if the own input is commensurate with the outcomes that the consumer receives by the firm (Wirtz and 

Lwin 2009), i.e., if the perceived benefits are proportional to the provided personal information. Firms 

typically employ three type of privacy practices that affect distributive fairness, namely information 

collection, information storing (processing), and information use (dissemination) (Solove 2006). 

Information collection refers to a firm’s gathering and recording of information about consumers. While 

prior work has shown that consumers are affected by the amount and type(s) of information a firm collects 

(Hui, Teo, and Lee 2007; Martin, Borah, and Palmatier 2017; Mothersbaugh et al. 2012), the type of 

information (and therefore information sensitivity) is often industry- or sector-specific and therefore 

difficult to change for a firm. Instead, firms have to make a strategic decision about where and how they 

collect information—that is, actively provided by consumers, passively tracked by firms, or inferred from 

other information. 

Information storage refers to saving the collected information in the firm’s database and keeping 

it available for future use. Consumers generally respond positively when a firm promises “safer” storage. 

For example, consumers are more inclined to choose firms when only authorized personnel has access 

to information about customers (Hann et al. 2007) and consumers use a personalized mobile app more 



often when information about them is stored only locally (Sutanto et al. 2013). More generally, firms 

could influence consumers’ privacy trade-off positively by storing information for a limited amount of 

time or by storing it anonymously, e.g., via k-anonymity or differential privacy (Jiang, Heng, and Choi 

2013; Wieringa et al. 2021; Schneider et al. 2017). 

Information use entails that firms process the information they have collected to generate 

knowledge about their customers. To create value firms can employ this knowledge to tailor their services 

or content to the needs and preferences of individual consumers (Adomavicius and Tuzhilin 2005; 

Montgomery and Smith 2009). Consumers generally respond positively to personalized websites (Hauser 

et al. 2009; Hauser, Liberali, and Urban 2014; Mothersbaugh et al. 2012), services (Chung, Rust, and Wedel 

2009; Chung, Wedel, and Rust 2016), and even advertisements and direct mail (Urban et al. 2013).  

However, consumers are not always convinced of the positive consequences of personalization. 

When explicitly asked, consumers oppose personalized marketing content such as banner ads or direct 

mail (Turow et al. 2009). Justifying personalized marketing content by pointing to increased relevance 

only convinces consumers to accept information collection in specific circumstances (Schumann, Von 

Wangenheim, and Groene 2014). Therefore, as consumers seemingly underestimate the added value of 

personalized content when it is made explicit, whether offering personalization prompts consumers to 

accept information collection remains unclear.  

3.1.2 Procedural Fairness 

Consumers also care about how distributive fairness is created in an exchange—that is, they require 

procedural fairness (Donaldson and Dunfee 1994). For example, while personalization might benefit 

consumers, they might still be dissatisfied when they believe they were not informed sufficiently about 

the data collection. In line with legislation and the aforementioned definition of privacy, firms can employ 

two privacy practices that affect procedural fairness: transparency and control (Wirtz and Lwin 2009). 



Transparency requires that a firm informs consumers about the collection, storage, and use of 

personal information. Without transparency consumers cannot know whether their privacy is respected 

or violated, such that legislators have considered transparency fundamental for privacy. The Federal Trade 

Commission in the US has traditionally stressed the importance of transparency (Ohlhausen 2014), while 

transparency is also imposed by the GDPR in the EU. Even though governments enforce transparency, 

firms have remained reluctant to clearly inform consumers about privacy practices. Many Fortune 100 

firms still rate below-average on transparency (Martin, Borah, and Palmatier 2018), and in the past most 

firms provide transparency by posting long and difficult-to-read privacy statements (McDonald and Cranor 

2008). Prior research has shown that perceived transparency makes consumers more cooperative and 

committed to a firm in general (Son and Kim 2008), and that actual transparency makes consumers feel 

less vulnerable (Aguirre et al. 2015; Martin, Borah, and Palmatier 2017). Thus, a firm could potentially 

benefit from being considered proactively transparent about the collection, storage, and use of 

information. However, firms need to take into account that transparency might also raise awareness or 

arouse privacy concerns (LaRose and Rifon 2007). Over 70% of consumers are unaware of what 

information firms collect, and consumers who are aware are less willing to disclose information (Rose, 

Rehse, and Röber 2012), which implies that transparency could be a double-edged sword. Therefore, 

understanding whether promoting transparency about the collection, storage, or use of information truly 

affects consumers’ trade-off and thus the acceptance of information collection positively is crucial.  

Control implies that a consumer has the ability to regulate the collection, storage, or use of 

information. The importance of control is also reflected in the Federal Trade Commission’s opinion on 

privacy, which has stressed that firms should ask consumers for consent (Ohlhausen 2014). In the EU, the 

GDPR mandates that besides control over data collection (consent of collection), firms should also provide 

consumers with control over data storage (ability to remove data) and data use (ability to prevent the use 

of data) (General Data Protection Regulation 2016). Moreover, providing control might also be in the 



interest of firms. Prior research has shown that consumers are more cooperative and committed to firms 

they believe provide control (Son and Kim 2008). For example, giving consumers control over the 

collection of their information increases the effectiveness of personalized advertisements (Schumann, 

Von Wangenheim, and Groene 2014), while providing consumers control over storage by offering the 

opportunity to remove information increases their acceptance of information collection by firms in 

general (Röber et al. 2015). Moreover, control over the use of information makes consumers more willing 

to self-disclose information to a specific firm (Mothersbaugh et al. 2012). However, despite governmental 

pressure and the potential benefit for both firms and consumers, firms have remained reluctant to 

proactively communicate that consumers have influence over the collection, storage, and use of 

information. Firms might fear that actively promoting control would disrupt the collection, storage, and 

use of information. Therefore, they need to consider carefully whether promoting control affects 

consumers’ trade-off and the acceptance of information collection positively. Additionally, firms need a 

better understanding of whether consumers’ acceptance of information collection hinges more on having 

the ability to prevent information collection (control over collection), the ability to remove or alter 

information (control over storage), or the ability to determine how information is used (control over use).  

3.2 Industries that affect information sensitivity and interaction intensity 

Preferences for privacy could be affected by the industry a firm operates in. We assess the 

influence of one industry characteristic that could enhance the perceived negative consequences for 

consumers—information sensitivity—and another industry characteristic that could affect the perceived 

positive consequences for consumers—interaction intensity. 

3.2.1 Information sensitivity 

Information sensitivity reflects the potential loss (risk) consumers might experience when the 

information ends up in the wrong hands and is misused (Milne et al. 2017; Mothersbaugh et al. 2012). 



As such, information sensitivity increases the subjective personal negative consequences or ‘costs’ of 

information disclosure (Premazzi et al. 2010). Consumers generally consider financial or medical 

information to be more sensitive than lifestyle or purchase habits (Mothersbaugh et al. 2012). While 

research has shown that consumers are less willing to disclose sensitive information (Lwin, Wirtz, and 

Williams 2007; Acquisti, John, and Loewenstein 2012; Mothersbaugh et al. 2012; Röber et al. 2015; 

Phelps, Nowak, and Ferrell 2000), these studies have manipulated information sensitivity by asking 

respondents to disclose a wide variety of types of information. However, firms generally have limited 

influence on which information is available for them to collect. For example, to provide personalized 

services a bank needs to process payment information, even though consumers might consider that 

information to be highly sensitive. Thus, information sensitivity is often under limited managerial control 

which implies that other elements might play a more important role in order to strategically 

differentiate from competitors. Not much is known from prior research how an increased risk (high 

information sensitivity) moderates the effect of distributive and procedural privacy practices on 

consumers’ privacy trade-off. 

3.2.2 Interaction intensity 

Rather than only affecting risks and potential losses, the type of industry might also affect the 

positive consequences, i.e., benefits, consumers derive from the collection of information. Interaction 

intensity, which we define as the frequency with which consumers interact or transact with a firm, has 

been used to classify industries or firms by prior studies using comparable terms: usage level (Danaher, 

Conroy, and McColl-Kennedy 2008), high versus low contact (Bowen 1990), and visit frequency (Hann et 

al. 2007). The value consumers derive from improved services due to information collection can be 

enhanced when consumers interact more frequently with firms. For example, consumers benefit more 

from a more efficient checkout process due to stored financial information when they transact more 

often with that firm. Similarly, consumers consider personalized feedback or marketing content more 



valuable when they use the firm’s products and services more often (Mothersbaugh et al. 2012). Also, 

consumers are more open to relationship programs they interact frequently with (Ashley et al. 2011). 

However, prior research has not yet addressed the effect of interaction frequency on the influence of 

specific elements of a firm’s privacy strategy on the acceptance of information collection. 

4. Study 1: Consumer trade-off among privacy practices 

4.1 Experimental design and procedure 

To measure the moderating role of industry characteristics on the influence of a firm’s privacy 

strategy, we employed a discrete choice experiment to a 2 x 2 between-subjects design, varying the 

industry’s information sensitivity (high vs. low) and interaction intensity (high vs. low). We selected 

specific industries on the basis of a pre-test (N = 50), in which respondents rated 16 industries on 

information sensitivity and interaction intensity, among other characteristics. All characteristics were 

rated on 7-point Likert scales. We identified banks (high information sensitivity, high interaction 

intensity), health insurance (high, low), news providers (low, high), and cinemas (low, low) as the four 

industries covering the four experimental conditions (details are available upon request). 

We allocated respondents randomly to one of the four conditions. In each condition respondents 

had to indicate the firm with which they normally transacted within the industry. All questions were 

then adjusted to that specific firm, so that we assess the acceptance of information collection for a 

specific purpose by a specific firm within a specific industry (see Appendix A for the scenario). 

Respondents who did not interact with a firm from the industry were screened out, as these 

respondents would not be able to relate the subsequent choice experiment to a specific, realistic 

context.   

Before the choice experiment started, the respondents answered several questions with regard to 

their perceived privacy practice of their current firm. These questions were structured into the privacy 



practices of information collection, storage, use, transparency, and control. These questions served to 

provide a benchmark for the status quo and, using the same terminology as in the choice experiment, to 

make respondents familiar with the attributes and levels used in the subsequent choice tasks.  

4.2 Discrete choice experiment 

In the discrete choice experiment, we assess whether consumers accept a personalization 

program that varies in the way data is collected, stored, and used, and the amount of transparency and 

control over these elements provided by a firm. For each of these elements we generated levels based 

on realistic combinations of sub-dimensions of each element, which resulted in seven to nine levels per 

element.2 Specifically, for information collection we used seven combinations of whether the data were 

provided voluntarily (default), tracked within the channels of the firm (internally), tracked outside the 

channels of the firm (externally), or inferred. Storage was represented by nine combinations of two sub-

dimensions; one that captured storage time (unlimited, one year, or one month) and another that 

captured storage type (anonymized, identifiable by ID, or identifiable by email address). Information use 

consisted of eight combinations of personalization of insights, personalization of marketing content, and 

secondary disclosure. Finally, transparency and control both featured all eight combinations for which 

element (collection, storage, use) the firm provides transparency and control, if any (see Appendix B for 

the list of attributes and levels). Throughout the experiment, respondents were able to get more 

information about the meaning of the attribute levels by moving their pointer over each level’s text, 

which opened a popup box with additional information and examples.  

We used a computer-generated design to allocate randomized sets of profiles to choice sets with 

two options each. The resulting factorial design was balanced and orthogonal (Huber and Zwerina 1996). 

Moreover, as we are interested in whether consumers accept information collection or would rather 

 
2 We made sure that each of the elements matter in a pre-test using banks as the research context (N = 100). 



reject information collection and not use the service, we included a no-choice option using a 

dual-response format (Brazell et al. 2006; Wlömert and Eggers 2016). Figure 2 depicts an exemplary 

choice set. Each respondent completed 14 choice sets, including an initial training set and a holdout set 

for checking predictive validity so that twelve decisions remained for the estimation. Please refer to the 

Web Appendix where we address potential concerns about the validity of a conjoint choice experiment 

in the field of privacy.  

===== FIGURE 2 ===== 

5. Results 

5.1 Sample 

We invited respondents to our experiment via a Dutch research panel provider that has sent out 

invitations to participate in our study. The panel is representative on six socio-demographic 

characteristics: gender, age, education, region, household composition and employment. Respondents 

received standard panel incentives for their participation. The median time to complete the survey was 

about 13 minutes (790 seconds). From the 1,285 consumers who completed the survey, 100 

respondents were removed because they answered the survey in an unrealistically short time (less than 

5 minutes), while another 344 respondents were removed because they failed an attention check.3 The 

remaining sample of 841 consumers showed no signs of adverse quality, such as straightlining. 

Respondents were equally divided over the four industries: Banks (N = 211), insurance firms (N = 223), 

news (N = 202), and cinemas (N = 205). Figure 3 shows the industry classification and a manipulation 

 
3 The 29% failure rate is substantial but in line with studies using similar instructional manipulation checks (Paas 

and Morren 2018). Nonetheless, it is a cause for concern. However, using a choice experiment with randomized 

stimuli, inattentive respondents are less likely to systematically bias the answers but would rather increase the error 

variance. Accordingly, not excluding the inattentive respondents and using the full sample for the estimation only 

has a minor effect on the results. Utility estimates are highly correlated (𝜌 = .99) but, in general, scaled lower 

(closer to zero) in the full sample, which is consistent with a higher amount of random answers in logit models 

(Hauser, Eggers, and Selove 2019). Consequently, consumers appear slightly less sensitive in simulations. However, 

no major implications change. Please refer to Appendix C for a comparison of the results.  



check based on perceived industry characteristics and confirms that the four industries were 

appropriately represented. 

Because target groups in the four industries differed, the samples had minor structural 

differences. Specifically, the cinema sample was slightly younger and contained more married people 

than the other industries. Within the specific industries, we found that age and marital status only had a 

minor effect on the results. Preferences did not differ significantly depending on marital status in any of 

the industries and there are only six significant differences out of 68 depending on the age category (𝛼 = 

5%) so that we do not discuss these differences further (details are available upon request).  

 

===== FIGURE 3 ===== 

5.2 Status quo 

Table 1 shows that the perceived status quo of current privacy strategies differs between 

industries. According to the respondents’ classification, news providers rely on all forms of data 

collection whereas banks, insurance companies, and cinemas depend mainly on volunteered and 

internally collected information. Interestingly, news providers use volunteered information substantially 

less often and consumers believe they substitute this information with automatically collected or 

inferred data. Regarding storage, information is largely kept for an unlimited time in all industries. 

Moreover, all industries are perceived to store identifiable information, either by ID (banks and news) or 

by email address (cinemas and insurance companies). In terms of information use, banks and insurance 

firms rely mostly on providing recommendations and insights into their own behavior, whereas news 

providers and cinemas use more personalized marketing content. Over 40% of the respondents believe 

their news provider disseminates information to third parties. Finally, across all industries most 

respondents believe their firm is not transparent (avg. 67%) and provides no control (avg. 58.7%).  



===== TABLE 1 ===== 

5.3 Estimation 

We estimated consumers’ preferences for the privacy elements using a standard multinomial logit 

(MNL) model within a hierarchical Bayes (HB) procedure. Since HB provides individual-level utility 

estimates, we account for heterogeneity between consumers. Accordingly, at the lower level, the 

probability that respondent h chooses alternative i from choice set J can be written as follows (Rossi and 

Allenby 2003): 

(1)      P(𝑖)ℎ =  
exp (𝛽ℎ′𝑥𝑖)

∑ exp (𝑗∈𝐽 𝛽ℎ′𝑥𝑗)
 , 

with xi being a vector for privacy elements for alternative i and βh being a vector of the part-worth 

utilities for respondent h. As the scale of the utilities is affected by the error variance we normalize the 

scale by setting the error variance to one (Hauser, Eggers, and Selove 2019).  

At the upper level, we assume a normal distribution of the partworths with different means 

according to the two industry characteristics: 

(2)      𝛽ℎ =  𝜃′𝑧ℎ + 𝜀ℎ, 

with 𝜃 being a matrix of parameters, 𝑧ℎ  being a vector of covariates (information sensitivity, interaction 

intensity), and 𝜀ℎ  representing normally distributed random effects with covariance matrix 𝐷, i.e., 

𝜀ℎ~ 𝑁𝑜𝑟𝑚𝑎𝑙(0, 𝐷). We assume a diffuse prior with a variance of 2.0 and 5 degrees of freedom in 

addition to the number of parameters for the prior covariance matrix. After a burn-in period of 10,000 

iterations we used 10,000 iterations to draw posterior partworths.  

The process converged well and the model fit was acceptable, outperforming a chance (null) 

model 2:1 in terms of root likelihood (RLH improvement over chance = 1.955, standard deviation across 



draws = 0.015). Similarly, the holdout sample predictions among three alternatives (two privacy 

alternatives and no-choice) showed high predictive validity with a hit rate of 0.712 (compared to 0.33 

chance). Since we found no substantial improvement in model fit when considering interaction effects, 

we report only main effects.  

5.4 Estimation results 

Table 2 provides the sample means and standard deviations across consumers to indicate the 

level of heterogeneity in preferences. We present the results as contrasts between the two industry 

characteristics 

===== TABLE 2 ===== 

Collecting more information than voluntarily provided has a negative effect. However, the 

negative effect of internal information collection is close to zero. The standard deviations indicate that 

in all industries a proportion of the consumers consider internal information collection and (to a lesser 

extent) inferred information as beneficial. In contrast, collecting information externally has a substantial 

negative effect on the acceptance of information collection. The absolute magnitude of the mean effect 

exceeds the standard deviation in all industries, particularly in information-sensitive industries. 

On average, consumers react in a neutral way regarding the use of information for personalization 

of insights. Again, the standard deviations indicate that across all industries some consumers perceive a 

utility of this use while others perceive a disutility. Personalized marketing content has a negative 

influence, although some consumers are indifferent or even perceive such content as beneficial. 

Respondents are consistently averse to disseminating information to third parties (e.g., other firms).  

While consumers respond in a positive manner to both transparency and control, effect sizes are 

lower for transparency. Standard deviations often exceed the means such that some consumers 



consider transparency as negative in low information-sensitivity industries (e.g., News). Overall, 

transparency is most preferred in industries that consumers interact less frequently with. Among 

collection, storage, and use of information, storage has the lowest effect sizes for both transparency and 

control. Nevertheless, across all industries it is most beneficial from a consumer perspective to provide 

control over all elements, while the worst strategy is to allow no control. 

Table 3 shows the mean relative importance rates based on the difference between best and 

worst strategies per element depending on the industry characteristics (calculated for each individual in 

each posterior draw, then averaged). Storage type matters most in almost all industries, while storage 

time is less important. Storage type and time are less important for information-sensitive industries, 

while information collection and use gain in importance weight. Differences in transparency and control 

depending on information sensitivity are only marginally significant according to the posterior 

distribution.  

Regarding interaction intensity, importance weights are more balanced. We see significant 

differences only in terms of transparency, which is more relevant in industries that are characterized by 

less frequent interactions (here, insurance companies and cinemas). 

===== TABLE 3 ===== 

 

5.5 Simulation and sensitivity analysis 

The previous analyses focus on the effect of privacy elements on consumers’ preferences—that is, 

utility estimates. However, the analyses do not consider whether the differences in utilities are 

meaningful in terms of their effect on choice probabilities. To analyze these effects, we create a scenario 

in which we predict the share of consumers that would adopt the personalization program rather than 



not accept the data collection that goes along with it. Specifically, we use the logit model (Equation 1) to 

predict choice probabilities between two alternatives: (1) the current status quo within the industry and 

(2) the no-choice option. To determine the current status quo, we consider all privacy elements that 

more than 33%4 of the consumers indicated as currently being used by the firm within the industry (see 

Table 1).  

The status quo privacy strategy has an average choice probability of less than 50% in all industries. 

That is, on average it is more likely that consumers do not consent to the data collection. The highest 

probability of 0.45 is achieved by the insurance industry in which only internal information is collected, 

which is stored by email address for unlimited time and used for personalized insights and marketing 

content. Cinemas and banks follow thereafter with 0.44 and 0.39 choice probability. News providers 

have the lowest choice probability (0.26) because their strategy contains more negative elements—that 

is, internal and external data plus inferred information, all of which are used for personalized insights, 

marketing content, and dissemination to third parties.  

===== TABLE 4 ===== 

Our sensitivity analysis compares to what extent the shares of the status quo scenario change 

when privacy elements are added (+) or removed (-) from the current strategy (“0” represents the status 

quo element). Table 4 depicts the relative change in choice probabilities. Accordingly, firms should be 

reluctant to collect information externally, as the share of consumers accepting information collection 

would drop by 9% (cinema) to 12% (bank) when firms start collecting information externally. For news, 

the influence of removing external information collection is less profound (6%), as consumers believe 

 
4 We use one-third because this value implies differences between industries while still considering only frequently 

employed strategies. 



most news providers already collect information externally. Foregoing inferred data collection has less 

substantial effects but the resulting changes compared to the status quo remain robust.  

Storing information for a shorter period would also be a promising strategy, which seems to 

especially increase the acceptance of information collection by news providers (+23%) and cinemas 

(+18%). However, firms need to consider whether this positive effect offsets the usage constraint of 

shortening the storage time. Our experiment suggests that the most influential lever to increase choice 

probabilities is to save personal information only in an anonymous form, e.g., at an aggregated level. In 

this case, shares would increase by 24% (banks) to 54% (news).  

With regard to the use of information, the largest negative impact has the dissemination of 

information to third parties, as 19% (insurance firms) to 23% (banks) of the current share would be lost 

when adding this element to the strategy. Also, news providers who are currently using this strategy 

would benefit largely from removing this element, resulting in a 19% share increase. Removing other 

elements of information use only has a marginal effect, probably because they are already being used. 

A firm could also maintain its current strategies and add transparency and control elements to 

increase choice probabilities. Adding all transparency or control elements would make the 

personalization program substantially more attractive. Shares would increase by 13% (news) to 19% 

(cinema) when adding full transparency. Offering control leads to 20% (insurances) to 28% (news) higher 

shares. In these cases, choice probabilities would exceed those of the no-choice option, except for news 

providers given the low choice probability of the status quo. Overall, these results confirm that 

consumers are sensitive to optimizing the privacy strategy—that is, focusing on specific privacy 

elements matters. 



6. Study 2: Competing on privacy vs. price 

The first study showed that consumers are sensitive to privacy practices and trade-off positive 

and negative privacy elements. In practice, companies could also balance privacy practices with price, 

e.g., by giving a rebate for providing personal information. This second study adds price as a benchmark 

attribute, which allows calculating willingness-to-pay for privacy practices (see also Lin, 2022, who 

estimates valuations for personal information). Moreover, we estimate price equilibria that would result 

when firms compete on the market for privacy. In this regard, the study can be seen as an empirical 

extension to Rust, Kannan, and Peng (2002) who derive equilibrium solutions in a monopoly and to Lee, 

Ahn, and Bang (2011) who provide a game theoretical model. 

6.1 Experimental design and sample 

We nested the second study in the bank scenario, similar as in Study 1. We used the same privacy 

attributes and levels (see section 3.2) and added price as an additional attribute. This price attribute 

referred to the monthly maintenance fee for the bank account and varied between ‘no fee’ (€0) and 

€1.50 per month, which captured the price range employed by most banks at the time of the data 

collection. Although the maintenance fee is not the primary revenue driver for banks it is, arguably, 

most accessible for consumers in our survey context. All remaining settings remained consistent to 

Study 1. 

A total of 302 consumers completed the study. After filtering respondents who did not pass the 

attention check (see Study 1), 238 respondents remained for the estimation. The sample’s most 

frequently paid monthly maintenance fee was €1.50. The status quo regarding the most frequently 

employed privacy practices was consistent to Study 1 (see Table 1).  



6.2 Estimation 

Having price as an attribute in the study setup, we are able to normalize the scale to monetary 

units and estimating a separate scaling parameter, 𝛾ℎ, as in Sonnier, Ainslie, and Otter (2007). 

Accordingly, the utility that respondent h receives from alternative i can be expressed as 

𝑢𝑖ℎ = 𝛾ℎ(𝛽ℎ′𝑥𝑖 − 𝑝𝑖), with xi being a vector of privacy practices for alternative i and 𝑝𝑖 is the monthly 

maintenance fee (i.e., price). In this model, the estimated part-worth utilities for the privacy practices, 

𝛽ℎ, can be interpreted directly in terms of incremental willingness-to-pay. We constrained 𝛾 to positive 

values by assuming a log-normal distribution in the prior, while all 𝛽 parameters were assumed to be 

normally distributed as in Study 1. We increased the number of burn-in iterations to 20,000 to ensure 

convergence and kept another 10,000 posterior draws. All other estimation settings remained 

consistent to Study 1. The estimation process converged well and showed an acceptable fit, indicated, 

for instance, with a posterior average hit rate of 0.694 (vs. 0.712 in Study 1).  

6.3 Willingness-to-pay for privacy 

When collecting external information banks would have to charge a consumer €0.62 per month 

less (SD = 0.33), on average, compared to asking for voluntary information only. This implies banks 

would have to provide a rebate of -59% of the base price of €1.50. The most negative element is to 

disseminate information to third parties for which consumers would request a monetary compensation 

of, on average, €1.46 per month (SD = €1.15). Given the status quo of €1.50 maintenance fee per month, 

this result implies that banks would have to waive the fee entirely when using this privacy practice. 

Consumers are willing to pay €0.47 (SD = 0.43) per month more for storing information for shorter time 

periods, €0.89 (SD = 0.32) more for storing it in anonymized form, and up to €0.70 for offering 

transparency and €1.05 when adding control of information collection, storage, and use. (See Appendix 

D for detailed results). Overall, all privacy elements remain relevant to consumers despite including 



price. On average, price has a relative importance weight of 15.7% (posterior SD = 0.8%) such that the 

privacy elements comprise more than 80% importance in comparison.  

6.4 Price equilibria  

The willingness-to-pay estimates do not translate directly into revenue or profit gains as they do 

not consider competitive reactions. To show the impact of the privacy elements on equilibrium revenues 

we simulate a market with two competitors in a market of ten million consumers that exhibit the 

empirically derived distribution of preferences and privacy trade-offs. Other, static competitors are 

considered in an outside option, represented by the no-choice utility.  

As a benchmark, we use the competitive scenario in which both firms offer the same privacy 

practices of the status quo situation, i.e., internal data collection and collection of inferred information, 

storage by ID for an unlimited time, used for personalized insights and content, providing neither 

transparency, nor control. When both firms offer the bank accounts for €1.50 per month, they would 

achieve a market share of 20.7% each (SD = 0.7%). As in the simulations in Study 1, the majority of 

consumers would choose neither of these two competitors. This configuration would lead to expected 

revenues of €3,100,146 (SD = €107,684).5 However, this solution is not a Nash equilibrium as increasing 

the price would allow one firm to make larger revenues. If one firm increases its price to €1.76 per 

month its market share would drop to 17.7% (SD = 0.8%) but revenues would increase to €3,119,042 (SD 

= €146,975). In this case, the optimal reaction of the competitor is to also increase prices. The Nash 

equilibrium is achieved if both firms offer the bank account for €1.76 per month as neither increasing or 

decreasing the prices further would yield higher revenues for any of the firms; both would generate 

€3,482,660 (SD = €132,180) at 19.8% (SD = 0.8%) market share.  

 
5 These calculations show the mean across posterior draws. Standard deviations are given in parentheses. 



Compared to this benchmark we analyze how the equilibria change when one firm differentiates 

and offers a different privacy practice than in the status quo scenario. Specifically, we assume that firm 1 

keeps the privacy practice of the status quo scenario and firm 2 differentiates. We use the root-finding 

method of Allenby et al. (2014) to estimate Nash price equilibria for each posterior draw and calculate 

the mean revenue change to the benchmark scenario of having no differentiation. Equilibria exist in the 

majority of draws (96.6%, on average). Table 5 presents the results.  

===== TABLE 5 ===== 

Overall, the results show that if firm 2 implements a more favorable privacy practice (not 

collecting data internally or by inference, storing it for shorter periods or in anonymous form, providing 

transparency or control), it is able to significantly increase its revenue compared to the status quo. This 

is due to appealing to a segment of consumers that care about privacy, which was previously untargeted 

(drawing from the outside option), and those who are willing to pay a higher price per month. At the 

same time, firm 1 might, on average, also benefit from the differentiation of firm 2 because of lower 

competition. At least, firm 1 is not performing significantly worse in any of the scenarios if firm 2 decides 

to optimize the different privacy elements. Similarly, if firm 2 offers a privacy practice that is less 

appealing to consumers (collecting data externally, disseminating data to third parties, or not providing 

personalized insights or content), it largely benefits the competitor that is able to increase revenues 

significantly.  

7. Discussion 

We study how the main elements of a firm’s privacy strategy affect consumers’ privacy trade-off 

and thus their acceptance of information collection. Moreover, we assess whether the importance of 

each privacy element differs between industries that vary in information sensitivity and interaction 

intensity. Thereby, we have executed two choice experiments in a total of four industries using a 



conjoint design. Overall, we see that each of the privacy elements (information collection, storage, use, 

transparency, and control) matter to consumers and lead to changes in choice shares. In addition, we 

show that these effects differ systematically between industries. Before discussing our findings more in-

depth, it is important to note that we assume that the trade-offs consumers make in an experimental 

situation would also transfer to real-life choices. Although conjoint studies have been used to test 

theory with more abstract attributes (e.g., Wuyts et al. 2004), we would call for future studies in field-

settings to confirm our findings how data-sharing and data-control practices affect consumer choice. We 

show the most important findings in Table 6, which we subsequently discuss, that can be used as 

propositions to guide future research. 

===== TABLE 6 ===== 

 

We observe that using more ways to collect information negatively affects the acceptance of 

information collection. This finding corresponds with prior work (e.g., (Martin, Borah, and Palmatier 

2017)) that showed that consumers feel more vulnerable when a firm requests access to more types of 

information. Although interaction intensity increases the negative impact of internal information 

collection, the sensitivity analysis shows this effect to be negligible because all industries already collect 

information internally. Hence, owing to the status quo, removing this element only marginally affects 

the choice probabilities. Moreover, we show that consumers are more responsive to information 

collection in industries that handle sensitive information, such as banks and insurance companies. The 

risks are intensified in information-sensitive industries, which suggests that consumers focus more on 

ways to avoid these risks altogether.  

In line with risk theory, our findings show that promoting a shorter period for storing information 

and storing it anonymously or in a non-identifiable way each increases consumers’ acceptance of 



information collection. Remarkably, however, information storage seems to be less important in 

information-sensitive industries (banks, insurances). While these importance rates are relative and thus 

do not necessarily imply that storage is less important on an absolute level, consumers might 

understand that to provide reliable services, banks and insurance firms need to store identifiable 

information for an extended period. In industries in which information is less sensitive consumers might 

doubt the need to store identifiable information for an unlimited period. However, storing information 

for shorter periods or in anonymous form also reduces the usage opportunities for firms and might 

therefore not be a sensible alternative for many firms, such as Google or Amazon, that heavily rely on 

data in their marketing and operations. However, for banks that might rely less on personalization in 

their marketing communication, and given that for banks it is of utmost importance to be trusted, 

aggregation might be a good option. For example, there has been strong negative publicity for the Dutch 

bank ING when sharing their intentions to use payment data to personalize offers (Verhoef and Baake 

2019). Moreover, methodologies are evolving that allow to make managerial inferences even if data is 

available in privacy preserving form (Holtrop et al. 2017). 

With regard to information use, we show that on average, consumers are neither expecting large 

benefits nor disadvantages from personalized insights or personalized marketing content. Prior studies 

show that consumers are more committed and cooperative when confronted with personalization (e.g., 

(Chung, Wedel, and Rust 2016; Hauser, Liberali, and Urban 2014; Urban et al. 2013)). In our research, we 

give consumers an evident choice. Describing personalization in the choice context makes it explicit, 

which could result in reactance. In the context of ads we have already seen that reactance might cause 

consumers to resist personalization (Van Doorn and Hoekstra 2013; Bleier and Eisenbeiss 2015; Goldfarb 

and Tucker 2011; Aguirre et al. 2015). On the other hand, removing personalized marketing content only 

has a marginally positive impact on choice probabilities, so firms that are currently using personalized 

marketing content are not forced to act. Moreover, the benefits of information use are not enhanced by 



interaction intensity. Thus, even in industries in which consumers interact often with firms, they are not 

expecting large benefits from personalized insights or personalized marketing content. Furthermore, our 

findings confirm that consumers strongly oppose external dissemination of information in any industry 

(e.g., Wirtz and Lwin 2009). Combining the considerable loss of disclosing sensitive information with the 

uncertainty of sharing information with third parties repels consumers even more. As a caveat, our 

results represent the consumer perspective such as when given a choice between personalization or 

not. It does not reflect whether personalization is effective which also needs to be factored in when 

deciding to offer these options to consumers.  

 Besides privacy elements that affect distributive fairness, we also show that enhancing 

procedural fairness by offering control and transparency over the collection, storage, or use of 

information has a positive effect on consumers. Transparency and control are more important in 

industries that are considered sensitive (marginally significant at a 10% level). Transparency matters less 

when consumers interact more frequently with the firm. We believe that when consumers interact less 

often with a firm they might recall the privacy settings less well, so that transparency becomes more 

valuable. Nevertheless, stressing transparency and control is beneficial in all industries because most 

consumers believe that their current firm provides neither transparency nor control. As consumers 

believe they are “being kept in the dark” and “have lost all control” (TNS 2011), promoting transparency 

and control represents a promising option for strategic differentiation, which is confirmed by our 

sensitivity analysis and equilibria estimation. Arguably, adding control is more consequential for firms, 

so they might not be able to collect, store, or use the information as intended if consumers interfere. 

Although the decision to allow control needs to consider this trade-off, preliminary evidence suggests 

that consumers become more cooperative when they feel they are in control (Brandimarte, Acquisti, 

and Loewenstein 2013). Future research should assess whether consumers are indeed not interested in 

disruption, and thus whether firms would benefit from offering only control.  



8. Limitations  

Consumers might not always pay attention to their privacy. Reviewing privacy statements or 

terms and conditions is a complex task that consumers typically avoid. Especially in low-involvement 

(“low-effort”) situations, such as when consumers search online or use their mobile phone, a privacy 

paradox might occur such that consumers accept information collection in spite of their concerns 

(Dinev, McConnell, and Smith 2015; Acquisti, Brandimarte, and Loewenstein 2015). In our study, we 

cannot rule out that consumers might have used heuristics to decide which option to prefer instead of 

carefully considering all information. We are convinced that our setting mimicked reality, in which 

consumers also do not necessarily process all the available information about privacy. In this realm, our 

study identifies which cues consumers attend to primarily in deciding whether to accept data collection. 

Relatedly, our study could have used more concrete attributes or stressed the potential consequences 

of the privacy element, such as a specific risk of a data breach. However, as we study multiple industries 

a high level of concreteness could become problematic. Individual companies would want to replicate 

our study with more specific privacy and marketing elements that are dedicated to their business.  

Moreover, while we searched for the optimal privacy strategy (the “what”), we did not assess how 

a firm can promote this strategy to consumers, for example, without raising privacy concerns by making 

privacy more salient (the “how”). Specifically, we do not assess whether or how the way firms explain 

their privacy strategy affects our results. Relatedly, we purposefully used a wording that applies to all 

four experimental cells in order to compare the effects. We cannot rule out that a more specific wording 

that is tailored to each of the four industries might affect the results. Future research should therefore 

assess in more detail the “how” of communicating and promoting privacy.  

A high level of heterogeneity between individuals remains unexplained. Future research should 

assess cognitive drivers that affect preferences. It would also be interesting to see if or how consumers 



translate the privacy elements to a perceived probability of negative events taking place (e.g., a data 

breach), for instance as a mediator. Cultural differences should also be considered. Prior research has 

not only suggested that consumers from different countries and cultures worry about different issues 

(e.g., Miltgen and Peyrat-Guillard 2014) but also that privacy elements are valued differently between 

countries. As an example, US consumers considered unauthorized secondary use to be a minor issue, 

whereas Singaporean consumers felt unauthorized use was the most important privacy violation when 

dealing with online retailers (Hann et al. 2007). Our study is based on a sample from the Netherlands 

and does not allow these inferences. Given that our findings are consistent with the pre-test results 

from a US sample, we believe that the focus on a single nation is a minor limitation.  

9. Conclusion 

Firms are hesitant in aligning their privacy strategy with consumer preferences and tend to stick 

to legal requirements only. In this context, we analyze how consumers trade-off different privacy 

elements. We show that consumers take all elements into account (information collection, storage, use, 

transparency, control) when deciding to accept information collection. We also analyze how industry 

characteristics affect the influence of these elements and how their relevance is affected when 

compared to price. In this regard, our results provide insights how data collection strategies affect 

consumers’ acceptance of information collection. The experimental conjoint study is a first of its kind 

that provides relevant insights that need to be tested further in future research with field data. This is 

especially relevant, as many technology giants, such as Amazon, as well as traditional firms, such as ING, 

are investing in data science assuming that consumes will keep sharing their data.  

Rust et al. (Rust, Kannan, and Peng 2002) analyzed a monopolistic market scenario and projected 

that a market for privacy will emerge but privacy will continue to erode if the market is left unregulated. 

Regulation is effective in protecting consumers, however, it also creates fierce competition among firms 



on the market for privacy if no firm exceeds the legal requirements. We demonstrate empirically that 

differentiation on privacy can effectively segment the market among privacy unconcerned consumers 

who are price sensitive and those who are willing to purchase a higher degree of privacy, leading to 

lower overall competition. While Lee et al. (2011) already showed using a game-theoretic approach that 

optimizing privacy practices could be a viable business model, our simulations imply that optimizing 

privacy practices can lead to a pareto optimum for the differentiating firm, the competitor, and 

consumers. Thus, we propose that competitive market forces can counteract the erosion of privacy if 

companies put the market for privacy on their strategy map. 
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Tables 

 

Table 1.  

Status quo of privacy strategy per industry (across respondents). 

Current privacy strategy Bank Insurance News Cinema 

Collectiona     

Volunteered information 87.7% 91.5% 56.9% 81.0% 

Internally collected information 71.6% 60.1% 64.4% 65.4% 

Externally collected information 24.7% 20.6% 42.1% 28.3% 

Inferred information 33.2% 26.0% 45.6% 36.1% 

None of the above 1.9% 2.7% 9.9% 6.3% 

Storage (Time)     

One month 4.3% 1.8% 11.8% 5.9% 

One year 23.2% 21.5% 24.8% 34.6% 

Unlimited 68.3% 71.8% 54.0% 53.7% 

None of the above 4.3% 4.9% 9.4% 5.9% 

Storage (Type)     

Anonymized 22.8% 26.0% 12.4% 16.6% 

Identifiable on ID 53.6% 27.4% 66.3% 12.7% 

Identifiable on email address 21.8% 41.7% 19.8% 67.3% 

None of the above 1.9% 4.9% 1.5% 3.4% 

Information Usea 

    
Insights into firm’s own behavior 73.0% 60.5% 41.1% 55.6% 

Personalized marketing content 58.8% 52.9% 70.3% 75.6% 

Dissemination with third parties 13.3% 16.6% 40.1% 26.8% 



 

 

a Options are not mutually exclusive, i.e., firms could employ a combination of them.  

None of the above 10.0% 17.0% 12.9% 13.3% 

Transparencya     

Insight in collection 19.9% 20.6% 20.8% 16.6% 

Insight in storage 16.1% 16.6% 11.9% 13.2% 

Insight in use 13.7% 12.1% 16.3% 15.6% 

None of the above 67.2% 65.0% 66.3% 69.8% 

Controla     

Control over collection 21.3% 24.7% 26.2% 29.3% 

Control over storage 16.1% 10.3% 14.4% 15.1% 

Control over use 23.2% 16.6% 19.8% 23.9% 

None of the above 59.2% 63.7% 58.4% 53.2% 



Table 2. 

Estimation results contrasts. 

 

  Information sensitivity  Interaction intensity 

 
 Low High  Low High 

  Mean SD Mean  SD  Mean SD Mean SD 

Collection           

Voluntary  (0.00)  (0.00)   (0.00)  (0.00)  

Internal  -0.02 0.20 -0.06 0.20  0.01 0.20 -0.10 0.20 

External  -0.33 0.28 -0.51 0.27  -0.44 0.28 -0.39 0.29 

Inferred  -0.19 0.27 -0.22 0.27  -0.17 0.27 -0.24 0.27 

Storage (Time)           

Unlimited  (0.00)  (0.00)   (0.00)  (0.00)  

One year  0.48 0.32 0.39 0.32  0.46 0.32 0.41 0.32 

One month  0.79 0.51 0.48 0.51  0.58 0.52 0.69 0.54 

Storage (Type)           

Anonymous  (0.00)  (0.00)   (0.00)  (0.00)  

ID number  -1.82 1.09 -0.97 1.04  -1.39 1.10 -1.36 1.20 

Email address  -1.30 0.88 -1.05 0.79  -1.10 0.80 -1.24 0.88 

Use           

None  (0.00)  (0.00)   (0.00)  (0.00)  

Personalized insights  -0.02 0.12 0.03 0.12  0.00 0.13 0.01 0.12 

Marketing content  -0.17 0.15 -0.17 0.15  -0.20 0.15 -0.14 0.15 

Dissemination  -0.85 0.78 -1.00 0.81  -0.96 0.81 -0.89 0.79 

Transparency           

None  (0.00)  (0.00)   (0.00)  (0.00)  



Collection  0.21 0.23 0.22 0.23  0.27 0.22 0.16 0.23 

Storage  0.19 0.15 0.19 0.15  0.20 0.15 0.18 0.15 

Use  0.19 0.24 0.26 0.23  0.30 0.23 0.15 0.22 

Control           

None  (0.00)  (0.00)   (0.00)  (0.00)  

Collection  0.28 0.14 0.31 0.16  0.28 0.15 0.32 0.15 

Storage  0.26 0.18 0.21 0.18  0.26 0.18 0.21 0.18 

Use  0.38 0.27 0.46 0.27  0.42 0.26 0.42 0.28 

 
          

No choice  -0.73 2.59 -0.56 2.74  -0.88 2.59 -0.39 2.72 

Reference category in italics. 

Mean = mean across respondents, SD = standard deviation across respondents (level of heterogeneity). 

  



Table 3.  

Moderating effect of industry characteristics on average relative importance rates. 

 Information sensitivity  Interaction intensity 

 
Low High Difference pa  Low High Difference pa 

Collection 0.141 0.160 14% 0.003  0.150 0.152 1% 0.381 

Storage (Time) 0.123 0.111 -10% 0.018  0.114 0.120 5% 0.131 

Storage (Type) 0.250 0.205 -18% 0.000  0.224 0.230 3% 0.180 

Use 0.199 0.216 9% 0.007  0.211 0.204 -3% 0.146 

Transparency 0.136 0.145 6% 0.082  0.146 0.135 -7% 0.036 

Control 0.152 0.163 7% 0.071  0.155 0.159 2% 0.326 

a p-values are based on the distribution of posterior draws.   

 

  



Table 4.  

Sensitivity analysis. 

 

Bank  Insurance  News  Cinema 

Collection                            

Internal - 2% (2%)n.s.  - 0% (1%) n.s.  - 0% (2%) n.s.  - -1% (2%) n.s. 

External + -12% (2%)  + -11% (1%)  - 6% (2%)  + -9% (2%) 

Inferred - 8% (2%)  + -4% (1%)  - 5% (2%)  - 4% (2%) 

 

                     

Storage (Time)                      

Unlimited 0 0% (n.a.)  0 0% (n.a.)  0 0% (n.a.)  0 0% (n.a.) 

One year + 8% (2%)  + 9% (2%)  + 11% (3%)  + 13% (2%) 

One month + 11% (3%)  + 9% (2%)  + 23% (4%)  + 18% (3%) 

 

                     

Storage (Type)                      

Anonymous + 24% (3%)  + 25% (3%)  + 54% (6%)  + 31% (3%) 

ID number 0 0% (n.a.)  + 1% (2%) n.s.  0 0% (n.a.)  + -14% (2%) 

Email address + -5% (2%)  0 0% (n.a.)  + 7% (3%)  0 0% (n.a.) 

 

                     

Use                      

Insights - -1% (2%) n.s.  - 0% (1%) n.s.  - 1% (2%) n.s.  - 1% (2%) n.s. 

Content - 3% (2%)  - 4% (1%)  - 3% (2%) n.s.  - 5% (2%) 

Dissemination + -23% (2%)  + -19% (2%)  - 19% (3%)  + -21% (2%) 

 

                     

Transparency                      

Collection + 4% (2%)  + 5% (1%)  + 6% (2%)  + 7% (2%) 

Storage + 5% (2%)  + 4% (1%)  + 4% (2%)  + 5% (2%) 



Use + 4% (2%)  + 6% (2%)  + 3% (2%) n.s.  + 7% (2%) 

All of the 

above 

+ 14% (3%)  + 16% (3%)  + 13% (4%)  + 19% (4%) 

 

                     

Control                      

Collection + 9% (2%)  + 6% (1%)  + 8% (2%)  + 7% (2%) 

Storage + 5% (2%)  + 5% (1%)  + 7% (2%)  + 7% (2%) 

Use + 12% (2%)  + 9% (2%)  + 12% (3%)  + 10% (2%) 

All of the 

above 

+ 26% (4%)  + 20% (3%)  + 28% (5%)  + 24% (3%) 

Privacy element added (+), removed (-), or status quo (0). 

Numbers represent posterior means and posterior standard deviations (in parentheses). 

n.s. represents non-significant changes compared to the status quo based on the distribution of posterior 

draws (𝛼 = 0.05). 

 

  



Table 5. 

Relative revenue changes in equilibrium in differentiated markets  

 

Added (+) or removed (-)  

by Firm 2 
Firm 1 (Status quo) Firm 2 (Differentiated) 

Collection         

Internal - 2.0% (3.4%)n.s. 12.9% (6.4%) 

External + 15.8% (5.2%) -8.4% (5.2%)n.s. 

Inferred - 3.4% (5.3%)n.s. 21.8% (6.7%) 

 

      

Storage        

Time: One year + 2.5% (6.5%)n.s. 28.9% (12.1%) 

Type: Anonymous + -0.0% (5.5%)n.s. 26.4% (7.5%) 

 

      

Use       

Insights - 15.8% (6.1%) -3.8% (5.8%)n.s. 

Content - 18.9% (5.0%) -4.9% (6.8%)n.s. 

Dissemination + 27.7% (7.0%) -10.0% (7.4%)n.s. 

 

      

Transparency       

Collection + 0.6% (5.1%)n.s. 17.9% (6.6%) 

Storage + -5.5% (4.7%)n.s. 26.7% (6.6%) 

Use + -2.8% (3.7%)n.s. 22.0% (5.7%) 

All of the above + -13.0% (9.3%)n.s. 65.3% (13.5%) 

 

      

Control       

Collection + -0.7% (4.4%)n.s. 19.0% (7.3%) 

Storage + 1.9% (4.4%)n.s. 14.5% (5.8%) 



Use + -1.0% (4.8%)n.s. 20.7% (5.8%) 

All of the above + -5.4% (8.1%)n.s. 50.1% (13.2%) 

Numbers represent posterior means and posterior standard deviations (in parentheses). 

n.s. represents non-significant changes compared to the status quo based on the distribution of posterior draws 

(𝛼 = 0.05). 

 

 

  



Table 6. 

Main findings of study and resulting propositions for future research 

 

Construct Main Findings: Propositions for future research 

Information 

Collection 

- Number of ways to collect information negatively affects the 

acceptance of information collection 

Information 

Storage 

- Shorter time of storing data positively affects the acceptance of 

information collection.  

- The effect of time of storing data is weaker in information intensive 

industries 

Information 

Usage 

- No effect of information usage on acceptance of information 

collection 

Control - Giving control to consumers positively accepts the acceptance of 

information collection 

- The effect of control is stronger in information intensive industries. 

Transparency - Providing more transparency on data collection positively accepts the 

acceptance of information collection. 

- The effect of transparency is stronger in information intensive 

industries. 

- The effect of transparency is weaker in industries where there are 

frequent interactions between firms and customers  

 

 

 

  



Figures 

 

Fig. 1. Conceptual model. 
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Fig. 2. Illustrative choice set (bank setting, translated). 

  



  Interaction Intensity 

  
High Low 

Information 

Sensitivity 

High 
Bank  

(4.13; 4.95) 

Health insurance 

(3.52; 2.69) 

Low 
News provider 

(3.03; 4.09) 

Cinema 

(2.41; 1.96) 

Numbers in parentheses on the left indicate the perceived mean rating of information 

sensitivity, numbers on the right represent the mean rating of interaction intensity in study 1. 

Fig. 3. Industry classification and manipulation check 

 

 

 

  



Appendix A: Scenario Descriptions 

 

Now [Your Firm] is thinking about introducing a new personalization program called “PLUS.” This program is free of 

charge and aims to augment the current service of [Your Firm].  

At this moment [Your Firm] uses information about its customers only to improve their products and services at a 

general level. By introducing the personalization program “PLUS” [Your Firm] aims to adapt its products and 

services to the needs of individual customers. Therefore “PLUS” ensures that the products and services of [Your 

Firm] better fit you. Although most decisions with regard to “PLUS” have already been made there is still 

uncertainty about some of the terms and conditions. 

On the following pages you are repeatedly asked to choose between two alternatives of “PLUS.” These alternatives 

differ on the terms and conditions that have been mentioned before. Please select the alternative that you prefer. 

After this decision you are asked whether you would truly adopt the new personalization program “PLUS” and the 

corresponding terms and conditions. When choosing between both alternatives, please assume all other 

characteristics of the personalization program “PLUS” are the same. In other words, both alternatives are identical 

except for the terms and conditions mentioned here.  

 



Appendix B: List of Attributes and Levels (Translated) 

Information Collection 

1 – Volunteered information (forms) 

2 – Volunteered + Internally collected information (click-stream) 

3 – Volunteered + Externally collected information (search behavior) 

4 – Volunteered + Inferred information (needs based on click-stream) 

5 – Volunteered + Internally + Externally  

6 – Volunteered + Internally + Inferred  

7 – Volunteered + Internally + Externally + Inferred 

Information Storage (type) and Information Storage (time) 

1 – Anonymous + Unlimited 

2 – Anonymous + One year 

3 – Anonymous + One month 

4 – Identifiable on ID + Unlimited 

5 – Identifiable on ID + One year 

6 – Identifiable on ID + One month 

7 – Identifiable on email address + Unlimited 

8 – Identifiable on email address + One year 

9 – Identifiable on email address + One month 

Information Use 

1 – Insights in own behavior (recommendations) 

2 – Personalized marketing content 

3 – Dissemination with third parties 

4 – Insights + Personalized marketing  

5 – Insights + Dissemination with third parties 

6 – Personalized marketing + Dissemination 

7 – Insights + Personalized marketing + Dissemination 

Transparency 

1 – None  

2 – Insight in collection 

3 – Insight in storage 

4 – Insight in use 

5 – Insight in collection and storage 

6 – Insight in collection and use 

7 – Insight in storage and use 

8 – Insight in collection and storage and use 

Control 



1 – None  

2 – Control over collection 

3 – Control over storage 

4 – Control over use 

5 – Control over collection and storage 

6 – Control over collection and use 

7 – Control over storage and use 

8 – Control over collection and storage and use 

In the estimation we considered the subdimensions of these levels and report their marginal effects in Table 3. For 

example, instead of estimating effects for the eight levels of transparency, we considered the three binary sub-

dimensions separately: 1) transparency about collection (yes/no), 2) transparency about storage (yes/no), and 3) 

transparency about use (yes/no).  



Appendix C: Sensitivity Analysis Comparing Full and Filtered Samples 

 

Bank  Insurance  News  Cinema 

  Filter

ed 

Full    Filter

ed 

Full    Filte

red 

Full    Filter

ed  

Full  

Status quo  0.39 0.41   0.45 0.46   0.26 0.30   0.44 0.45 

                

Collection                            

Internal - 2% 1%  - 0% 0%  - 0% 0%  - -1% -1% 

External + -12% -9%  + -11% -9%  - 6% 5%  + -9% -8% 

Inferred - 8% 7%  + -4% -3%  - 5% 3%  - 4% 3% 

 

                   

Storage (Time)                    

Unlimited 0 0% 0%  0 0% 0%  0 0% 0%  0 0% 0% 

One year + 8% 7%  + 9% 6%  + 11% 9%  + 13% 8% 

One month + 11% 6%  + 9% 6%  + 23% 17%  + 18% 14% 

 

                   

Storage (Type)                    

Anonymous + 24% 18%  + 25% 21%  + 54% 39%  + 31% 27% 

ID number 0 0% 0%  + 1% 0%  0 0% 0%  + -14% -11% 

Email address + -5% -2%  0 0% 0%  + 7% 3%  0 0% 0% 

 

                   

Use                    

Insights - -1% -1%  - 0% -1%  - 1% 0%  - 1% 0% 

Content - 3% 3%  - 4% 3%  - 3% 2%  - 5% 3% 

Dissemination + -23% -19%  + -19% -14%  - 19% 13%  + -21% -15% 

 

                   

Transparency                    



Collection + 4% 3%  + 5% 3%  + 6% 4%  + 7% 6% 

Storage + 5% 4%  + 4% 4%  + 4% 2%  + 5% 4% 

Use + 4% 4%  + 6% 6%  + 3% 1%  + 7% 5% 

All of the 

above + 14% 11% 

 

+ 16% 13% 

 

+ 13% 8% 

 

+ 19% 15% 

 

                   

Control                    

Collection + 9% 8%  + 6% 5%  + 8% 6%  + 7% 3% 

Storage + 5% 6%  + 5% 5%  + 7% 4%  + 7% 5% 

Use + 12% 10%  + 9% 8%  + 12% 7%  + 10% 7% 

All of the 

above + 26% 24% 

 

+ 20% 18% 

 

+ 28% 18% 

 

+ 24% 15% 

Privacy element added (+), removed (-), or status quo (0). 

Numbers represent posterior means and posterior standard deviations (in parentheses). 

n.s. represents non-significant changes based on the distribution of posterior draws (𝛼 = 0.05). 

Appendix D: Incremental Willingness-to-pay for Privacy 

 

 

 

Sample  

mean 

Sample  

SD 

Collection 

  
Voluntary (€0.00) 

 
Internal -€0.21 €0.15 

External -€0.62 €0.33 

Inferred -€0.53 €0.32 

 

Storage (Time) 

  



Unlimited (€0.00) 

 
One year €0.47 €0.39 

One month €0.47 €0.43 

 

Storage (Type) 

  
Anonymous (€0.00) 

 
ID number -€0.58 €0.31 

Email address -€0.89 €0.32 

 

Use 

  
Insights €0.19 €0.35 

Content €0.07 €0.27 

Dissemination -€1.46 €1.15 

 

Transparency 

  
Collection €0.18 €0.20 

Storage €0.16 €0.17 

Use €0.36 €0.19 

 

Control 

  
Collection €0.29 €0.18 

Storage €0.40 €0.15 

Use €0.36 €0.18 

No choice -€0.54 €3.50 

Gamma 1.05 0.47 

Reference category in italics. 
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