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Abstract 

Bots, and their more sophisticated variant, social bots, have become a ubiquitous part of social 

media. From a technological standpoint, the modern social bot is a remarkable achievement, 

having survived countless attempts at detection and removal by social networking sites through 

the evolution and persistence of those who operate bots. Social bots have been accused of being 

capable of influencing opinions and even manipulating election results, although recent work has 

also explored benign and benevolent use cases for social bots. This dissertation uses a variety of 

methods, from machine learning and network analysis to experiments, to study these different 

types of social bots. 

The dissertation is based on five publications that contribute to our overall understanding of social 

bots and how to study them. The first two publications represent the early and naive era of social 

bot research, where the goal was to use machine learning to detect and study bots as manipulators 

of elections or spreaders of conspiracy theories. The third and fourth publications jump to the 

modern era of generative AI-powered social bots and focus on the bot detection capabilities of 

humans rather than machine learning models, an understudied area of social bot research. The 

fifth and final publication builds on the methods developed in the third paper and proposes a more 

generalized approach to using foundation models and generative AI in experiments to study 

phenomena such as social bots. Overall, this dissertation describes the history and evolution of 

both social bots and the field of study itself and concludes with an epilogue that speculates on the 

future of bot research in an era where Twitter is no longer a viable data source. 

Abstrakt 

Bots, og deres mere sofistikerede variant, sociale bots, er blevet en allestedsnærværende del af 

sociale medier. Fra et teknologisk perspektiv er den moderne sociale bot en bemærkelsesværdig 

bedrift, som har overlevet utallige forsøg på opdagelse og fjernelse fra sociale netværkssider 

gennem evolutionen og vedholdenheden hos dem, der opererer bots. Sociale bots er blevet 

beskyldt for at være i stand til at påvirke meninger og endda manipulere valgresultater, selvom 

nyere forskning dog også har udforsket godartede og velgørende anvendelsesmuligheder for 

sociale bots. Denne afhandling bruger en række metoder, fra maskinlæring og netværksanalyse til 

eksperimenter, til at studere disse forskellige typer af sociale bots. 

Denne afhandling bygger på fem artikler, som bidrager til vores overordnede forståelse af sociale 

bots og hvordan man studerer dem. De første to artikler repræsenterer den tidlige og naive æra af 

forskning i sociale bots, hvor målet var at bruge maskinlæring til at detektere og studere bots, som 

forsøgte at manipulere valgresultater eller sprede konspirationsteorier. Tredje og fjerde artikel 

omhandler den moderne æra af generativ AI-drevne sociale bots og fokuserer på menneskers, ikke 

maskinlæringsmodellers, evne til at opdage bots, hvilket er et underbelyst område inden for 

forskning i sociale bots. Den femte og sidste artikel bygger på metoderne udviklet i den tredje 

artikel og foreslår en mere generaliseret tilgang til brug af fundamentale modeller og generativ AI 

i eksperimenter til at studere fænomener såsom sociale bots. Overordnet beskriver denne 



  

afhandling historien og evolutionen af både sociale bots og studiefeltet selv og afslutter med en 

epilog, der spekulerer om fremtiden for bot-forskning i en æra, hvor Twitter ikke længere er en 

datakilde.  
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1   Introduction 

This chapter first presents the background of social bots and social bot research, providing a 

context for the topic of the dissertation. This is followed by an explanation of the definition of 

social bots that is used in this dissertation and the delimitation of which areas of bot research are 

considered relevant. Then, the research objectives of the PhD project are introduced. Lastly, the 

structure of the dissertation is outlined. 

1.1 Background 

Social media is ubiquitous and has become increasingly important over the last 20 years for 

individuals, organizations, and even state actors as a means of sharing information and 

communicating with relevant stakeholders. At its peak, it would have been theoretically possible 

to interact with hundreds of millions of active users on Twitter alone. Unsurprisingly, various 

entities, from regular users to corporate and government-affiliated accounts, have found this 

ability to reach the masses valuable and are actively using social media to interact, ultimately 

influencing what happens in the physical world.  

This dissertation focuses on one particular entity that has been designed to control discourse and 

influence users—the entity of the social bot. Social bots have been described in various ways and 

at the height of public and academic interest in the subject, the tone was increasingly menacing. 

Figure 1 below presents some examples. 

 

Figure 1: Examples of descriptions and images of social bots as shown in journals 

Social bots, broadly defined as accounts on social networking sites that mimic humans and are 

controlled by a program (Ferrara et al., 2016), have existed for over a decade (Cresci, 2020a). 

Recent advances in technology such as machine learning (ML) and natural language processing 

(NLP) have helped bots evolve from mere crude spammers to sophisticated autonomous agents 

capable of shaping online discourse (Ferrara et al., 2016). From a technological point of view, the 

modern social bot is a remarkable achievement, as it is increasingly capable of disseminating 

information (Salge et al., 2022), influencing public opinion (Ross et al., 2019), and avoiding 
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human detection by blending into crowds of humans on social networking sites (Cresci et al., 

2017).  

To detect these evolving social bots, researchers have employed increasingly complex detection 

methods, such as machine learning models that use hundreds of features to determine whether 

individual accounts (or even groups of accounts) are bots (Cresci, 2020a). Rather than building a 

bespoke model for each paper, many researchers have also resorted to using services such as the 

Botometer, a bot detection tool maintained by researchers and accessible through an API (Davis 

et al., 2016; Sayyadiharikandeh et al., 2020). This cat-and-mouse game between bot developers 

and researchers trying to detect newer bots has also been described as an “arms race” against 

social bots (Cresci et al., 2017).  

Despite the recent emphasis on advanced and autonomous social bots, traditional or simple bots 

operated by more elementary scripts to curate content or spam or boost the visibility of content 

on social media are still very much present on social media (Rossi, 2022). Scholars have been 

interested in such bots from the early days of social networking sites, with sporadic publications 

appearing in the early 2010s describing them as “spambots” or “astroturfing bots” that, for 

example, share links to phishing websites or pretend to support a politician by following them and 

liking and retweeting their posts (Boshmaf et al., 2011; Chu et al., 2010). The study of bots saw a 

general explosion of interest after the public became aware of the use of social bots in the 2016 

US Presidential Election (Cresci, 2020a). Due to the popularity of studying specifically political 

bots, most bot research has focused on either proposing new bot detection methods (Cresci, 2020a) 

or presenting case studies of bots in various settings such as elections (Bessi & Ferrara, 2016; 

Brachten et al., 2017; Fernquist et al., 2018; Ferrara, 2017). The commonality of these two 

categories of papers is that they rely predominantly on Twitter data and posit social bots as 

inherently malicious entities, using descriptions like those shown in the text of Figure 1. 

More recent works have started exploring social bots through a broader set of lenses, proposing 

benevolent use cases for them (Blasiak et al., 2021) and studying their use in more neutral settings 

such as in the context of sales on LinkedIn (Goldstein & DiResta, 2022). Furthermore, studies 

have shown that bots can both intentionally and unintentionally have a positive or negative 

influence when distributing content such as information coming from the site of a natural disaster 

(Hofeditz et al., 2019). For example, if a social bot distributes content that is truthful, it can help 

spread valuable information to an audience that may otherwise not have been reached. 

Conversely, if the same social bot shares a post containing misinformation, it can mislead those 

who come across it. Thus, social bots can take many roles and are not clearly definable as positive 

or negative entities in the social media ecosystem. 

The recent advancements in the capabilities of foundation models and generative AI (Bommasani 

et al., 2022) will most likely also have an impact on bots and bot research, as they make producing 

high-quality and unique content at scale easier. We may soon see an increase in generative AI-

infused bots that can leverage the power of large language models such as LLaMA 2 and GPT-4 

in writing posts and responses while hiding behind seemingly genuine and unique profile pictures 

generated with NVIDIA’s StyleGAN2. While we know that bot developers are already using deep 
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learning-generated images in bot profiles and ChatGPT to produce tweets for bots, academic 

research on the matter is still scarce due to the recency of this development and challenges related 

to the detection of generated text (Bond, 2022; Goldstein & DiResta, 2022; Yang & Menczer, 

2023). Furthermore, early experiments have shown that profiles created with these methods can 

indeed be indistinguishable from genuine profiles and posts in social media feeds (Rossi et al., 

2023). 

For bot researchers, generative AI influencing bot designs and making them more challenging to 

detect is not the only pressing concern. Researching social bots has recently become significantly 

more difficult as a result of the social media landscape changing and becoming less supportive of 

academic research. With the majority of social bot studies relying on data from Twitter (now X), 

the future is uncertain, as the company has changed its pricing policies, making access to its API 

prohibitively expensive for academic users (Kupferschmidt, 2023). X is not alone in its decision 

to cut off academic access; for example, competing companies such as Meta have even attempted 

to actively prevent researchers from collecting data through other means such as scraping 

(Hatmaker, 2021). Overall, social media companies have shifted towards being more closed and 

hostile to researchers, and many studies, including two of the ones included in this dissertation, 

are quickly becoming relics of a time when data was easily available. 

1.2 Definition of social bots in this dissertation 

One of the early challenges in social bot research was defining what exactly counts as a social 

bot.1 While there is an ongoing discussion on the exact definition of social bots, the terms bot and 

social bot are sometimes used interchangeably to describe automated accounts on social 

networking sites (Gorwa & Guilbeault, 2020; Grimme et al., 2017; Stieglitz et al., 2017). One of 

the significant ambiguities is whether social bots refer to accounts meant to mimic and deceive 

humans (Stieglitz et al., 2017) and whether accounts that have disclosed that they are automated 

or computer managed also count as social bots, despite lacking the element of deception.  

To align with what seems to be the consensus in two widely cited review articles (Gorwa & 

Guilbeault, 2020; Stieglitz et al., 2017), in this dissertation, bots are defined as autonomous 

accounts or agents operated by a computer program rather than a human. Furthermore, social bots 

are defined as bots that interact with humans and mimic their behavior. Also, this dissertation is 

limited to studying bots that operate in publicly accessible social networking sites and have a 

profile similar to that of humans. In other words, the bot profile must be visually and functionally 

indistinguishable from other accounts, which is not the case, for example, with customer service 

bots that operate only within chat functionalities and lack profiles that are similar to human users.  

 
1 It should be noted that the term “social robot” (bot being an abbreviation of robot) has been used with a much 

broader definition in the field of robotics even before the existence of social media. Originally, the term social robot 

meant robots designed to interact with humans and behave in a humanlike manner (Duffy, 2003). However, in 

contemporary research, “social bot” is used predominantly in the context of bots on social media. 
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Therefore, chatbots and social bots in enterprise social networks are not considered in this 

dissertation for two reasons. First, whereas work on bots for commercial purposes primarily 

considers implications for organizations (Meske & Amojo, 2018; Stieglitz et al., 2018), this 

dissertation is interested in furthering the discourse on bots that create societal impact (Grimme 

et al., 2017) by participating in public social networks (Salge & Karahanna, 2018). Second, the 

closed environment in which chatbots and enterprise social bots operate makes their behavior 

predictable; in contrast, bots operating in more open environments like X (formerly Twitter) or 

Facebook often exhibit rather unpredictable behavior (Salge et al., 2021). From this point onward, 

the above definition will apply to the word social bot unless explicitly defined otherwise. 

1.3 Research objectives, gap, and questions 

As bot research matured and new areas of interest arose within the field between 2020 and 2023, 

the research objectives of this PhD project reactively evolved. Ultimately, this dissertation poses 

three separate research objectives and research questions, each responding to a distinct gap in bot 

research.  

1.3.1 The initial research objective 

Initially, the research objective was to develop methodologies for detecting social bots and then 

applying these methods and documenting the existence of bots and their behavior in new contexts 

such as Finnish politics and the COVID-19 pandemic. This objective was set during the “arms 

race” period of social bot research, when both bots and proposed detection methods were 

becoming increasingly intricate. This resulted in the identification of a research gap—namely that 

light and relatively simple detection methods were not being studied in academic papers as much 

as complex and computationally intensive bot detection methods, which had become the norm. 

Thus, the goal then became to test whether sufficient performance in detection could be achieved 

with machine learning models that rely on a smaller number of features and the reduced use of 

the Twitter API. Therefore, for papers I and II of this dissertation, the research question was: 

RQ1: How can bots be detected and studied in specific contexts with computationally light 

approaches? 

1.3.2 The second research objective 

During the process of writing papers I and II, a new research gap was identified—namely the 

dearth of studies on the human ability to distinguish social bots from genuine human accounts. 

Moreover, due to the productization and increased accessibility of generative AI models from 

2022 onwards, producing high-quality content and profile images for bot profiles became easier, 

and evidence began to appear that generative AI was being used by those operating bots (Bond, 

2022; Goldstein & DiResta, 2022; Yang & Menczer, 2023). As a result of these developments, 

the limited previous findings regarding the human ability to qualitatively identify accounts might 

no longer hold if producing more humanlike bots has become not only possible but easy to do. 

Thus, pursuant to the proliferation of generative AI, determining whether humans can still identify 

bots on social media via qualitative assessment has become a timely topic to investigate.  
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Further, contributing to the need to change the research objective, the previously described 

developments coincided with Twitter becoming increasingly unreliable as a data source due to the 

change of management at the company. Shortly after the social networking site Twitter (now X), 

on which most bot studies had relied for data on bots, became practically infeasible as a data 

source due to the introduction of much higher costs to use the platform’s API. Thus, conducting 

research with the existing methodologies and contributing to bot detection research that would 

build upon previous findings became difficult.  

To study this newly identified research gap and to address the changes in social bots and data 

collection, the dissertation took a new approach to studying the social bot phenomenon. Moving 

the research objective away from developing detection methods, the new focus shifted towards 

using the latest AI tools for developing bots to produce fake accounts, followed by experiments 

on the human ability to detect these AI-infused bot profiles. Thus, papers III and IV sought to 

answer the following research question: 

RQ2: Can humans detect AI-generated bot profiles on social media? 

1.3.3 The third research objective 

To answer RQ2, papers III and IV applied generative AI to produce bot profiles to show to 

experiment participants. The application of generative AI in these papers was quite innovative, as 

there were few examples of existing research where generative AI was used to produce content 

for experiments. As this approach to producing content could be beneficial not only for studies on 

social bots but for other social media phenomena as well, the fifth paper’s research objective was 

to write a generalized guide for using generative AI as part of existing research methods. This 

research objective sought to address a gap in the literature—namely that there were few practical 

guides related to using generative AI, as most similar papers and editorials were focused on 

discussing the ethics of using generative AI. Thus, the research question for paper V was:  

RQ3: How can generative AI be used to augment existing research methods?  

The overarching research objective of this PhD project was to increase our understanding of social 

bots. This objective resulted in the three research questions described above, which the five papers 

of this PhD project answered by providing evidence of bots operating in different contexts, 

developing methods for studying social bots, and demonstrating through experiments that humans 

can no longer reliably detect AI-driven social bots. The final paper of this project used the 

approach to using generative AI in an experiment developed in papers III and IV to create a more 

general guide to using generative AI in research, which could be used in future bot studies as well 

as in other research areas. 

1.4 Outline of the dissertation 

The remainder of the dissertation is organized as follows. Chapter 2 presents a literature review 

via an essay entitled “A Brief History of Social Bot Research.” This essay summarizes relevant 

bot literature from the past 15 years to explain how the study of bots has evolved throughout the 
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history of social media, emphasizing seminal papers mainly from computer science as well as 

publications that have appeared in information systems (IS) journals and conferences. The essay 

also discusses studies that are similar to papers I–IV of this dissertation, providing a historical 

context for the four papers and aligning them with their respective periods of social bot research.  

Chapter 3 starts by presenting extended abstracts of the five papers of this dissertation to 

summarize the research questions, methods, key findings, and limitations of each study. This is 

followed by a more general discussion of the overall contribution of these studies and this 

dissertation to the study of social bots. The chapter concludes by outlining future research that 

could build upon the research in the individual papers by addressing some of their limitations and 

by providing evidence that further generalizes their findings. 

Chapter 4 is the final formal chapter and contains a summary of the findings and contributions, 

highlighting the most significant findings of the dissertation. Following this chapter is an epilogue 

that contains a more informal and speculative essay on the future of social bots. More specifically, 

this essay discusses both the challenges related to collecting data on social bots in a post-Twitter 

world as well as the opportunities that this development offers. The epilogue ends with an 

optimistic prediction for the future of social bot research. Following the epilogue, a reference list 

for the dissertation is provided as well as an appendix, which contains the five publications in 

their respective publication or review formats. 
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2   A Brief History of Social Bot Research 

This essay is both a literature review as well as a commentary on the history of social bot research. 

The goal is to provide a succinct but comprehensive look into how social bot research has evolved 

from the early years of social media (beginning in 2010) to the present. Initially, the literature 

review focuses on papers from computer science journals and conferences, as most of the early 

and seminal works on social bots are from this field. Later, the emphasis shifts to reflect bot 

research that has started to appear in information systems conferences and journals. However, 

seminal and highly cited papers from all fields and interdisciplinary outlets are also included. 

The history of social bots can be divided into four approximate periods that have somewhat fluid 

starting and ending dates. The first period started around 2010, when social media companies such 

as Twitter and Facebook were gaining popularity and the first articles describing bots in social 

media began to appear. This period lasted until approximately 2014 and thus precedes the 

widespread use of the term “social bot,” as many articles were still simply referring to “bots” 

during this time. While studies in the early years of this period were few and far between, they 

formed the foundation for social bot research and definitively influenced future work on the topic. 

At this point, there was already evidence of social bots being used to influence operations—for 

example, regarding elections—dating from as early as 2010 (Ratkiewicz et al., 2010, 2011). 

However, the research stream focused on studying political bots had not yet become dominant. 

The second period started around 2015, when the existence and threat posed by social bots were 

already clear to researchers and governmental organizations—exemplified, for instance, by the 

DARPA (the Defense Advanced Research Projects Agency of the United States) “Twitter Bot 

Challenge,” where six teams from companies and universities competed to detect bots 

(Subrahmanian et al., 2016). During the next year, two seminal works were published: a paper on 

BotOrNot (later known as the Botometer) (Davis et al., 2016), which presented what was arguably 

the most popular bot detection tool, followed by the review article “The Rise of Social Bots” 

(Ferrara et al., 2016), which would become the most cited paper on social bots. In 2016 and 

continuing into 2017, public awareness and general interest in social bots increased dramatically 

as a result of the widely publicized Russian interference in the 2016 US presidential election 

through the use of fake accounts and social bots (Guilbeault & Woolley, 2016; O’Connor & 

Schneider, 2017). Consequently, the number of publications directly or indirectly discussing bots 

also started to proliferate.  

The third period was characterized by the “arms race” and research saturation. The number of 

proposed approaches to bot detection continuously increased, while previous methods became 

obsolete or disappeared into obscurity, as they could no longer detect the latest versions of social 

bots or were overshadowed by more efficient methods. Two overlapping streams of research were 

prominent in social bot studies from this period. The first stream consisted of papers that presented 

case studies documenting the existence of bots and typically focused on specific elections, topics, 

or regions. The second stream consisted of papers contributing to the development of bot detection 

methods, with supervised machine learning methods being especially common (Cresci, 2020a). 
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The majority of the social bot research that has been published in information systems outlets 

appeared during this period; thus, this section of the essay will contain more field-specific 

evaluation than the other sections. 

The fourth and final period, began in early 2023 after Twitter made it more difficult to use the 

social media’s API. The impacts of this change on social bot research remain to be seen because 

much of the extant research relied on Twitter data and many of the existing bot detection tools 

were built on the premise that the Twitter API would continue to be accessible at a reasonable 

price. However, as many studies were conducted before the changes and the resulting manuscripts 

are still under review, there will undoubtedly still be a dwindling stream of new research appearing 

in the near future relying on methods and tooling that are no longer available. Due to this 

uncertainty, the discussion of the final period will be limited; instead, the epilogue will focus on 

further speculation and research predictions. 

 

Figure 2: A timeline of social bot research 

The following sections of this essay examine each of these four periods more closely and highlight 

important studies and trending research streams at each point in time. Figure 2 above summarizes 

key information from the introduction, presents landmark papers and events in social bot research, 

and positions the dissertation papers within the time periods. 

2.1 Early studies on bots on social media (2010–2014) 

By the end of 2010, social networking sites were growing rapidly; while Twitter had almost 200 

million registered users (Rao, 2010), by July 2010, Facebook already had more than half a billion 

registered users (Pepitone, 2010). During the same year, the first peer-reviewed publications on 

bots started appearing, with many using Twitter data (Chu et al., 2010; A. H. Wang, 2010) and 

some others also other sources, such as Facebook (Stringhini et al., 2010) or MySpace (Lee et al., 

2010). In the beginning, bots were often associated with spam, and the term social bot had not yet 

been coined. At this point, bots were not always presented as a separate topic but were instead 

discussed in research related to astroturfing and spamming on social media (Chu et al., 2010; Lee 

et al., 2010; Ratkiewicz et al., 2010; Stringhini et al., 2010). This resulted in some publications 

referring to the bots as spambots, and researchers also began to use the term “cyborg” to refer to 
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hybrid accounts that were partially automated and partially operated by a human and operated in 

similar fashion to fully automated bots or spambots (Chu et al., 2010). 

As the descriptions imply, spambots or astroturfing bots were often repeatedly sharing unoriginal 

content or links (spamming), liking or sharing content, or following specific profiles (Chu et al., 

2010). This predictable and repetitive behavior was distinct from that of humans, making them 

easy to detect both manually and algorithmically. Nevertheless, likely due to the vast number of 

accounts that needed to be labeled, the algorithmic approach was more popular. To identify the 

bot accounts, many early studies were already employing machine learning-based classifiers 

(Stringhini et al., 2010; Wang, 2010), which would eventually develop into the most common 

approach to detect bots (Cresci, 2020a). Compared to the models used in contemporary research, 

those featured in early studies were simple and relied on a handful of features, such as the posting 

rate, number of followers, friends, and the ratios of these (Lee et al., 2010, 2011; Stringhini et al., 

2010; Wang, 2010).  

Many of these early studies relied on honeypot accounts to collect the account dataset they studied 

(Lee et al., 2010, 2011; Stringhini et al., 2010). In practice, this meant setting up accounts that 

would attract followers, some of which would also turn out to be bots. This contrasts with the later 

commonly used practice of choosing to collect, for example, all accounts that tweeted using 

specific keywords during a specific time frame. At this point, some researchers were also 

experimenting with bots they developed to collect data. For example, in Boshmaf et al. (2011), 

the authors created bots themselves and tested their ability to infiltrate Facebook, showing that 

using bots made it easy to harvest information. 

Boshmaf et al.’s (2011) paper, was also interesting for another reason. Their article, titled “The 

Socialbot Network: When Bots Socialize for Fame And Money,” was one of the first academic 

sources instances to use the term “social bot.” Notably, the term “socialbot” was stylized as one 

word here, and other works in the 2011–2014 time frame also adopted this spelling (Boshmaf et 

al., 2012; Elyashar et al., 2013; Hwang et al., 2012; Mitter et al., 2014). However, the two-word 

“social bot” term also appeared in publications around this time (Wagner et al., 2012), eventually 

becoming the standard, though it is unclear why. 

Although the aforementioned 2015 DARPA Twitter bot challenge is possibly the most well-

known bot themed competition, it was not the first of its kind. In fact, beginning already in 2011, 

the Web Ecology Project hosted the SOCIALBOTS 2011 event, where participating teams raced 

to develop bots that would influence a group of 500 unsuspecting Twitter users, gaining points 

for friending them and inducing them to perform certain actions.2 This event ultimately resulted 

in multiple papers, but the publications focused on humans and how suspectable they are to bots, 

rather than on the bots themselves (Wagner et al., 2012; Wald et al., 2013a, 2013b). Interestingly, 

this type of experimentation with bot designs did not become a popular stream of research, despite 

 
2 http://www.webecologyproject.org/2011/01/help-robots-take-over-the-internet-the-socialbots-2011-competition/  
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its potential to offer direct insights into human-bot interaction at a level difficult to achieve as an 

external observer—for example, in studies relying on detecting bots in the wild.  

By the end of 2014, the number of articles on the “characterization, detection and impact 

estimation of social bots” was rapidly increasing (Cresci, 2020a). While the numbers in the early 

2010s were modest, in both 2013 and 2014, Scopus was registering approximately 50 new 

publications per year (Cresci, 2020a). In these early studies, bots and social bots were portrayed 

almost exclusively as malicious entities, which is not surprising given that early bots were 

associated with activities such as spamming and astroturfing. The first period ends in 2014, 

representing the last year in which bot research was arguably still in the slow-growth phase and 

gaining interest but not yet of interest to wider audiences.  

2.2 The rise of social bot research (2015–2018) 

The rapid rise in social bot literature starting in 2015 signaled the start of a new period, 

characterized by papers presenting evidence of bots interfering with elections and revealing an 

interest in developing increasingly sophisticated detection models. In terms of numbers, in 2016, 

there were more than 100 new publications (indexed in Scopus), doubling to over 200 per year in 

2018 (Cresci, 2020a). Bots were also now being mentioned in articles belonging to another 

trending and closely related and sometimes overlapping field—the study of fake news and online 

misinformation—further increasing public awareness and interest in bots (Lazer et al., 2018; 

Vosoughi et al., 2018). At this point, the term “social bot” had become clearly established.  

The beginning of the second period of social bot research featured the publication of two of the 

most influential publications. The first is the review article “The Rise of Social Bots” (Ferrara et 

al., 2016), which provided the inspiration for the name of the second period. This paper has been 

cited more than any other bot paper, with over 2500 citations at the time of writing. It provided a 

clear description of the state of the art of social bots and proposed a taxonomy of social bot 

detection systems from crowdsourcing to supervised machine learning-based systems. The second 

influential publication is the conference proceeding “BotOrNot: A System to Evaluate Social 

Bots” (Davis et al., 2016), which presented what would become the most well-known (Grimme 

et al., 2018) and most widely used bot detection tool (Rauchfleisch & Kaiser, 2020). While the 

tool BotOrNot had been available since 2014, in 2017, it was renamed as the Botometer.3 The 

Botometer was the tool of choice for many landmark social bot papers (Shao et al., 2018; 

Vosoughi et al., 2018), although its reliability and accuracy were criticized in later years (Gallwitz 

& Kreil, 2021; Grimme et al., 2018; Rauchfleisch & Kaiser, 2020). This will be discussed further 

in the next section of the essay focusing on the third period of social bot research.  

In addition to these two papers, many other widely cited (several hundred citations or more) papers 

appeared in the 2015–2018 period and had the typical characteristics common to many social bot 

studies of this period—namely a focus on detection, characterization, and the presentation of 

 
3 https://botometer.osome.iu.edu/faq#name-change  
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evidence of bots in political contexts. These include studies showing that social bots were present 

in the US 2016 presidential election (Bessi & Ferrara, 2016; Howard et al., 2018; Shao et al., 

2017, 2018), the UK-EU referendum that resulted in Brexit (Howard & Kollanyi, 2017), the 2017 

French presidential election (Ferrara, 2017), and the 2017 Catalan referendum (Stella et al., 2018). 

More general papers also appeared during this period, and the term political bot became 

commonly used to describe a specific subset of social bots (Woolley, 2016). Ultimately, these 

papers likely provided the catalyst for the popularity of the two dominant streams of bot research, 

which focus on detecting and/or presenting cases of bots interfering with elections.  

Table 1: Notable groups, institutions, researchers, and their primary contributions 

Groups and institutions Notable affiliated researchers Contributions 

The Observatory on Social 

Media (OSoMe) at Indiana 

University 

Alessandro Flammini, Filippo 

Menczer, Onur Varol, Clayton 

Allen Davis, Kai-Cheng Yang 

Bot detection by developing and 

maintaining the Botometer (originally 

BotOrNot). Co-authors of “The Rise 

of Social Bots.” 

The University of Southern 

California  

Emilio Ferrara Co-author of “The Rise of Social 

Bots” and multiple well-known 

studies on social bots in elections.  

The Computational Propaganda 

Project at the Oxford Internet 

Institute 

Phil Howard, Lisa-Maria Neudert Produced multiple reports and papers 

written with audiences such as 

governments and policy makers in 

mind in addition to academic papers.  

 

 

During this period, as bot research grew, so did the dominance of several groups of researchers. 

Examining the authors of the publications of this and the following periods described in this essay, 

a distinct pattern emerges. Certain names and institutions were very heavily represented during 

this period, coalescing around several influential research groups, whose publications were both 

widely cited and whose opinions on the matter attracted ample attention from by media outlets 

(Gallwitz & Kreil, 2021). These groups and the affiliated researchers are listed in Table 1, along 

with their major contributions. Beyond the three groups listed in Table 1, the researcher Stefano 

Cresci, a co-author in several highly cited studies (Cresci et al., 2015, 2017; Cresci, 2020a), should 

also be mentioned. These groups and individuals contributed significantly to establishing social 

bot research, although in the later years, some also voiced criticism about how their works 

presented social bots as more powerful than evidence would suggest (Assenmacher et al., 2020; 

Gallwitz & Kreil, 2021). 

Nearing the end of this period, social bot research had started to appear in information systems 

conference proceedings, and journal publications would soon follow. Some of the earliest 

examples include Stieglitz et. al.’s (2017) categorization of social media bots, Brachten et al.’s 

(2017) study on social bots in the 2017 German state election, and Wang et al.’s (2018) n-gram-

based approach for detecting bots. As can be seen, these early studies closely followed the general 

trends of bot research by focusing on bot detection and case studies. However, adding diversity 
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to the study of social bots, one IS paper from this early period investigated benign examples of 

social bots (Brachten et al., 2018). While prior works had already raised critical comments about 

the field’s focus on malicious bots over benign or benevolent alternatives (Oentaryo et al., 2016), 

they focused on simple bots rather than social bots. 

Of all the boundaries between the four periods discussed in this essay, that demarcating the second 

and the third is perhaps the blurriest, as it is difficult to identify a specific distinguishing landmark 

other than a reduction in the growth of the pace of publications appearing after 2018 and a shift 

towards more incremental additions to the new knowledge introduced by papers. Further, at the 

end of this period, criticism of the dystopian portrayal of social media being controlled by 

seemingly intelligent social bots was already starting to appear, signaling a shift towards more 

critical attitudes, in contrast to the excitement and retrospectively even alarmist tone of some of 

the earlier papers (Assenmacher et al., 2020; Gallwitz & Kreil, 2021). Thus, the second period 

concluded at the end of 2018.  

2.3 The arms race (2019–2023)  

The third period began in 2019 and lasted until early 2023. The period is characterized by the 

“arms race” nature of bot research at this time, as bots were evolving in response to social 

networking sites taking more aggressive measures to remove them. Consequently, bot detection 

models had to be regularly updated and expanded to maintain their ability to detect of the next 

iteration of social bots (Cresci, 2020b). Developing bot detection models and showcasing bots in 

different contexts remained the primary contribution of many studies during this period. In 2020, 

academic publications documented the use of bots in the elections of 39 countries across the world 

(Cresci, 2020a). One such study is paper I of this dissertation, which presents a metadata-based 

approach to bot detection and demonstrates it through the detection of bots following Finnish 

politicians on Twitter (Rossi et al., 2020). Further adding to the “arms race,” highly cited papers 

presenting new bot detection models began to claim outlandishly high performance measures with 

near-perfect classification rates, such as an AUC4 of 0.99 (Kudugunta & Ferrara, 2018; 

Sayyadiharikandeh et al., 2020). 

As another feature of this period, more critical voices regarding the true capabilities and level of 

sophistication of social bots began to emerge, contradicting the notion that bots are constantly 

evolving and increasingly advanced (Assenmacher et al., 2020; Rauchfleisch & Kaiser, 2020, 

2020). The critics’ main concerns were the mystification of social bots and their capabilities as 

well as researchers’ trust in tools such as the Botometer. Dissertation paper II also notes this 

contradiction between empirical evidence and the existing literature. Paper II focuses on bots 

involved in spreading COVID-19 conspiracies via misinformation posts, which Twitter was 

supposedly monitoring. Most of these bots turned out to be simple spambots retweeting posts 

repeatedly, rather than sophisticated bots posting original content or engaging with other users 

 
4 AUC = Area under the ROC Curve. An aggregate measure of classification performance commonly used in machine 

learning.   
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(Rossi, 2022). Despite the discussion regarding the validity of the Botometer’s classification 

accuracy, papers that relied on it for bot detection kept being published—since the tool was being 

regularly updated, comparing its performance between papers is difficult without establishing the 

version of the service that was used (Sayyadiharikandeh et al., 2020). Further adding to this 

difficulty of reliably evaluating the accuracy of the Botometer, the outputs of the model varied 

from version to version. Moreover, the Botometer did not claim to perform binary classification 

between bots and humans but instead provided a score between zero and five, with higher scores 

indicating bot-like behavior but not necessarily indicating whether the account is a bot.5  

While in computer science, social bot research had matured by this point, in information systems, 

the topic was only emerging, especially prior to 2020. Most bot research published in IS outlets 

appeared during this period, and while some papers followed the trend of focusing on bot detection 

and case studies (Hofeditz et al., 2019; Marx et al., 2020; Onuchowska et al., 2019; Rossi et al., 

2020), many also contained novelty in terms of their methods or goals. The journal publications 

ranged from a novel contribution to bot detection methods augmented by crowd-generated labels 

(Benjamin & Raghu, 2023) to theory on how social bots disseminate information (Salge et al., 

2022) to an investigation of how a very small community of bots can tip the opinion climate of 

polarized online discussions (Ross et al., 2019). Considering the prevailing “theory fetish” of 

information systems research, as argued by Iivari (2020), where “excessive emphasis is on theory 

and theory building,” social bot studies so far have been very light in terms of theoretical 

contributions.6 This is possibly explained by the dearth of journal publications on social bots 

within the IS field, which will change as conference proceedings eventually become journal 

publications. One of the theories used in more than one social bot paper in IS is the spiral of 

silence (Noelle-Neumann, 1974), which is discussed extensively by Ross et al. (2019) and lightly 

covered in dissertation papers II and III (Rossi, 2022; Rossi et al., 2023). Other theories linked to 

social bot research include the algorithmic conduit brokerage theoretical framework proposed by 

Salge et al. (2022), dual process theory in relation to combating extremism online through social 

bots (Blasiak et al., 2021), and speech act theory in a framework used as part of a bot detection 

method (Benjamin & Raghu, 2023). Overall, many of these papers focused on empirical 

observations and on providing information to broader audiences beyond other scholars within the 

field. Given the importance of social bot research to society, I argue that this trend is beneficial, 

and it would therefore be preferable for social bot research to maintain its connection to practice 

rather than prioritizing heavily theoretical contributions. 

Putting into motion the event marking the end of this period of social bot research, in April 2022, 

the controversial billionaire Elon Musk initiated the process of acquiring Twitter. While he 

 
5 The section “Can I use a threshold to classify bots?” from https://botometer.osome.iu.edu/faq further elaborates on 

this. 

6 It should be noted that we faced issues regarding the lack of theorizing during the review processes of paper II, 

paper III, and paper V. While all papers received praise for the method, relevance, and writing from a majority of 

reviewers, all three also faced pushback from always exactly one reviewer for not being proper IS contributions if 

there was no theory development. 
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attempted to back out of the acquisition by claiming that the social networking site had more bots 

than previously disclosed, he eventually ended up acquiring Twitter later the same year (Wile, 

2022). Initially, the direct impact on researchers was limited. Presumably due to mass layoffs as 

well as voluntary turnover, the stability of the platform and its API was threatened, but the site 

remained mostly functional.7 However, soon thereafter, Musk announced that Twitter would be 

changing its current pricing scheme in the attempt to more aggressively monetize the site’s API. 

In contrast to the date separating the second and third periods of social bot research, the end of 

the third period has a precise date—February 9, when Twitter removed its API’s free tier 

(Weatherbed, 2023). On this day, third period of social bot research ended, leading to the fourth 

and current period.  

2.4 The end of Twitter as a source of data and the uncertain future (2023 –)  

In March 2023, Twitter unveiled the new pricing scheme of its API. The change rendered using 

the API too expensive for academic users, who previously were able to download hundreds of 

thousands of tweets for free (Calma, 2023). Collecting datasets that are close to the sizes typically 

used in studios prior to the changes to the API would be challenging, as the new pricing scheme 

at the basic tier only provides access to 10,000 read requests (tweets) per month. In comparison, 

Bessi and Ferrara’s (2016) study on how social bots distorted the 2016 US presidential election 

was based on over 20 million tweets, while Shao et al.’s (2018) Nature Communications article 

on the spread of misinformation by social bots analyzed 14 million tweets. While accessing such 

volumes of data is still possible, in practice it is unfeasible for all but the wealthiest organizations, 

as the cheapest enterprise plan has a monthly fee of $42,000, providing access to 50 million tweets 

per month (Mehta, 2023). 

An immediate consequence of this change to the pricing model was that bot detection tools that 

were built on top of Twitter’s API, such as the Botometer, stopped working. Researchers were 

thus deprived of what was arguably the most accessible (in terms of ease of use) and productized 

bot detection tool. Thus, future studies will once again depend on researchers being able to either 

reuse code and models shared by others or able to build their own bot detection model. 

Considering the criticism that the Botometer faced in its last years, some might argue that moving 

away from reliance on a single tool will result in higher quality research, but it may also make 

comparing studies more difficult if every study relies on a different bot detection method. 

As this period has just started, the full consequences of Twitter data becoming largely inaccessible 

are not yet known. As this literature review focuses on the past, further discussion of the 

implications appears in the dissertation epilogue. 

 
7 One of the research projects I was involved in was collecting data with Twitter’s API during the winter of 2022–

2023, and we noticed that crashes and other bugs were more frequent than before. More concerningly, API calls 

would occasionally go through successfully but retrieve only partial data, with many attributes missing from all 

collected rows. 
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2.5 Concluding remarks 

Social bots and social bot research have existed for a relatively brief but eventful period of time. 

This essay summarized some of the major milestones and trends that we have seen thus far in this 

area of research. In computer science, the peak of interest in social bots may have already passed, 

while in information systems, it may still lie ahead due to longer review cycles in IS journals. At 

the time of writing, the debates regarding the true influence of social bots on humans and how 

well humans can detect them are still ongoing. Given that social networking sites are working 

against rather than with researchers to answer these questions, it may take time before these 

contradictions in the social bot research findings are resolved. 

While the disappearance of Twitter as a data source may slow down social bot research for the 

time being, this is still an exciting time to be studying bots. Methodologically, social bot research 

is diverse and may even become more open to new methods now that many previously used 

approaches are no longer viable. Moreover, in the past few years, in addition to traditional lines 

of research focusing on malicious use cases and detection, we have seen a growing number of 

publications investigating more diverse applications of bots on social networking sites, from 

handling sales on social media to deradicalizing people online. While it is important to maintain 

and develop our knowledge about malicious social bots, the study of benevolent bots could help 

broaden the interest in social bots and reduce the risk of social bot research stagnating and 

becoming saturated with similar research. Finally, given that the intelligence and capabilities of 

social bots have previously been questioned, research focusing on sophisticated social bots (that 

are hopefully created with benign or benevolent intentions) that can make use of the developments 

in large language models and other forms of generative AI would certainly be welcome. Thus, I 

reiterate, exciting times are still ahead of us social bot researchers!  
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3   Summary of articles and contributions 

This chapter starts with a summary of each of the dissertation’s five papers. More specifically, it 

presents the key information of each paper in the form of extended abstracts, including the 

research questions, methodology used, key findings, limitations, and contributions. This is 

followed by a discussion of how all the papers are linked together and a description of the overall 

contribution of the dissertation. The chapter concludes with a discussion of how future research 

could extend the research presented in the dissertation.  

3.1 Paper I: Detecting political bots on Twitter during the 2019 Finnish 

parliamentary election 

Paper I was published in the proceedings of the 53rd Hawaii International Conference on System 

Sciences in 2020. The paper is a traditional political bot study, which proposes a new machine 

learning model for detecting Twitter bots and then demonstrates its power by analyzing the 

followers of Finnish politicians prior to the 2019 Finnish parliamentary elections. The research 

questions were 1) “What are important features that can be used to identify bots?” and 2) “Do the 

bots have an impact on Finnish politics?”  

Building on the features commonly used by previous classifiers, the paper presents a machine 

learning model for bot detection that labels individual accounts as bots or humans using only user-

level metadata. The random forest model was built using R and was trained with a mix of manually 

labeled training from the Finnish Twittersphere and the previously published cresci-2017 dataset8. 

The value of this approach, compared to contemporary methods, is that it is computationally light 

and uses the API to retrieve user data only, rather than tweet data, which would require more calls 

to Twitter’s API. The model achieved an accuracy of 0.837, a recall of 0.846, and a specificity of 

0.793, which were modest results even at the time of publication but justified by the limited 

number of features used by the model and by the resulting lightness in terms of needed API calls 

and computational resources.   

The model was applied to approximately 559,000 unique accounts that were following the most 

popular Finnish politicians from each party on Twitter. Of these accounts, the model classified 

roughly 204,000 as bots, indicating that slightly above 36% of the followers of the selected 

accounts were bots. Most bots detected by the model were extremely simple: they had default 

profile pictures and blank bios and while most had no followers or tweets, they were following 

20–100 accounts. Many of the bot accounts had been created with a browser that had either Arabic 

or Russian as the language, which is a data point that Twitter provided in user-level metadata, 

although the profile names were anything from random strings to typical Finnish-sounding names. 

At the time, Twitter estimated that only 5–10% of accounts on the platform were bots. While the 

 
8 The dataset is available at the Botometer’s repository https://botometer.osome.iu.edu/bot-repository/datasets.html   
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results of this study reflected much higher numbers, they were in line with findings from other 

research of the same time period.  

The paper posed five research questions. To answer the first question, we determined the five 

most important features for identifying bots (in the context of accounts following Finnish 

politicians) as follows, in order of importance: 1) the number of accounts the profile followed, 2) 

the ratio of following to the age of the account, 3) the age of the account, 4) the ratio of followers 

to following, and 5) the ratio of likes to the number of accounts the profile followed. While it may 

seem counterintuitive that the most important feature was the “number of accounts followed by 

the profile,” this feature resulted from the design of the most common bots found in the dataset, 

which followed exactly 21 other accounts. We assumed that this was either because the profiles 

were generated using the same script or that this number was an effect of standard Twitter 

recommendations at the time. It is possible that Twitter suggested popular accounts for new users 

to follow and that it always suggested 21 accounts. The other important features were in line with 

previous studies—ratio features are viewed as an effective way to capture information related to 

the behavior of bot vs. human profiles. Moreover, other sources have suggested that the age of the 

account may be indicative of bots when coupled with the other features, as many of the suspected 

bot profiles were recently created.  

Answering the second research question proved more difficult given the way the model 

performed, which is a limitation of the paper. The main limitation of the model is that while the 

detection methods were able to identify simple bots, they struggled to identify more elaborate 

social bots whose behavior more closely matches that of genuine human profiles. This is based 

on the characteristics of the accounts that were labeled as bots, as most of them seemed to belong 

to a follower farm and were not actively engaging with other accounts through tweets or retweets. 

As a further limitation, there was relatively little investigation into the accounts following the 

politicians, and the study could have been further augmented by a longitudinal study of the 

suspected bot profiles. Thus, determining the impact of the bots was difficult, but based on the 

limited evidence, the impact of bots seemed minimal based on the low activity of the suspected 

bots. Moreover, further analysis showed that the number of bots was highly correlated with the 

number of accounts that were following each Finnish politician overall. This suggests that the 

politicians were “honeypots” that the profiles were following due to automation rather than 

intention, given that the profiles were likely recommended by Twitter when a new account was 

created because they were among the most popular Finnish Twitter profiles. As stated in the paper, 

this finding was later further confirmed by the Finnish Security Intelligence Service, which 

concluded that there was no evidence of foreign entities attempting to influence the 2019 

elections. 

Initially, the primary contribution of this paper was the methodology, as it presented a light 

metadata-based alternative to Twitter bot detection using machine learning. Since the paper was 

written in late 2019 and published in January 2020, the proposed method is no longer usable as 

originally intended due to changes to Twitter’s API. Furthermore, as mentioned in the limitations 

of the paper, the proposed bot detection method was suitable for identifying basic bots but not 
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sophisticated enough to detect more advanced social bots. Thus, the primary contributions of the 

paper were the following. First, it showed that the Finnish Twittersphere contained bots at a rate 

far above what Twitter was suggesting at the time. Therefore, it was one of the many studies of 

the time showing the existence of bots around the world and was cited as evidence of bots in 

Finland in the article “A Decade of Social Bot Detection” (Cresci, 2020a) and in a report by the 

NATO Strategic Communications Centre of Excellence (Van Sant et al., 2020). The paper also 

showed that while advanced social bots were of primary interest to research, crude bots belonging 

to “following farms” were still prevalent and Twitter’s efforts to remove even the most basic bot 

profiles were inadequate.  

3.2 Paper II: The Scamdemic Conspiracy Theory and Twitter’s Failure to 

Moderate COVID-19 Misinformation 

Paper II was published in the proceedings of the 55th Hawaii International Conference on System 

Sciences in 2022 and is a single-author paper. This paper is a bot case study, where network 

analysis and the Botometer were used to detect suspicious accounts that were distributing COVID-

19-related conspiracy theories on Twitter during the spring of 2021. The word “scamdemic” was 

a term used primarily by those distributing misinformation on vaccines and the COVID-19 

pandemic. Its origin is possibly related to Twitter placing a soft ban9 on the more popular related 

term “plandemic,” which led to the use of alternative terms to continue distributing 

misinformation about the pandemic. The research objectives10 of the paper were, first, to 

determine whether the COVID-19 conspiracy keyword “scamdemic” was being distributed by 

bots or organically by humans and, second, to evaluate whether Twitter was enforcing its COVID-

19 misinformation policies by banning accounts that were continuously violating the platform’s 

policies.  

The study was based on a sample of 8263 tweets and 8540 related users that interacted with the 

tweets by replying, quoting, or being mentioned in the tweets. The data contained tweets found 

with the keyword “scamdemic” during the week of March 8–March 15, 2021. This time period 

was selected because Twitter updated its COVID-19 misinformation policy at the beginning of 

March and had supposedly started enforcing it. The data was collected in a manner that supported 

creating two types of networks. The first network consisted of accounts (nodes) and interactions 

between accounts, represented by weighted directed edges. In other words, if there were two 

accounts, accounts A and B, and B mentioned A twice during the monitoring period, there would 

be a directed edge from B to A with a weight of 2 in the network. The second network was 

multimodal and similar to the previously described network, with the exception that nodes could 

 
9 When attempting to search for content using the keyword “Plandemic” on Twitter, the page would first provide a 

link to a regional government page on the pandemic and redirect the search to the keyword “pandemic.”  

10 Unlike in the previously presented paper I, in paper II there are no explicit research questions and the paper only 

lists two “goals.” 
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also be posts instead of only accounts, allowing for the mapping of how different accounts 

interacted with specific posts.  

The first network was used to determine influential accounts in the networks, which were then 

followed and analyzed for a duration of two months. More specifically, selecting the top 25 

accounts based on three network characteristics (25 with highest betweenness centrality, 25 with 

highest indegree, and 25 with highest outdegree), created a list of 61 influential accounts. Since 

some accounts were at the top in multiple characteristics, there were 61 rather than 75 accounts. 

These accounts were first checked with the Botometer to determine which accounts were likely 

to be bots. Furthermore, I qualitatively inspected them, checked their recent tweeting history, and 

then coded them based on their characteristics into the categories of “conspiracy theorist,” 

“spammer,” “antivax,” “celebrity,” and “non-believer.” Finally, I used the second network 

consisting of accounts and hashtags to determine which keywords in addition to “scamdemic” 

were popular and to see if clear communities could be identified within the network that used 

keyword clusters. Among the over eight thousand tweets, there were 3127 hashtags. The 10 most 

popular hashtags accounted for 34.9% of the total number of hashtags used. The two networks are 

shown in Figure 3.  

  
 

Red nodes are influential bots, black nodes 

influential humans, and green nodes other accounts. 

The colors in the network above represent 

communities of accounts. 

Figure 3: The network of accounts (left) and network of accounts & hashtags (right) 

The main findings of the paper were that a relatively small share of the influential accounts that 

were using COVID-19 conspiracy terms were clearly identifiable as bots (scoring 4.0 / 5 or higher 

on the Botometer). Further manual inspection indicated that up to 13 of the 61 influential accounts 

(21%) may have been bots, based on their behavior, which for the majority, consisted of merely 

retweeting and spamming unoriginal content. This type of behavior would suggest that the 

accounts were following a simple script and thus could be described as spambots rather than social 
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bots. Moreover, only 12.7% of the accounts were suspended after two months, even if they were 

repeatedly tweeting content that was clearly labelable as misinformation and in violation of 

Twitter’s COVID-19 policies. The hashtags used by these accounts referenced a plethora of 

different conspiracy theories, such as “The Great Reset,” “The New World Order,” and the 

“Plandemic.” Ultimately, the paper concluded that a large share of the conspiracy content was 

being distributed organically by humans rather than bots and that Twitter was not enforcing its 

own COVID-19 policies.  

The main limitation of the study was the number of data points collected due to restrictions posed 

by the approach used to collect data. Collecting network data is not supported naturally by 

Twitter’s API and thus required making significantly more calls to the API than required when 

retrieving user-level or tweet-level data only. Moreover, the Python library twarc that was used 

did not support accessing Twitter’s API with an academic license, further limiting the number of 

calls that could be made to the API. However, for the purpose of demonstrating Twitter’s lack of 

removing content that clearly violated the platform’s terms of use, this sample was deemed to be 

sufficient. Lastly, while the reliability of the Botometer was already being questioned when paper 

II was being written, the paper used a particularly conservative approach to using the tool. The 

threshold for assuming that an account was a bot was high: to be labeled a bot, each account 

needed a Botometer bot score of more than 4.0 out of 5 and had to pass a manual review three 

times over the course of two months.  

Similar to paper I, this paper contributed to the body of literature suggesting that simple spambots 

are still prevalent on social networking sites such as Twitter, even though the current research 

primarily focuses on social bots. Furthermore, paper II provided evidence that repeatedly sharing 

malicious content on Twitter via bots, trolls, or humans during the time frame of the pandemic 

was feasible, despite Twitter’s claims that they were actively removing content that violated their 

misinformation policies. Thus, the main contributions of paper II were empirical and provided 

information to researchers, policy makers, and the general population. 

3.3 Paper III: Are Deep Learning-Generated Social Media Profiles 

Indistinguishable from Real Profiles? 

Paper III was published in the proceedings of the 56th Hawaii International Conference on System 

Sciences in 2023. This paper focuses on the human ability to detect advanced social bots created 

using generative AI. More specifically, the paper presents the results of a pilot study where 

participants were asked to label accounts as bots or humans after seeing a tweet and the basic 

profile information of the account that posted the tweet. This was designed to simulate situations 

where people scroll through social media feeds and see posts written by accounts they do not 

recognize or follow. The research questions of the study were 1) “Can humans distinguish social 

media profiles with DL-generated profile pictures and DL-generated posts from real ones in the 

feed of a social networking site?” and 2) “Which components of a profile are more likely to make 

humans suspect that the profile is fake?” The main hypothesis of the paper was that humans would 
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not be able to distinguish modern bot profiles created using generative AI from human profiles 

when given limited information similar to what is visible in a social media feed. 

To answer the research questions and test the hypothesis, the paper used an experiment with 

human subjects. Participants were shown a random sample of accounts and posts and then asked 

to first label the account as bot or human and then evaluate how confident they were with this 

label. They also had to rate which features of the post and account (profile picture, tweet, name 

of the account, handle of the account) made them suspect that the account might be a bot. The 

accounts and posts that participants were shown were drawn from a sample of 18 accounts—nine 

genuine Twitter posts and profiles and nine bot profiles and posts that were created for the 

experiment. The topic of all the posts used in the experiment was the war in Ukraine because, 

given its political nature, it thematically fit an experiment related to bots and because it was a 

trending topic on Twitter. 

The process for creating the bot profiles was based on mimicking practices used by real bot 

developers. The bot profiles had pictures that were created using a script that repeatedly visited 

the website thispersondoesnotexist.com, which uses NVIDIA’s StyleGAN, a pre-trained deep 

learning model that can generate realistic images of human faces to produce a unique image every 

time the page is visited. The bots’ posts were written with GPT-3 by feeding the language model 

articles about the war and prompting it to create short responses. The profile names and handles 

(short unique identifiers next to the name used by Twitter) were generated using a simple Python 

script that took first and last names from a list of common English names. Figure 4 contains 

examples of the generated profiles and posts. 

 

 

 

Figure 4: Three of the bot profiles used in the experiment 

The experiment was conducted in May 2022 and participants were recruited via the 

crowdsourcing service Amazon Mechanical Turk (MTurk). Based on an initial screening phase 

involving 1292 subjects, 478 were invited to complete the full experiment and 375 participants 

completed it successfully. The participants were from the United States, with 56% identifying as 
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male and 43.7% as female. To ensure high-quality responses, the experiment included attention 

checks to exclude participants providing low-quality responses. Furthermore, to incentivize high-

quality responses, the participants were told that they would be rewarded based on their 

performance and that failing an attention check or being caught rushing through the experiment 

would result in no reward. Lastly, to check whether the instructions for the task given in the 

experiment were sufficient and to determine how the participants perceived the difficulty of 

labeling accounts, we asked two questions about the design of the experiment. The first question 

asked if “the tasks and instructions were clear”—96% of participants agreed or strongly agreed. 

The second question asked if “the given task was easy to do”—83% of participants agreed or 

strongly agreed.  

The main finding of the experiment was that participants cannot distinguish bots from humans: 

the accuracy for detecting bots ranged from 10% to 27.4%, while for the human profiles, it was 

between 58.5% and 91.4%. This resulted in an overall accuracy of 48.9% for all accounts. Since 

each of the 375 participants saw only four of the accounts, each account was labeled 

approximately 80 times. Furthermore, no statistically significant relationships were found 

between how the participants labeled the accounts and how they rated the suspiciousness of each 

of the four features of the posts and profiles. The results are summarized in Table 2.  

Table 2. Classification accuracy 

Accuracy Generated Genuine 

Mean  18,2 % 79,7 % 

95% CI 14.5% - 21.9% 73.7% - 85.6% 

Highest  27,4 % 91,4 % 

Lowest  10,0 % 58,5 % 

 

 

This study had several limitations. First, the number of accounts and visible pieces of information 

per post was limited. In the real world, a user would be able to investigate accounts more 

thoroughly, but since the study sought to emulate a setting where users come across posts in a 

feed and since most people would not go through every profile they come across, this limitation 

was deemed acceptable. However, as a result, the findings cannot be generalized outside a setting 

where users see only limited information, such as when scrolling through a social media feed. The 

second limitation was that the participants were quite homogeneous and since they were recruited 

via MTurk, they were most likely not representative of the general population. This limitation was 

considered acceptable because the paper presented a pilot study and was mainly used to guide the 

development of an experiment with higher ecological validity, which is presented in paper IV.  

In late 2022 when the paper was written, previous research had already shown that large language 

models were capable of producing short texts that human evaluators could not distinguish from 

texts written by humans (Clark et al., 2021; Dugan et al., 2023). Furthermore, multiple studies 
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had already shown that images generated using generative adversarial networks, a deep learning 

architecture, could produce images that humans could not distinguish from genuine photos 

(Nightingale & Farid, 2022). The contribution of this paper was combining both generated text 

and images into a profile that represented social bots in a social media feed and showing that such 

profiles can no longer be distinguished from genuine human profiles when shown to a human 

evaluator. Given the limitations of the study, the extent to which this finding is generalizable is 

still uncertain, but the initial results are concerning and if further validated would have a 

significant effect on, for instance, producing training data for bot detection models, which often 

rely on training data that has been manually labeled by humans. 

3.4 Paper IV: AI-Generated Profiles Are Indistinguishable from Real Profiles 

in Social Media Feeds 

Paper IV is currently under review at the Journal of Information Technology. Building on the pilot 

study that was presented in paper III, for paper IV, we conducted a more robust set of experiments 

to further confirm the hypothesis that humans cannot distinguish AI-generated bot profiles from 

genuine human profiles. To increase ecological validity, rather than showing isolated posts, as in 

paper III, the experiments in this study used full discussions that consisted of multiple tweets that 

were replying to one tweet. The research questions of the paper were 1) “Can humans distinguish 

AI-generated bot profiles from genuine profiles that are commenting on a social media post?” and 

2) “Which features on a bot profile can humans detect are AI-generated and not genuine?” 

The setup of the experiment was very similar to the process described in section 3.3. Again, 

participants were first given instructions on how a Twitter discussion works and explanations of 

the different visible components in the posts (the tweets, profile pictures, names, and handles). 

Then, participants were shown a randomly drawn sample of Twitter feeds one at a time and were 

asked to label each of the accounts that were participating in the discussion as bots or humans. 

There were six variations of the feeds shown during the experiment, with discussions containing 

a varying number of bots and humans. Thus, some participants saw posts that contained only 

genuine human discussants, others saw discussions with mixed bot and human participants, and 

still others saw discussions populated only by the generated bot accounts. One of the discussion 

threads shown during the experiment is shown in Figure 5. In addition to labeling the accounts as 

humans or bots, the participants were asked to rate their confidence in the label they gave and 

evaluate how much each of the four features contributed to their confidence in the account being 

bot or human.  

The process used to generate the profile pictures, names, and handles was identical to the process 

described in the previous section (3.3). Thus, the profiles again used names and handles that were 

created with a basic Python script, and the profile images were again created using the website 

thispersondoesnotexist.com, which generates a unique profile picture using NVIDIA’s StyleGAN 

deep learning model every time the page is visited. However, as the bot profiles’ tweets should 

have been replying to specific discussions at this point, the process for generating the post content 
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was different. In this paper, the main post and the existing comments under it were fed into GPT-

3 and it was asked to respond or add to it with a tweet-length post.  

 

Figure 5: An example of a thread used in the experiment11 

We performed the data collection by conducting the experiments in parallel at three universities 

and via MTurk during 2023. At the three participating universities (Aalto University, CBS, and 

Thammasat University), the participants were primarily graduate students of various 

backgrounds, while the participants recruited via MTurk were from the United States. The purpose 

of using a diverse set of participants recruited via different channels was to address issues related 

to solely using MTurk and because previous related studies on the human ability to detect AI-

generated content had partially contradictory results depending on where the participants were 

 
11 Note that in the actual experiment, the black boxes were not there and the participants saw a profile similar to the 

one at the bottom of Figure 5. As the first account commenting on the post by CNN was a genuine Twitter user, to 

preserve the user’s anonymity the profile picture, name, and handle were redacted from the dissertation and paper 

IV.  
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recruited from. The experiment was completed successfully by 231 university participants and by 

252 MTurk participants.  

In the experiment conducted on university students, the average accuracy for classifying accounts 

as bot or human was 56%. Notably, one of the bot accounts was labeled as a bot account by only 

6.3% of participants, whereas one of the accounts belonging to a human was labeled as a bot by 

slightly more than half (53.9%) of the participants. In the statistical analysis of the findings, a 

generalized linear mixed-effects model (GLMM) was used. The lower rate of identifying bot 

accounts when compared to human profiles was statistically significant. In the second experiment, 

which was conducted with MTurk participants, the results seemed more random and the average 

accuracy for labeling the accounts was only 48%. In general, the MTurk participants were more 

suspicious of the accounts than the human participants, which was also in line with their higher 

rate of mislabeling human profiles as bots. Moreover, a statistical effect similar to the effect in 

the experiment using students was not found; the MTurk participants did not show a statistically 

significant difference in their ability to correctly identify AI-generated or human profiles, 

although their overall accuracy was low.  

Similar to the limitations presented in paper III, in paper IV, the main limitation was the limited 

amount of information visible on each profile. Once more, this limitation was justified by the 

argument that the study aimed to replicate a situation where a user is scrolling through a social 

media feed rather than intentionally attempting to scrutinize each profile in detail. Moreover, 

paper IV realized an improvement in terms of ecological validity compared to the previous study; 

the feed was much more authentic in that it consisted of related posts commenting on a main post 

rather than a series of unrelated posts.  

The main contribution of this paper was further demonstrating that bots using modern generative 

AI are becoming challenging if not impossible to detect on social media feeds. Moreover, this 

paper showed that humans have difficulties labeling human and bot accounts even when the 

accounts are participating in a discussion thread on a social networking site such as Twitter. This 

would suggest that generative AI-powered social bots are indeed capable of evading detection, as 

suggested by many publications; however, given the limitations of the study, it is not yet clear 

whether this would hold if the people evaluating accounts were given access to more data points, 

such as full profile information and multiple posts for each account.  

3.5 Paper V: Augmenting Research Methods with Foundation Models and 

Generative AI 

Paper V was published as a peer-reviewed editorial in the International Journal of Information 

Management (Rossi et al., 2024). The paper discusses the opportunities and challenges related to 

using foundation models12 and generative AI in research. More specifically, the paper outlines 

 
12 Foundation model is a term used to describe large pre-trained machine learning models that can be used as is or 

after further fine-tuning in tasks such as image/text generation/summarization/classification. Examples include 

BERT, Llama 2, GPT-n.    
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how these models can be used to develop content and data to support conducting different forms 

of research such as experiments. Unlike papers I-IV, which focus on studying different aspects of 

social bots, the goal of paper V was to formalize some of the methods that were used in papers III 

and IV and propose how they can be used to augment existing research methods. Many of the 

proposed use cases for generative AI in this paper were demonstrated by examples of generating 

content to social media experiments and are thus well suited for social bot research, thus linking 

the paper thematically to the dissertation.  

Paper V begins by defining the terms “foundation model” and “generative AI” and summarizing 

the recent developments in deep learning, specifically highlighting the possibilities engendered 

by recent advances, such as the generation of text and images that are indistinguishable from 

genuine photos or human-written text. This is followed by a more critical review, recalling the 

risks associated with and the limitations of these deep learning methods. After presenting the 

background and the current state of the art, the paper proceeds to its main contribution, which is 

a discussion of how these new technologies can be adopted by researchers. As an editorial, the 

paper does not have research questions or findings but instead presents a number of potential uses 

for foundation models and generative AI in information systems research, drawing on examples 

from recent studies both within and outside of IS.  

The first proposed use case is using generative AI to create content such as text or images for 

experiments, building heavily on the research presented in dissertation papers III and IV. The 

main benefit of using generative AI is that it allows for the production of realistic and controlled 

variations of content that are used in experiments, such as images of a person of varying ages or 

ethnicities, or, alternatively, writing short texts with subtle differences in tone. For example, if a 

variable in a study13 is the age or ethnicity of a person whose photo is shown to participants, 

finding or taking real photos of humans would be significantly more labor intensive than using 

generative AI to produce the images.  

The second proposed use case is using foundation models to produce synthetic data for 

quantitative research, with examples from both text and images. The paper discusses two main 

benefits of creating and using synthetic data—namely, creating a privacy-preserving but 

characteristically similar dataset and increasing the number of data points by creating slight 

variations of data points. It should be noted that both of these have strict limitations regarding 

their appropriate use. One example of a situation where synthetic data can be used is with training 

machine learning models for well-defined and well-understood problems, such as image 

classification and recognition.  

While the examples of how to use generative AI and foundation models are applicable to those 

using specific research methods such as experiments, the paper has a more general set of 

guidelines that are applicable to all research making use of generative AI and foundation models. 

 
13 Examples of such studies that are still under review include: 1) a study by Youngjin Kwon, which investigates how 

ethnicity visible in LinkedIn profiles affects perceptions of recruiters, and 2) a study by Yuting Jiang, which 

investigates bias in gig economy hiring trough generated variants of worker profile pictures. 
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In addition to the methodological suggestions, the paper outlines ethical considerations related to 

using these tools and proposes four principles that should be followed: First, humans should be 

kept in the loop, which means that the qualitative and or quantitative inspection of generated 

content and data is always needed before using generated materials in a study. Second, the use of 

foundation models and generative AI should always be disclosed, even when their use is minimal 

or seemingly inconsequential. Third, sufficient documentation should be provided to allow for the 

evaluation of the use of foundation models and generative AI. This includes listing the model 

version, the parameters, and the prompts that are used. Fourth, authors should always store and 

be able to provide access to the generated data upon request. 

Due to the recency of the topic, there were few relevant studies at the time of writing that had 

adopted foundation models or generative AI. It should be noted that many of the proposed 

methods will require further validation and analysis to determine their practical usability. 

Therefore, the primary contribution of this paper is ultimately found in the proposed ethical 

principles and the examples of good practices when using foundation models and generative AI 

rather than in the suggested approaches to augment existing research methods. Moreover, as an 

editorial, the full contribution of the paper will be seen only after sufficient time has passed and 

it can be evaluated if the practices suggested by the paper have been adopted or further developed. 

3.6 Contribution of the dissertation 

The five papers of this dissertation differ from each other significantly in terms of the research 

questions as well as the research designs. Initially, the focus was on case studies and bot detection 

(papers I and II), as was common in early social bot research. However, the focus of the papers 

then shifted to experiments on the human ability to qualitatively detect AI-generated bots (papers 

III and IV), concluding in the attempt to suggest how the methods used in papers III-IV to study 

social bots could be used more broadly in other domains of information systems research (paper 

V).  

While the five papers are methodologically distinct, in terms of their contributions they are more 

unified. The first four papers contain empirical contributions to bot research, with papers I and II 

providing further evidence of the pervasive nature of bots and, more specifically, simpler 

spambots. In contrast, papers III and IV shift to advanced social bots, demonstrating that humans 

are incapable of distinguishing which posts and profiles in a social media feed are genuine humans 

and which are social bots that have been created using generative AI. As empirical contributions, 

these four papers provide general information on social bots, which could be used to guide future 

research and could lead to other forms of contributions as well, such as building novel theories on 

human-bot interaction.  

Arguably the most important empirical contributions of this dissertation are in the findings of 

papers III and IV, as recent literature has questioned the capabilities of social bots and no other 

papers have yet experimented with generative AI-driven social bots. If the findings, which suggest 

that humans cannot spot generative bots using generative AI, are further validated by future 

research and are shown to hold even in more generalized settings, this will have broad implications 
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to the ability of humans to manually label social media data. More specifically, producing human-

labeled training data for machine learning-based bot detection will become more difficult, and 

even qualitatively reviewing the performance of a bot classifier will become challenging. 

In addition to the empirical contributions, several of the papers contribute to the research methods 

used to study bots. Originally, the first paper was primarily a methodological contribution, as it 

proposed using metadata alone as features in machine learning-based bot detection, but due to 

Twitter removing affordable access to the API, the methodology presented is now expensive to 

use. While the contributions of papers III and IV are presented as empirical contributions only, it 

can be argued that the process for using generative AI to produce content for the experiments in 

them is a methodological contribution. This contribution is formalized in paper V, which presents 

how foundation models and generative AI could be used in experiments and quantitative studies 

in relation to both social bot research and other topics. Moreover, in paper V, the principles for 

using foundation models and generative AI could contribute to best practices for using these 

technologies. 

As a deviation from the current trends in information system research, the papers do not contain 

theoretical contributions. This omission of theory and theorizing is justified by the novelty of the 

topics under investigation and by the goals of the papers, which were to validate the existence of 

a phenomenon empirically or to provide methodologies to study a phenomenon rather than to 

build theories of how a phenomenon works. Thus, the papers lay the groundwork for future 

contributions, which may be theoretical. The following point further supports the emphasis on 

empirical rather than theoretical contributions. In a recent editorial on artifactual and empirical 

contributions in information systems research Ågerfalk and Karlsson (2020) state: 

“Empirical statements can be used to validate theoretical statements. Empirical statements can 

also constitute an empirical contribution if they provide “a novel account of an empirical 

phenomenon that challenges existing assumptions about the world or reveals something 

previously undocumented. It follows that researchers could make contributions other than 

theoretical ones and journal editors and reviewers need to reconsider their single-minded focus 

on contribution to theory.”14  

Following this line of reasoning, the empirical contributions of this dissertation, particularly 

regarding the human inability to detect AI-generated social bots in papers III and IV, should be 

sufficient on their own without contributions to theory. However, the importance of building 

theories related to social bots should not be downplayed and will be further discussed in section 

3.7 as an opportunity for future research. 

Besides contributing to the academic study of social bots, the papers were intentionally written 

with non-academic audiences in mind, and one of the goals of the studies was to have an impact 

outside as well as inside academia. Assessing the real-world impact of the papers is difficult, but 

 
14 The original full quote contains multiple references, some with page numbers that were removed from this quote 

for clarity and brevity. 
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evidencing their relevance, the studies presented in this dissertation have been cited in magazine 

and news articles both locally (Kailio, 2023; Magnussen, 2023) and internationally (Casillas, 

2023; Hopkin, 2023). Moreover, the findings of paper I were cited in a NATO report on how bots 

and trolls on social media are being used to influence Finnish politics (Van Sant et al., 2020). 

Thus, one of the primary contributions of the dissertation’s research is an increase in public 

awareness of bots in social media through dissemination via print and online media. 

3.7 Future research 

This final section of the chapter outlines the future research that could build upon the findings of 

the dissertation papers. As Twitter is no longer viable as a data source, and because of the 

uncertainty this has introduced to the future of social bot detection research, the potential for future 

research related to papers I and II will not be addressed here. Indeed, since the most forward-

looking and thus the timeliest contributions to social bot research can be found in the three most 

recent papers (III–V), the discussion will focus on them. More specifically, I will first discuss 

how the experiments on the human ability to detect generative AI-based social bots could be 

extended and will then discuss how the proposed use of generative AI and foundation models as 

part of existing research methods can be further developed and how their usability can be 

evaluated.  

Papers III and IV demonstrate that in a constrained context where an evaluator can see only what 

is visible in a social media feed,15 it is not possible to distinguish genuine profiles from social bot 

profiles that have AI-generated profile pictures and posts. However, in the real world, it is possible 

to find much more data about an account one encounters in a social media feed by going to the 

profile and viewing additional information as well as previous posts made by the account. Thus, 

it should be possible to base the classification of an account on this much larger set of information. 

Therefore, a natural extension to increase ecological validity would be to build a more in-depth 

social media environment into an experiment, allowing participants to view additional 

information on profiles such as the bio16 or even a list of tweets made by the same account. While 

similar mock social networking sites have been used in other research (Wang et al., 2013), the 

profiles were not created using AI. Ultimately this type of study would reveal if a social bot whose 

posts and biographic information are generated with a large language model could be stylistically 

consistent enough to avoid suspicion.   

Another extension to the experiments of papers III and IV would be to study if bot profiles in a 

social media feed can effectively change the perceived majority opinion in online discourse. In 

other words, an experiment could be conducted where participants are shown a feed consisting of 

 
15 “What is visible in a social media feed” is illustrated in Figure 5. 

16 Typically, a social networking site allows users to write a short bio, which is visible when visiting the profile, or 

on some platforms, it is even shown when hovering with the cursor over the name of a profile. The bio itself can 

contain anything from personal information to emojis and professional or political affiliations of the person behind 

the account. 
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a large number of both humans and bots discussing a specific topic, and the participants could 

then be asked to state the majority opinion. While papers III and IV focus on empirical 

contributions, this approach would be suited for contributing to theory, with one possible example 

being spiral of silence theory (Noelle-Neumann, 1974). Previous studies have shown via agent-

based modeling (or in other words through simulation) that a very low number of bot profiles can 

tilt the opinion climate in online discussions (Ross et al., 2019) and that testing this with human 

subjects through an experiment could further validate the claims. This would further strengthen 

the evidence showing that social bots can worsen the spiral of silence, leading to genuine users 

no longer expressing their opinions online if they differ from the perceived majority—even if this 

perception of the majority’s opinion is actually created by bots. Furthermore, such an experiment 

could be conducted both with social bots similar to those described previously as well as simpler 

bots to determine if even crude and easily identifiable bots can shift the perceived majority 

opinion. 

As a final extension to the research contained in papers III and IV, it could be insightful to 

determine if humans could be trained to detect social media profiles that contain elements 

generated using AI. Similar experiments have been conducted on the human ability to detect deep 

learning-generated images and LLM-produced texts. Recent studies have shown that LLM-

generated texts are practically undetectable even by trained evaluators (Clark et al., 2021; Dugan 

et al., 2023), but with images, the situation is less clear. The study that was the main inspiration 

for papers III and IV concluded that humans cannot detect deep learning-generated images even 

after training (Nightingale & Farid, 2022), but other works have suggested that generated images 

are in some cases identifiable, and in academic and non-academic studies, bot communities have 

been detected based on profile pictures and other cues (Bond, 2022; Goldstein & DiResta, 2022; 

Strick, 2021). Thus, care would need to be taken to design an experiment in a way that goes 

beyond merely an exercise related to spotting GAN images. One possible approach would be to 

train participants to look for consistency between posts in addition to checking profile pictures 

and biographic information.  

A second clear area of future research related to the dissertation research stems from paper V. 

Paper V is an editorial proposing multiple ways that foundation models and generative AI can be 

used to augment existing research methods, but due to the novelty of these deep learning methods, 

many of them are still underdeveloped, and there are few examples of papers where they have 

been used. Paper V proposes that generative AI could be used to create realistic content for 

experiments such as texts or images that would replace the use of real photos. While previous 

studies have shown humans cannot distinguish between human- and computer-generated content, 

it would be beneficial to validate these studies with further studies showing that replacing content 

with computer-generated content does not affect or bias the results of studies where they are used. 

For instance, as generated content tends to represent highly “typical” or average examples of the 

data on which they have been trained, would they have less variance and thus be perceived 

differently than more heterogeneous genuine data and thus ultimately lead to different results than 

similar experiment conducted without generated content? As a more concrete example, if an 

experiment contains images of humans (e.g. a study on how the gender of a customer service chat 
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worker’s avatar affects people’s satisfaction), generated human faces may have less variation and 

radical features than genuine photos of human faces, and it is uncertain whether such differences 

could affect results.  

Finally, further studies are needed to ensure the safety of paper V’s proposal that foundation 

models and generative AI could be used to augment and or mask sensitive data by creating new 

data points that closely resemble existing data points. This technique has been already used as a 

way to extend training data—for instance, in the context of computer vision—to create larger 

training datasets (Trabucco et al., 2023), and recent papers have similarly suggested that text data 

used to train models can be augmented through generating more variations with a large language 

model (Chung et al., 2023; Hartvigsen et al., 2022). However, there is still scarce research on 

issues that may arise when using generated data alongside genuine data or as a complete substitute 

when augmenting image training data for machine learning models. Moreover, the viability of 

generative AI as a masking tool needs to be further evaluated to ensure that it can sufficiently 

change the points to make them difficult to connect to the exact original training data.  

The proposed future research discussed in this section focuses purely on studies that would build 

upon the research in dissertation papers III–V. Broader and more speculative suggestions for 

future research on social bots will be discussed in in the epilogue, which is the final essay of this 

dissertation.  
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4   Conclusion 

This chapter concludes the dissertation by first outlining the main insights of each of the three 

preceding chapters and by highlighting what new knowledge has been gained on social bots from 

the research presented in this dissertation. Then, the final section of this chapter provides a brief 

glimpse at the PhD project behind this dissertation and to how it may be further developed in the 

future. 

4.1 Summary of chapters 

Chapter 1 started with a brief introduction summarizing what social bots are, how have they been 

studied, and why they matter to society. The introduction provided an overview of social bots and 

the different roles that studies have attributed to them, ranging from being sinister autonomous 

agents that are capable of influencing opinions online to being mere benign or even benevolent 

curators of information. This was followed by a more precise definition of social bots and an 

explanation that this thesis concerns only social bots found in social networking sites, omitting 

corporate social bots and chatbots. The rest of the first chapter focused on providing practical 

information on the research objectives and the structure of the dissertation. 

Chapter 2 was written in the form of a commentary essay and reviewed the history of both social 

bots and social bot research. The essay proposed that the history of social bot research can be 

divided into four approximate periods from 2010 to the present. The first period started around 

2010, when the first publications on bots in social media started to appear, and lasted until 2014, 

when public interest started growing. This period can be described as the “early days” of bot 

research, when the term “social bot” was not yet widely used. The second period, called the rise 

of social bot research, lasted from 2015 to 2018. During this time period, several seminal works 

in social bot research were published and public and academic interest in social bots grew rapidly. 

This resulted in a surge in the number of publications describing bots attempting to influence 

elections, which in turn fueled perhaps unwarranted concerns regarding the capabilities of social 

bots. The hype surrounding social bots resulted in the “arms race” period of social bot research, 

when bots were constantly evolving alongside proposed detection methods, which became 

increasingly intricate as time went on. Meanwhile, criticism regarding some of the prevailing 

assumptions regarding the sophistication of social bots as well as the quality of bot detection tools 

such as the Botometer started to appear, resulting in contradictions that have yet to be resolved. 

The third period started around 2019 and ended in February 2023, when Twitter removed the 

primary source of social bot data by making the platform’s API prohibitively expensive for 

researchers. This changed the course of social bot research and, given that the fourth period has 

only recently begun, it is still too early to assess how the field is moving forward.  

Chapter 3 presented the contributions of the five articles of the dissertation and discussed the 

overall contribution this dissertation makes to social bot research. At the beginning of the chapter, 

each of the five articles were presented separately through extended abstracts that highlighted the 

background, research objectives, main findings, and limitations of the studies. The discussion on 
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the overall contribution points out that the dissertation is heavily focused on empirical 

contributions, with a limited number of methodological contributions, but notably did not seek to 

develop theory, which should be done in future research once the existence of a phenomenon has 

been established through empirical studies. Furthermore, due to the rapidly evolving nature of 

social bot research and the issues related to Twitter’s API, some aspects of papers I and II have 

become prematurely dated; therefore, at this point, the most important contributions can be found 

in the more forward-looking papers III, IV and V. This chapter ended with the discussion of future 

research that could build upon the findings of papers III–V. 

The remainder of the dissertation contains the current chapter, which concludes the formal part of 

the dissertation. However, a fifth chapter, the epilogue, follows, providing a short speculative 

essay on the future of social bot research. 

4.2 Contributions to social bot research 

Chapter 1 presented three research questions. The first research question asked: “How can bots 

be detected and studied in specific contexts with computationally light approaches?” Paper 1 

demonstrated that a light metadata-based approach was sufficient for detecting simple bots. The 

use of this approach revealed a large community of simple bots following Finnish politicians on 

Twitter. Similarly, paper II presented a mixed methods approach relying on the Botometer and 

network analysis to study bots spreading COVID-19-related misinformation and showed that bots 

in this domain were seemingly simple and not describable as advanced social bots. The methods 

of both studies became challenging to reuse or build upon when Twitter stopped supporting free 

API access to the degree required by the papers’ methods. Both papers’ findings suggested that 

Twitter has a much higher share of bots than was publicly claimed when the papers were 

published. Thus, the first two papers ultimately contain empirical contributions that add to the 

general understanding of the pervasiveness of bots on Twitter.  

The second research question asked: “Can humans detect AI-generated bot profiles on social 

media?” Answering this question was the main objective of papers III and IV. Most academic 

research on social bot detection has focused on proposing machine learning-based solutions to 

classifying accounts, largely ignoring the study of how well humans can detect bots via qualitative 

assessment. Thus, this is one of the most important contributions of the dissertation, as it addresses 

an identified gap in the literature. Based on the experiments conducted in the two papers, AI-

generated bot profiles have become indistinguishable from genuine profiles when shown 

individually or within a social media feed to a human evaluator. The main implication of this 

finding for social bot research is that creating training datasets for machine learning via human 

labeling models is becoming unreliable. Furthermore, qualitatively evaluating the outputs of a bot 

detection model will become more difficult if social bots that use generative AI are too difficult 

to distinguish from genuine profiles belonging to humans. 

The third and final research question asked: “How can generative AI be used to augment existing 

research methods?” Based on the methods used in papers III and IV and other recent publications 
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and preprints, paper V proposed ways that foundation models and generative AI can be integrated 

into existing research methods.  

Overall, the dissertation predominantly focuses on empirical contributions and also provides 

limited methodological contributions to the study of social bots. The most important empirical 

contribution is the finding suggesting that humans cannot detect bots that have profiles and posts 

generated by the latest generative AI methods. The significance of the methodological 

contribution is difficult to determine, as paper V was published in January 2024; thus. It remains 

to be seen whether the proposed methods will be adopted or further developed. 

Because of the recent news media interest in social bots, as well as the relevance of the findings 

of papers I–IV for the general public, the dissertation research has already received a fair amount 

of media attention in Denmark and Finland as well as internationally. In particular, paper I has 

been cited in a NATO report and paper III has been picked up by multiple online magazines 

around the world. Thus, in addition to the academic contributions made by the dissertation 

research, another important contribution of this thesis is that it has raised public awareness of bots 

through dissemination of the findings via news media and magazines.  

4.3 The past, present and future 

The groundwork for dissertation paper I began in the fall of 2018 as I began working on my 

master’s thesis and experimenting with bot detection methods. The master’s thesis was eventually 

further developed into a conference paper, which became dissertation paper I. While the paper 

was published in the HICSS proceedings in January 2020, my PhD project at CBS began 11 

months later in November. Two years later, dissertation paper II was also published in the HICSS 

proceedings. At this point, it was becoming clear that the remainder of the PhD project needed to 

be devoted to something more forward-looking, rather than more backward-looking case studies 

on bots in a particular context featured in papers I and II.  

Fortunately, the developments in foundation models and generative AI brought an interesting new 

angle to study, which was the human ability to detect bots that harness these new and advanced 

technologies. The first test builds of bot profiles populated with deep learning-generated content 

were created early in 2022. We ran a pilot study with these newly created fake profiles and the 

results were promising: most participants failed to identify the bots, and in some cases, our 

evaluators mislabeled some human profiles as bots more often than they identified the best-

performing bots as bots. Thus, we conducted the first proper experiments in the spring of 2022, 

shortly after these trials were completed. The results were then published once again in the HICSS 

proceedings in January 2023. To address the limitations and to further confirm the results, work 

on the revised version of the experiments started while paper III was still under review. The newer 

and more robust experiments again resulted in the same conclusion: humans seem to have lost the 

ability to distinguish genuine photos from generated ones and to identify whether a post was 

written by a human or by a large language model.  
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While I believe that the majority of social bot detection research will, for the time being, continue 

to focus on machine learning-based detection methods, there seems to be much to still explore in 

terms of human capabilities to perform the same task. Based on the findings of papers III and IV, 

we now know that when only a limited amount of information is available, detecting bots is 

difficult if not impossible for human evaluators. But we do not know whether this would be the 

case if the evaluator were given access to the full history of an account’s posts and additional 

biographic information. Further, given the significant amount of time I have spent looking at 

social media profiles and identifying bots, would it be possible to turn this experience into training 

materials that could be administered as a treatment to experiment participants to potentially enable 

them to label accounts as bot or human with more accuracy? I hope to find answers to these 

questions in my future work following the completion of my PhD. At this point, I have been 

researching social bots for over five years. I believe there are easily another five more years to go 

before my research interests take me elsewhere. 
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5   Epilogue 

This chapter is a speculative essay on the future of social bot research in an era where Twitter is 

no longer a data source and “we are hurtling towards a glitchy, spammy, scammy, AI-powered 

internet,” as the headline of a recent magazine article suggests (Heikkilä, 2023).  

I believe many information technology researchers are proponents of open source software and 

would frown upon the thought of our research being dependent on a handful of corporations, 

especially when we must trust that these corporations would go against their own interests to 

provide unaltered raw data—data that may indeed reveal inconvenient truths of the state of social 

media, which has consistently proven to be darker than what companies such as Meta and X are 

likely willing to admit (De Guzman, 2022; Gayle, 2021; Swaine, 2018). Yet when studying social 

bots, we have been doing exactly that, opting to use Twitter almost exclusively and building an 

ecosystem of tools around its API, essentially putting ourselves at the mercy of the platform. 

Indeed, rarely has a field of study been so dependent on one privately controlled source of data as 

social bot research was on access to Twitter’s API. And this reliance backfired spectacularly when 

a mercurial billionaire purchased the platform and decided to cut off academic access, unraveling 

years of work on research methodology and sending researchers back to the drawing board 

(Calma, 2023).  

Retrospectively, it is not difficult to understand how we got ourselves into this situation. As a 

researcher with a limited amount of time to produce a convincing number of publications to reach 

the next career stage, following the surrounding research trends of using Twitter’s API or other 

productized tools such as the Botometer would have appeared to be the most prudent decision. 

Attempting to do something more ambitious such as building a robust scraper or going after a less 

studied platform would have been a time-consuming and potentially fruitless endeavor 

(Bobrowsky, 2021; Brandom, 2021) whereas incrementally building on existing research would 

have seemed like a safe way of pursuing a valuable contribution to the understanding of social 

bots. 

Relying on the Twitter API and other tooling built on top of it also had other benefits. It created 

stability and made reviewing work easier, as it was reasonable to assume that a tool used by 

thousands had been rigorously tested and worked as intended—and one could safely assume that 

any problems would be noticed, reported, and eventually patched. In the post-Twitter era, if we 

all return to using custom tools built for each individual researcher or research group, finding 

errors such as small mistakes in the logic of a script will be much more difficult and time-

consuming and could potentially skew results. Moreover, comparing results between papers and 

conducting meta-analysis will be much more challenging if everyone has to build their own tools 

for collecting data.  

Despite the temporary shock brought by the death of Twitter as a data source and the ecosystem 

of tools built around it, I believe we are far from the death of this field of research. Instead, this 

may even be a turning point that revitalizes social bot research, resulting in more methodological 
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richness and diversity in terms of the social networking sites studied. Given the challenges related 

to simply collecting data, this will hopefully result in more careful consideration and research, 

compared to the practice of simply continuing the “arms race” and making incremental 

improvements to prior bot detection research. 

Moreover, as there is no competitive advantage to focusing on Twitter, in the near future, we will 

ideally see more papers that present findings on understudied but popular platforms. Although 

Twitter has been extremely popular among researchers, it has never been the social media of 

choice for most people, and the platform never reached the userbase size of some of its 

competitors. Especially among younger demographics, platforms such as Instagram and TikTok 

are much more Popular. While researching them would thus perhaps be more relevant (Vogels et 

al., 2022), research on bots (and other forms of computational propaganda) on these platforms is 

sorely lacking.  

Focusing on new platforms will have its challenges. The type of content that serves as the primary 

form of communication on social media platforms can vary significantly. For instance, Twitter-

related research was based heavily on analyzing text data, as most tweets contained text, although 

sharing images, links, and videos was also possible. But on Instagram, the primary form of content 

is images, which not only convey messages visually but may also contain text embedded within 

them rather than in a more easily accessible text field. Moreover, apps have increasingly been 

offering short videos or “reels” as a feature, which are a highly popular form of content on 

Instagram and other Meta products. Other popular social networking platforms such as TikTok 

has always focused on short videos, while Snapchat has its own quirks, as it was meant for content 

that is only temporarily visible. Thus, analyzing content that is not in text form in a text box, as is 

the case with images or videos, will clearly be more difficult. 

However, beyond the initial hurdle of collecting and analyzing image or video data is the potential 

for a wide range of valuable insights and information on both bot and human behavior as well as 

on the patterns of human-bot interaction—for example, regarding what type of content is 

distributed by bots, what type of content spreads well, and what types of bots pass undetected by 

humans as well as platforms. While researchers have been gathering this type of information for 

years, there is little research beyond research focusing on Twitter and occasionally Facebook. 

Moreover, some of the previously identified methods, such as those used in bot detection, could 

potentially be carried over to newer platforms. For example, features such as social media account 

metadata (e.g., follower-to-following ratios, age of the account, and so on), posting rhythms, and 

patterns in profile information or posts can all suggest orchestration and the likelihood that an 

account is a bot. Furthermore, by developing methods to analyze image and video data from social 

media, researchers could also help tackle a looming problem predicted to cause problems in the 

near future. This problem is the hypothesized proliferation of deep fakes and other content created 

using generative AI (Hsu, 2023).  

Bot detection will remain a central issue in social bot research because, to study the matter, we 

need to be able to detect it in the wild. While studying non-text-based social media content will 

prove challenging and require getting to know new technologies and methods from different areas 
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of computer science, such as computer vision, detecting bots using previously proposed bot 

detection methods will hopefully not be as difficult. There is a plethora of research on bot 

detection from the Twitter era, some of which contains design choices that can most likely be 

ported over to make developing new bot detection models faster than when starting from scratch. 

Thus, it may even be possible to rerun studies using previously proposed methods or replicate 

previous findings with existing methods that have been adapted to a new social media platform. 

Although the efforts needed to rebuild code and come up with new ways to collect data without 

an API should not be understated, it might still be easier to conduct a study by porting a research 

design from previous literature to fit a new platform rather than creating everything from scratch.  

Given that collecting large volumes of data is difficult without robust methods and tooling such 

as access to an API, we might also need to accept that future studies will be based on a smaller 

number of data points. One area of social bot research where not being able to collect data on 

large numbers of external accounts may not be a major limitation is the study of bot designs, 

where researchers build and deploy their own bots. This approach has been used previously, 

especially in earlier social bot studies, but it never became particularly popular, possibly due to 

the technical expertise needed to build a functioning bot. However, thousands of publicly 

available scripts posted on Github already exist for various types of social media bots (Kollanyi, 

2016), and some of them could likely be adopted for research purposes, again reducing the time 

and effort needed.  

Another potential avenue of future research is a focus on benign and benevolent bot designs. We 

are already seeing LinkedIn sales bots (Bond, 2022; Goldstein & DiResta, 2022), and researchers 

have proposed that social bots could be used to deradicalize extremists in online networks (Blasiak 

et al., 2021). However, a majority of bot research has focused and still focuses on malicious bots. 

Now that bot detection research will be less viable, there could be increased interest in bots that 

are not engaged in malicious activities. As different use cases for bots become more common due 

to advances in the large language models they can use to produce their posts, new research 

opportunities will arise—from marketing and sales to summarizing information. For example, 

how does an LLM-powered LinkedIn bot fare when compared to a salesperson doing cold 

messaging? Does using social bots for marketing or advertising affect a consumer’s perception of 

the company employing social bots?  

Social bot research has had its growing pains as an area of research, and the latest setback, the 

loss of Twitter as a data source, will take time to recover from. However, there remains much to 

be studied regarding social bots, and in this essay, I provided some possible areas of future 

research. Due to the lack of cooperation from social networking sites, in the foreseeable future, 

researchers might be forced to work with methods such as scraping or using other means of data 

collection that violate the terms of use of the platforms. As social media platforms are not sharing 

information with scholars, we scholars should at least share our methods with each other and aim 

to build open-source tooling.  

Lastly, since social media platforms have proven to be bad at auditing themselves and disclosing 

issues to the general public, the role of academics as watchdogs remains important for society. 
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Thus, it is vital that social bot and other social media research continue to flourish and that 

researchers continue to develop new methods to study social media phenomena.  



 49 

6   Reference list 

Ågerfalk, P. J., & Karlsson, F. (2020). Artefactual and empirical contributions in information 

systems research. In European Journal of Information Systems (Vol. 29, Issue 2, pp. 109–

113). Taylor & Francis. 

Assenmacher, D., Clever, L., Frischlich, L., Quandt, T., Trautmann, H., & Grimme, C. (2020). 

Demystifying Social Bots: On the Intelligence of Automated Social Media Actors. Social 

Media + Society, 6(3), 2056305120939264. https://doi.org/10.1177/2056305120939264 

Benjamin, V., & Raghu, T. (2023). Augmenting social bot detection with crowd-generated labels. 

Information Systems Research, 34(2), 487–507. 

Bessi, A., & Ferrara, E. (2016). Social Bots Distort The 2016 U.S. Presidental Election. First 

Monday, 21(11). 

Blasiak, K. M., Risius, M., & Matook, S. (2021). “Social Bots for Peace”: A Dual-Process 

Perspective to Counter Online Extremist Messaging. ICIS 2021 Proceedings. 

Bobrowsky, M. (2021, August 4). Facebook Disables Access for NYU Research Into Political-

Ad Targeting—WSJ. The Wall Street Journal. https://www.wsj.com/articles/facebook-

cuts-off-access-for-nyu-research-into-political-ad-targeting-11628052204 

Bommasani, R., Hudson, D. A., Adeli, E., Altman, R., Arora, S., von Arx, S., Bernstein, M. S., 

Bohg, J., Bosselut, A., Brunskill, E., Brynjolfsson, E., Buch, S., Card, D., Castellon, R., 

Chatterji, N., Chen, A., Creel, K., Davis, J. Q., Demszky, D., … Liang, P. (2022). On the 

Opportunities and Risks of Foundation Models (arXiv:2108.07258). arXiv. 

https://doi.org/10.48550/arXiv.2108.07258 

Bond, S. (2022, March 27). That smiling LinkedIn profile face might be a computer-generated 

fake. National Public Radio. https://www.npr.org/2022/03/27/1088140809/fake-linkedin-

profiles?t=1654174474533 

Boshmaf, Y., Muslukhov, I., Beznosov, K., & Ripeanu, M. (2011). The Socialbot Network: When 

bots socialize for fame and money. ACM International Conference Proceeding Series, 93–

102. https://doi.org/10.1145/2076732.2076746 

Boshmaf, Y., Muslukhov, I., Beznosov, K., & Ripeanu, M. (2012). Key challenges in defending 

against malicious socialbots. 5th USENIX Workshop on Large-Scale Exploits and 

Emergent Threats (LEET 12). 

Brachten, F., Mirbabaie, M., Stieglitz, S., Berger, O., Bludau, S., & Schrickel, K. (2018). Threat 

or opportunity?-examining social bots in social media crisis communication. ACIS 2018 

Proceedings. 

Brachten, F., Stieglitz, S., Hofeditz, L., Kloppenborg, K., & Reimann, A. (2017). Strategies and 

influence of social bots in a 2017 German state election—A case study on twitter. ACIS 

2017 Proceedings. 

Brandom, R. (2021, August 13). Facebook shut down German research on Instagram algorithm, 

researchers say. The Verge. https://www.theverge.com/2021/8/13/22623354/facebook-

instagram-algorithm-watch-research-legal-threat 



 50 

Calma, J. (2023, May 31). Scientists say they can’t rely on Twitter anymore. The Verge. 

https://www.theverge.com/2023/5/31/23739084/twitter-elon-musk-api-policy-chilling-

academic-research 

Casillas, D. (2023, April 25). La IA dificulta la detección de bots en las redes sociales. Metro 

World News. https://www.metroworldnews.com/noticias/2023/04/25/la-ia-dificulta-la-

deteccion-de-bots-en-las-redes-sociales/ 

Chu, Z., Gianvecchio, S., Wang, H., & Jajodia, S. (2010). Who is tweeting on twitter: Human, 

bot, or cyborg? Proceedings - Annual Computer Security Applications Conference, 

ACSAC, 21–30. https://doi.org/10.1145/1920261.1920265 

Chung, J. J. Y., Kamar, E., & Amershi, S. (2023). Increasing Diversity While Maintaining 

Accuracy: Text Data Generation with Large Language Models and Human Interventions. 

arXiv Preprint arXiv:2306.04140. 

Clark, E., August, T., Serrano, S., Haduong, N., Gururangan, S., & Smith, N. A. (2021). All That’s 

“Human” Is Not Gold: Evaluating Human Evaluation of Generated Text 

(arXiv:2107.00061). arXiv. http://arxiv.org/abs/2107.00061 

Cresci, S. (2020a). A Decade of Social Bot Detection. Communications of the ACM, 63(10), 72–

83. https://doi.org/10.1145/3409116 

Cresci, S. (2020b). Detecting malicious social bots: Story of a never-ending clash. Disinformation 

in Open Online Media: First Multidisciplinary International Symposium, MISDOOM 

2019, Hamburg, Germany, February 27–March 1, 2019, Revised Selected Papers 1, 77–

88. 

Cresci, S., Di Pietro, R., Petrocchi, M., Spognardi, A., & Tesconi, M. (2017). The Paradigm-Shift 

of Social Spambots: Evidence, Theories, and Tools for the Arms Race. Proceedings of the 

26th International Conference on World Wide Web Companion, 963–972. 

https://doi.org/10.1145/3041021.3055135 

Cresci, S., Pietro, R. D., Petrocchi, M., Spognardi, A., & Tesconi, M. (2015). Fame for sale: 

Efficient detection of fake Twitter followers. Decision Support Systems, 80, 56–71. 

https://doi.org/10.1016/j.dss.2015.09.003 

Davis, C., Varol, O., Ferrara, E., Flammini, A., & Menczer, F. (2016). BotOrNot: A System to 

Evaluate Social Bots. Proceedings of the 25th International Conference Companion on 

World Wide Web, 273–274. http://dx.doi.org/10.1145/2872518.2889302 

De Guzman, C. (2022, September 29). Report: Facebook Algorithms Promoted Anti-Rohingya 

Violence. Time. https://time.com/6217730/myanmar-meta-rohingya-facebook/ 

Dugan, L., Ippolito, D., Kirubarajan, A., Shi, S., & Callison-Burch, C. (2023). Real or fake text?: 

Investigating human ability to detect boundaries between human-written and machine-

generated text. Proceedings of the AAAI Conference on Artificial Intelligence, 37(11), 

12763–12771. 

Elyashar, A., Fire, M., Kagan, D., & Elovici, Y. (2013). Homing socialbots: Intrusion on a specific 

organization’s employee using socialbots. Proceedings of the 2013 IEEE/ACM 

International Conference on Advances in Social Networks Analysis and Mining, 1358–

1365. 



 51 

Emily A. Vogels, Risa Gelles-Watnick, & Navid Massarat. (2022). Teens, Social Media and 

Technology 2022. Pew Research Center. 

https://www.pewresearch.org/internet/2022/08/10/teens-social-media-and-technology-

2022/ 

Fernquist, J., Kaati, L., & Schroeder, R. (2018). Political bots and the swedish general election. 

2018 IEEE International Conference on Intelligence and Security Informatics, ISI 2018, 

January, 124–129. https://doi.org/10.1109/ISI.2018.8587347 

Ferrara, E. (2017). Disinformation and social bot operations in the run up to the 2017 French 

presidential election. First Monday. 

Ferrara, E., Varol, O., Davis, C., Menczer, F., & Flammini, A. (2016). The rise of social bots. 

Communications of the ACM, 59(7), 96–104. https://doi.org/10.1145/2818717 

Gallwitz, F., & Kreil, M. (2021). The Rise and Fall of’Social Bot’Research. Available at SSRN 

3814191. 

Gayle, D. (2021, September 14). Facebook aware of Instagram’s harmful effect on teenage girls, 

leak reveals. The Guardian. 

https://www.theguardian.com/technology/2021/sep/14/facebook-aware-instagram-

harmful-effect-teenage-girls-leak-reveals 

Goldstein, J. A., & DiResta, R. (2022). Research Note: This Salesperson Does Not Exist: How 

Tactics from Political Influence Operations on Social Media are Deployed for Commercial 

Lead Generation. Harvard Kennedy School Misinformation Review, 3(5), 1–15. 

Gorwa, R., & Guilbeault, D. (2020). Unpacking the Social Media Bot: A Typology to Guide 

Research and Policy. Policy and Internet, 12(2), 225–248. 

https://doi.org/10.1002/poi3.184 

Grimme, C., Assenmacher, D., & Adam, L. (2018). Changing Perspectives: Is It Sufficient to 

Detect Social Bots? International Conference on Social Computing and Social Media. 

https://doi.org/10.1007/978-3-319-91521-0_32 

Grimme, C., Preuss, M., Adam, L., & Trautmann, H. (2017). Social Bots: Human-Like by Means 

of Human Control? Big Data, 5(4), 279–293. https://doi.org/10.1089/big.2017.0044 

Guilbeault, D., & Woolley, S. (2016, November 1). How Twitter Bots Are Shaping the Election. 

The Atlantic. https://www.theatlantic.com/technology/archive/2016/11/election-

bots/506072/ 

Hartvigsen, T., Gabriel, S., Palangi, H., Sap, M., Ray, D., & Kamar, E. (2022). Toxigen: A large-

scale machine-generated dataset for adversarial and implicit hate speech detection. arXiv 

Preprint arXiv:2203.09509. 

Hatmaker, T. (2021, August 4). Facebook cuts off NYU researcher access, prompting rebuke from 

lawmakers. TechCruch. https://techcrunch.com/2021/08/04/facebook-ad-observatory-

nyu-researchers/ 

Heikkilä, M. (2023, April 4). We are hurtling toward a glitchy, spammy, scammy, AI-powered 

internet. MIT Technology Review. 

https://www.technologyreview.com/2023/04/04/1070938/we-are-hurtling-toward-a-

glitchy-spammy-scammy-ai-powered-internet/ 



 52 

Hofeditz, L., Ehnis, C., Bunker, D., Brachten, F., & Stieglitz, S. (2019). Meaningful Use of Social 

Bots? Possible Applications in Crisis Communication during Disasters. ECIS 2019 

Proceedings. 

Hopkin, G. (2023, March 16). World faces flood of fake people now AI dodges bot spotters. AI 

Magazine. https://aimagazine.com/articles/world-faces-flood-of-fake-people-now-ai-

dodges-bot-spotters 

Howard, P. N., & Kollanyi, B. (2017). Bots, #Strongerin, and #Brexit: Computational 

Propaganda During the UK-EU Referendum. https://doi.org/10.2139/ssrn.2798311 

Howard, P. N., Woolley, S., & Calo, R. (2018). Algorithms, bots, and political communication in 

the US 2016 election: The challenge of automated political communication for election 

law and administration. Journal of Information Technology & Politics, 15(2), 81–93. 

Hsu, T. (2023, January 22). As Deepfakes Flourish, Countries Struggle With Response. The New 

York Times. https://www.nytimes.com/2023/01/22/business/media/deepfake-regulation-

difficulty.html 

Hwang, T., Pearce, I., & Nanis, M. (2012). Socialbots: Voices from the fronts. Interactions, 19(2), 

38–45. https://doi.org/10.1145/2090150.2090161 

Iivari, J. (2020). A critical look at theories in design science research. Journal of the Association 

for Information Systems, 21(3), 10. 

Kailio, A. (2023, November 6). Näin "kyborgit” levittävät koronavalheita – skriptejä löytyy 

Githubista. Tivi. https://www.tivi.fi/uutiset/nain-kyborgit-levittavat-koronavalheita-

skripteja-loytyy-githubista/e529e733-d6ca-4e37-9bb5-ec40c746fac0 

Kollanyi, B. (2016). Automation, Algorithms, and Politics| Where Do Bots Come From? An 

Analysis of Bot Codes Shared on GitHub. International Journal of Communication, 10, 

20. 

Kudugunta, S., & Ferrara, E. (2018). Deep neural networks for bot detection. Information 

Sciences, 467, 312–322. https://doi.org/10.1016/j.ins.2018.08.019 

Kupferschmidt, K. (2023, February 16). Twitter’s plan to cut off free data access evokes `fair 

amount of panic’ among scientists. Science. https://doi.org/10.1126/science.adh0813 

Lazer, D. M. J., Baum, M. A., Benkler, Y., Berinsky, A. J., Greenhill, K. M., Menczer, F., 

Metzger, M. J., Nyhan, B., Pennycook, G., Rothschild, D., Schudson, M., Sloman, S. A., 

Sunstein, C. R., Thorson, E. A., Watts, D. J., & Zittrain, J. L. (2018). The science of fake 

news. Science, 359(6380), 1094–1096. https://doi.org/10.1126/science.aao2998 

Lee, K., Caverlee, J., & Webb, S. (2010). Uncovering social spammers: Social honeypots+ 

machine learning. Proceedings of the 33rd International ACM SIGIR Conference on 

Research and Development in Information Retrieval, 435–442. 

Lee, K., Eoff, B., & Caverlee, J. (2011). Seven months with the devils: A long-term study of 

content polluters on twitter. Proceedings of the International AAAI Conference on Web 

and Social Media, 5(1), 185–192. 

Magnussen, M. (2023, April 3). Næsten umuligt at spotte en Twitter-bot, viser ny forskning | 

Radar. https://radar.dk/artikel/naesten-umuligt-spotte-en-twitter-bot-viser-ny-forskning 

Marx, J., Brünker, F., Mirbabaie, M., & Hochstrate, E. (2020). Conspiracy Machines–The Role 

of Social Bots during the COVID-19 Infodemic. ACIS 2020 Proceedings. 



 53 

Mehta, I. (2023, March 30). Twitter announces new API with only free, basic and enterprise 

levels. TechCrunch. https://techcrunch.com/2023/03/29/twitter-announces-new-api-with-

only-free-basic-and-enterprise-levels/ 

Meske, C., & Amojo, I. (2018). Social bots as initiators of human interaction in enterprise social 

networks. ACIS 2018 Proceedings. 

Mitter, S., Wagner, C., & Strohmaier, M. (2014). A categorization scheme for socialbot attacks 

in online social networks. arXiv Preprint arXiv:1402.6288. 

Nightingale, S. J., & Farid, H. (2022). AI-synthesized faces are indistinguishable from real faces 

and more trustworthy. Proceedings of the National Academy of Sciences, 119(8), 

e2120481119. 

Noelle-Neumann, E. (1974). The spiral of silence a theory of public opinion. Journal of 

Communication, 24(2), 43–51. 

O’Connor, G., & Schneider, A. (2017, April 3). How Russian Twitter Bots Pumped Out Fake 

News During The 2016 Election. NPR. 

https://www.npr.org/sections/alltechconsidered/2017/04/03/522503844/how-russian-

twitter-bots-pumped-out-fake-news-during-the-2016-election 

Oentaryo, R. J., Murdopo, A., Prasetyo, P. K., & Lim, E.-P. (2016). On Profiling Bots in Social 

Media. In E. Spiro & Y.-Y. Ahn (Eds.), Social Informatics (pp. 92–109). Springer 

International Publishing. 

Onuchowska, A., Berndt, D. J., & Samtani, S. (2019). Rocket Ship or Blimp?–Implications of 

Malicious Accounts Removal on Twitter. ECIS 2019 Proceedings. 

Pepitone, J. (2010, July 21). Facebook 500 million users reached Wednesday—Jul. 21, 2010. CNN 

Money. https://money.cnn.com/2010/07/21/technology/facebook_500_million/index.htm 

Rao, L. (2010, October 31). Twitter Added 30 Million Users In The Past Two Months. 

TechCrunch. https://techcrunch.com/2010/10/31/twitter-users/ 

Ratkiewicz, J., Conover, M., Meiss, M., Gonçalves, B., Patil, S., Flammini, A., & Menczer, F. 

(2010). Detecting and tracking the spread of astroturf memes in microblog streams. arXiv 

Preprint arXiv:1011.3768. 

Ratkiewicz, J., Meiss, M., Conover, M., Gonçalves, B., Flammini, A., & Menczer, F. (2011). 

Detecting and Tracking Political Abuse in Social Media. Proceedings of the Fifth 

International AAAI Conference on Weblogs and Social Media, 297. 

Rauchfleisch, A., & Kaiser, J. (2020). The False positive problem of automatic bot detection in 

social science research. PLoS ONE, 15(10). https://doi.org/10.1371/journal.pone.0241045 

Ross, B., Pilz, L., Cabrera, B., Brachten, F., Neubaum, G., & Stieglitz, S. (2019). Are social bots 

a real threat? An agent-based model of the spiral of silence to analyse the impact of 

manipulative actors in social networks. European Journal of Information Systems, 28(4), 

394–412. https://doi.org/10.1080/0960085X.2018.1560920 

Rossi, S. (2022). The Scamdemic Conspiracy Theory and Twitter’s Failure to Moderate COVID-

19 Misinformation. The 55th Hawaii International Conference on System Sciences: HISS 

2022. 

Rossi, S., Kwon, Y., Auglend, O. H., Mukkamala, R. R., Rossi, M., & Thatcher, J. (2023). Are 

Deep Learning-Generated Social Media Profiles Indistinguishable from Real Profiles? 



 54 

Proceedings of the 56th Hawaii International Conference on System Sciences, 134–143. 

https://hdl.handle.net/10125/102645 

Rossi, S., Rossi, M., Mukkamala, R. R., Thatcher, J. B., & Dwivedi, Y. K. (2024). Augmenting 

research methods with foundation models and generative AI. International Journal of 

Information Management, 102749. https://doi.org/10.1016/j.ijinfomgt.2023.102749 

Rossi, S., Rossi, M., Upreti, B., & Liu, Y. (2020). Detecting Political Bots on Twitter during the 

2019 Finnish Parliamentary Election. Proceedings of the 53rd Hawaii International 

Conference on System Sciences, February. https://doi.org/10.24251/hicss.2020.298 

Salge, C. A. D. L., & Karahanna, E. (2018). Protesting Corruption on Twitter: Is It a Bot or Is It 

a Person? Academy of Management Discoveries, 4(1), 32–49. 

https://doi.org/10.5465/amd.2015.0121 

Salge, C. A. de L., Karahanna, E., & Thatcher, J. B. (2022). Algorithmic Processes of Social 

Alertness and Social Transmission: How Bots Disseminate Information on Twitter. MIS 

Quarterly, 46(1). https://doi.org/DOI: 10.25300/MISQ/2021/15598 

Sayyadiharikandeh, M., Varol, O., Yang, K.-C., Flammini, A., & Menczer, F. (2020). Detection 

of Novel Social Bots by Ensembles of Specialized Classifiers. Proceedings of the 29th 

ACM International Conference on Information & Knowledge Management. 

https://doi.org/10.1145/3340531.3412698 

Shao, C., Ciampaglia, G. L., Varol, O., Flammini, A., & Menczer, F. (2017). The spread of fake 

news by social bots. arXiv Preprint arXiv:1707.07592, 96, 104. 

Shao, C., Ciampaglia, G. L., Varol, O., Yang, K. C., Flammini, A., & Menczer, F. (2018). The 

spread of low-credibility content by social bots. Nature Communications, 9(1). 

https://doi.org/10.1038/s41467-018-06930-7 

Stella, M., Ferrara, E., & Domenico, M. D. (2018). Bots increase exposure to negative and 

inflammatory content in online social systems. Proceedings of the National Academy of 

Sciences of the United States of America, 115(49), 12435–12440. 

https://doi.org/10.1073/pnas.1803470115 

Stieglitz, S., Brachten, F., & Kissmer, T. (2018). Defining bots in an enterprise context. ICIS 2018 

Proceedings. 

Stieglitz, S., Brachten, F., Ross, B., & Jung, A. K. (2017). Do Social Bots Dream of Electric 

Sheep? A Categorisation of Social Media Bot Accounts. ACIS 2017 Proceedings, 1–11. 

Strick, B. (2021). Analysis of the Pro-China Propaganda Network Targeting International 

Narratives. Center for Information Resilience. https://www.info-res.org/post/revealed-

coordinated-attempt-to-push-pro-china-anti-western-narratives-on-social-media 

Stringhini, G., Kruegel, C., & Vigna, G. (2010). Detecting Spammers on Social Networks. 

Proceedings of the 26th Annual Computer Security Applications Conference, 1–9. 

https://doi.org/10.1145/1920261.1920263 

Subrahmanian, V. S., Azaria, A., Durst, S., Kagan, V., Galstyan, A., Lerman, K., Zhu, L., Ferrara, 

E., Flammini, A., & Menczer, F. (2016). The DARPA Twitter bot challenge. Computer, 

49(6), 38–46. 



 55 

Swaine, J. (2018, January 20). Twitter admits far more Russian bots posted on election than it had 

disclosed. The Guardian. https://www.theguardian.com/technology/2018/jan/19/twitter-

admits-far-more-russian-bots-posted-on-election-than-it-had-disclosed 

Trabucco, B., Doherty, K., Gurinas, M., & Salakhutdinov, R. (2023). Effective data augmentation 

with diffusion models. arXiv Preprint arXiv:2302.07944. 

Van Sant, K., Fredheim, R., & Bergmanis-Korāts, G. (2020). ABUSE OF POWER: 

COORDINATED ONLINE HARASSMENT OF FINNISH GOVERNMENT MINISTERS. 

NATO Strategic Communications Centre of Excellence. 

https://stratcomcoe.org/cuploads/pfiles/abuse_of_power_online_harassment_of_fin_mini

sters_16-03-2021.pdf 

Vosoughi, S., Roy, D., & Aral, S. (2018). The spread of true and false news online. Science, 

1151(March), 1146–1151. 

Wagner, C., Mitter, S., Körner, C., Strohmaier, M., & others. (2012). When social bots attack: 

Modeling susceptibility of users in online social networks. #MSM2012 Workshop 

Proceedings, 41–48. 

Wald, R., Khoshgoftaar, T. M., Napolitano, A., & Sumner, C. (2013a). Predicting susceptibility 

to social bots on twitter. 2013 IEEE 14th International Conference on Information Reuse 

& Integration (IRI), 6–13. 

Wald, R., Khoshgoftaar, T. M., Napolitano, A., & Sumner, C. (2013b). Which users reply to and 

interact with twitter social bots? 2013 IEEE 25th International Conference on Tools with 

Artificial Intelligence, 135–144. 

Wang, A. H. (2010). Detecting spam bots in online social networking sites: A machine learning 

approach. IFIP Annual Conference on Data and Applications Security and Privacy, 335–

342. 

Wang, G., Mohanlal, M., Wilson, C., Wang, X., Metzger, M., Zheng, H., & Zhao, B. Y. (2013). 

Social turing tests: Crowdsourcing sybil detection. Proceedings of The 20th Annual 

Network & Distributed System Security Symposium (NDSS). 

Wang, T., Chen, L., & Genc, Y. (2018). An N-gram-based Approach for Detecting Social Media 

Spambots. Proceedings of the 2018 Pre-ICIS SIGDSA Symposium. 

Weatherbed, J. (2023, February 2). Twitter is replacing free access to its API with a new paid tier. 

The Verge. https://www.theverge.com/2023/2/2/23582615/twitter-removing-free-api-

developer-apps-price-announcement 

Wile, R. (2022, November 17). A timeline of Elon Musk’s takeover of Twitter. NBC News. 

https://www.nbcnews.com/business/business-news/twitter-elon-musk-timeline-what-

happened-so-far-rcna57532 

Woolley, S. C. (2016). Automating power: Social bot interference in global politics. First 

Monday. 

Yang, K.-C., & Menczer, F. (2023). Anatomy of an AI-powered malicious social botnet. arXiv 

Preprint arXiv:2307.16336. 

 



 56 

  



 57 

7   Appendix 

The appendix contains the full versions of the five papers of this dissertation. The papers are 

identical to the form that they have been published in (papers I–III and V) or to the form that they 

have been submitted for review in the case of unpublished work (paper IV). The only changes 

have been made to the papers is in typesetting so that they match the rest of the dissertation. 
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The following paper has been published in the proceedings of the 53rd Hawaii International 

Conference on System Sciences in 2020. 

Detecting Political Bots on Twitter During the 2019 

Finnish Parliamentary Election 

Sippo Rossi 

Aalto University 

Matti Rossi 

Aalto University 

Bikesh Raj Upreti 

Aalto University 

Yong Liu 

Aalto University 

Abstract 

In recent years, the impact of bots used for manipulating public opinion has become an 

increasingly prevalent topic in politics. Numerous sources have reported about the presence of 

political bots in social media sites such as Twitter. Compared to other countries, the influence of 

bots in Finnish politics has received little attention from media and researchers. This study aims 

to investigate the influence of bots on Finnish political Twitter, based on a dataset consisting of 

the accounts following major Finnish politicians before the Finnish parliamentary election of 

2019. To identify the bots, we extend the existing models with the use of user-level metadata and 

state-of-art classification models. The results support our model as a suitable instrument for 

detecting Twitter bots. We found that, albeit there is a huge amount of bot accounts following 

major Finnish politicians, it is unlikely resulting from foreign entities’ attempts to influence the 

Finnish parliamentary election. 

1. Introduction  

Nowadays, many organizations and individuals attempt to influence people by spreading 

propaganda in social media through large networks of bot accounts [1, 2]. There are multiple 

examples of bots being used to distort political discussions on Twitter. One of the most notable 

cases is the 2016 US presidential election, where an organization linked to the Russian 

government has been accused of striving to manipulate the elections by spreading fake news or 

biased content via Twitter bot accounts [2, 3]. In this light, a number of studies have delved into 

the detection of bot accounts through developing and testing new bot detection methods. Based 

on synthesizing key factors for bot detection reported in previous studies, the study developed an 

integrated framework for bot detection. 

Specifically, this study aims to demonstrate how bots that are being used to influence politics on 

Twitter can be identified using machine learning approaches. To demonstrate the application of 

the method, we identified the bots that existed before the Finnish parliamentary election in April 

2019 using user-level metadata. Noticeably, recent publications have found evidence of bots being 

used to influence opinions in countries such as the United States [3], Japan [4], Brazil [5] and 
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Russia [6]. Similar studies have not been conducted in Finland, albeit there is already evidence of 

at least one large but inactive Finnish Twitter botnet according to a researcher at F-Secure [7, 8]. 

In other words, our study seeks to answer the following two research questions, including: 

RQ1: What are the important features that can be used to identify bots? 

RQ2: Do the bots have an impact on Finnish politics? 

To answer the research questions, we first develop a model that can predict bots using machine 

learning methods. Once the bots are identified, we assessed the impact in terms of visibility and 

popularity of politicians followed by these bots. 

This paper contributes to the growing information systems science and political data science 

literature on the use of bots and information systems to influence voters. The study also adds to 

bot detection literature by evaluating the feasibility of using a limited set of profile metadata 

features in a supervised machine learning bot detection model. As a part of the research project to 

detect bot’s effect on ongoing European elections, we deem the study addresses a timely and 

important topic, as there is evidence of attempts to use bots to influence voters during recent 

European elections [9, 10]. 

2. Related research 

We analyze the related research in three parts. The first part looks at how previous research has 

classified bots and provides a clear definition of key terms and concepts. The second part analyzes 

methods that have been used to detect bots in Twitter-related research and provides a background 

and benchmarks for the bot detection model proposed. The third and last part covers literature on 

the use of bots in political influencing during recent years to support the findings and assumptions 

made. 

2.1. Terminology and the definition of a bot 

A bot can be defined as an account that is operated fully or partially by a program. Thus, at least 

some parts of a bot account’s activities are automated. Examples of these include bots belonging 

to like farms that are used on social media to increase the number of followers of an account or 

likes of a particular post. However, they are prone to detection and thus, deletion. More advanced 

bots adjust their content dynamically based on the behavior of other accounts, making them more 

difficult to detect even if the bot is still operated solely by a program. The most sophisticated bots 

are such that humans control parts of their activities, such as content creation, which blurs the line 

between the bot and a human user. When properly operated, these hybrid bots are almost invisible 

to automatic detection mechanisms, according to Grimme et al. [11]. Some bot accounts are 

inactive, also known as sleeper bots [12]. The accounts are ‘quiet’ most of the time before being 

activated e.g. to spread spam. 

On Twitter, bots can be divided into benign and malicious bots [13]. The benign bots adhere to 

Twitter’s rules and guidelines and are clearly distinguishable from human accounts usually by 
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name or description. Conversely, malicious bots participate in activities that are not permitted by 

Twitter and rarely disclose the fact that they are operated by a program. Typical use cases include 

artificially boosting the number of followers, likes or retweets and directing or blurring 

discussions as well as spreading spam or content that supports a certain cause. Both types include 

bots ranging from simple content sharing accounts to human-like social bots that participate in 

discussions and create original content. The phrase of social bot here refers to a bot that is meant 

to mimic human behavior [12] by communicating and interacting with human users [14]. 

2.2. Detecting bots on Twitter 

2.2.1. Simple versus complex models. As algorithms that control bots become more advanced, 

so do the bot detection algorithms. In literature, bot detection models range from the very simple 

ones that are based on analyzing one piece of metadata to those that use ensemble methods to 

analyze large feature sets including a mix of metadata, tweeting behavior, and content data.  

Past studies on bot detection have been to some extent restricted to bots with a specific feature. 

For instance, Beskow and Carley [15] managed to identify specific automatically generated bot 

accounts based on a single piece of metadata, the profile name, with approximately 95%-99% 

accuracy depending on the algorithm used. However, this type of approach results in a very narrow 

use and the aforementioned model could only detect bot accounts that have an account name 

consisting of a randomly generated string of 15 characters and more than likely to miss out the 

bots with different characteristics. However, as Beskow and Carley [15] propose, a tool-box 

approach where multiple different models are combined can make even the simple models an 

important contribution to more advanced bot detection models.  

A number of bot detection models looked into various characteristics of accounts by combining 

metadata and behavior features to identify bots (e.g. [16, 17]). One notable issue hinders the 

reusability of these models. Many of these models rely on some form of natural language 

processing, sentiment analysis techniques [14] or a specific list of keywords [6, 16, 18]. This 

restricts their applicability to a particular language and region as well as an event such as an 

election, due to certain themes and hashtags being important only in that specific context. Bots 

have been evolving rapidly during the past few years to a point that they may be difficult even for 

a human to distinguish them from real users [19]. There is a need to update bot detection 

algorithms, since a workable algorithm today may prove to be ineffective after a couple of years.  

2.2.2. Feature space selection. Machine learning methods represents the key approach used in 

early bot detection literature, in which an essential aspect of work is to determine the optimal 

feature space that boost bot prediction performances. There are two main considerations in the 

selection of bot detection features. Firstly, the features should be added only if they improve the 

accuracy of bot detection. Secondly, the features must not make the data collection phase overly 

time-consuming, since Twitter’s API has strict rate limits.  

In previous studies, the most common classes of features used in bot detection include metadata-

based features and tweeting characteristics-based features [6, 8, 18]. User profile provides a large 

amount of metadata while tweets offer useful information, albeit being limited to a certain number 
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of characters (280). Based on these features, the amount of analyses that can be performed is vast. 

Other classes of features, such as keywords, are not included in the analysis, because these features 

restricted the applicability of the model to a specific event.  

Metadata-based features can be divided into two different branches. Intuitively, metadata 

extracted from a profile gives information on the account, while metadata from tweets gives a 

combination of information from the profile posting it as well as the tweet itself [20]. Metadata 

that can be extracted from Twitter include basic profile information such as name, description, 

and number of friends. An examination on whether different pieces of profile information are 

blank or at default contributes to a collection of binary features, such as a variable of whether or 

not the profile picture has been added [6, 16]. The more fields are left at default, the more likely 

the account is a bot [6]. Data on the number of users that the profile is following, the number of 

followers and ratios of these are also often used in prior bot detection studies [6, 8, 18, 20]. Profiles 

that have none or a few followers, but follow many profiles are suspect [8]. Lastly, the contents 

of the textual metadata can be analyzed and used to classify bots for instance by inspecting the 

length or frequency of certain keywords in the description or name [8, 15, 18].   

Earlier findings suggest that a combination of both metadata and content features yields optimal 

results [3, 18]. Hundreds of different features can be derived from Twitter’s metadata and content 

data, making it a matter of preference on which ones to choose. Examples include counting the 

number of hashtags, URLs, and instances of specified keywords in the name or description of an 

account. 

The model proposed in this study utilizes metadata-based features only and therefore, they are 

examined more thoroughly than content-based and other types of features. Further, unlike tweet 

content-based features, metadata-based features are more generalizable across different linguistic 

context. Table 1 illustrates some of the features that have been used in previous papers [6, 17, 18]. 

Unsurprisingly, the most common features are the ones that are directly related to how Twitter 

functions, default profile values, with the number of followers, friends, tweets, and retweets being 

examples of these. 

 

Table 1. Summary of key features for bot detection used in prior literature 

 

Binary features 
Profile information 

features 
Ratio features 

Metadata content 

features 

Defaults: 

- Profile image 
- Background image 

- No user description 
 

Other: 

- Profile verified 
- Location specified 

- No friends 

- No tweets 

General: 

- Number of followers 
- Number of friends 
- Number of tweets 

- Number of likes 
- Age of account 

- Account language 

 
Length: 

- Profile name 

- Profile description 

Activity:  

- Ratio of following and 
followers (FE/FI) 

- Reputation (FE/(FI + FE)) 
- Given likes per friend 

- Given likes per follower 

 
Account age: 

-Friends/Account age 

- Following rate (FI/AU) 

Bot check:  
- Name contains bot 

- Description contains bot 
 

Other content: 

- Number of # in description 
- Keywords in description 

- URL(s) in description 
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In Table 1, the features are grouped into four types. Some of the most commonly used features 

are found in the first group as binary features. Based on the popularity, it can be assumed that they 

are appropriate for bot accounts detection despite their simplicity. Binary features are designed to 

check whether profile customization options, such as the profile image and background image, 

are left at default [6, 17, 18].  

The second group also contains many of the prevalent features in bot detection models. These 

features are often numerical variables, many of which are related to how popular a Twitter account 

is and how actively it is used. Particularly, the numbers of followers, friends, tweets, retweets, 

and likes were often investigated [6, 17, 18]. Another commonly used feature is the length of the 

description text, which cannot be obtained directly from Twitter but can be calculated easily from 

the metadata [6, 17, 20]. 

The third group of features is ratios that can be obtained from the same metadata. When compared 

to the two previous groups, the ratio features offer more variety as they are not based on Twitter’s 

built-in attributes. Followers-to-friends ratio is a common ratio feature used in many previous 

studies [6, 18, 20]. In the model created by Fernquist et al. [18], the top features for bot detection 

include multiple of ratios, with examples being given likes per friend, followers-friends ratio, and 

number of likes per followers. 

The last group consists of the features deriving from the contents of different attributes. Features 

in this group are occasionally used in earlier studies. Two of the features in this list simply check 

whether an account is a bot according to the profile description or name by looking if the fields 

contain the word “bot” [15]. The rest of the features relate to an examination of URLs, hashtags 

,or other keywords [20]. 

Because ratio features were among the best performing features widely used in early studies [6, 

18, 20], we include several of them in the study alike. 

2.2.3. Classification methods. Because Twitter, like most of the social media sites, actively 

attempts to detect and disable bot accounts, the creators of bots have responded by making bots 

behave more like humans. Consequently, the selection of features as well as preparing the training 

data has become more demanding and for a model to stay up to date, feature engineering and 

adding new training datasets is needed [20]. 

Both supervised [6, 15] and unsupervised [16, 21] machine learning models have been used in bot 

detection research. The drawback of supervised learning is that creating a labeled dataset for 

training the model either requires a large amount of manual labeling [6] or using a pre-labeled 

dataset, which may limit the applicability of the model as the datasets most likely represent only 

a fraction of the possible behavior of bot accounts in Twitter. Unsupervised learning models can 

detect novel bot behavior that may get past a supervised model [16], as the supervised models can 

only detect bots that are similar enough to the dataset that was used to train it. However, the results 

of unsupervised models are more difficult to validate due to the absence of labeled data. 
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Past studies indicated that supervised models are better suited for analyzing topical datasets that 

are collected from Twitter’s streaming API [6]. Twitter’s API allows performing searches and 

collecting the data on tweets that contain for certain keywords or hashtags, which is particularly 

useful when analyzing political discourse that is related to a specific topic, such as an election [18, 

22]. Since campaigns, political parties, candidates and users use hashtags to make their tweets 

visible when commenting on specific topics, it is more efficient to mine data on a topical level 

with the keyword search instead of first collecting a large dataset of Twitter accounts and then 

analyzing the content of their tweets. 

2.3. Use of bots in political influencing 

Previous studies illustrated that Twitter-based computational propaganda has been used by 

organizations and governments across the world [12]. There are several hypothesized goals of the 

creators of bots. These range from increasing the partisanship of a population or advancing a cause 

that the creator of the bots supports. [23] noted that “it is an effective non-military means for 

achieving political and strategic goals.” Measuring the successfulness of political bots is difficult 

as it is hard to quantify the impact that they have had for example, on voting behavior [23]. 

Nevertheless, the prevalence of computational propaganda campaigns would suggest that they are 

viewed as a functional tool that does have an effect on the target audience [23].  

More measurable and easily achievable targets include manipulating the popularity and visibility 

of tweets by liking, following, and retweeting content with a botnet. These methods can cause a 

particular hashtag to trend thus, pushing it higher into the feeds of other Twitter users. Other goals 

may be to make an opinion seem more popular than it actually is or to bury actual discussions or 

factual information by making it difficult to follow. Concrete examples include spamming pro-

government tweets or flooding search results related to protests with meaningless content making 

it more difficult for human users to find and participate in discussions [24].  

Two earlier studies monitored bot activity in Germany during a state parliament as well as Federal 

presidential election [10] and federal election during 2017 [9]. Bots represented around 7 – 11% 

of the accounts and bot-driven content represented 7.4 – 9% of all traffic during the German 

elections [9, 18]. These are modest numbers and in line with Twitter’s estimate of bots accounting 

for approximately 10% of Twitter activities. The main reason for concern is that the bot activity 

was skewed towards supporting the alt-right movement and was possibly produced by accounts 

outside of Germany [9]. As an extreme example, in Russia, Stukal et al, [6] reported that up to 

85% of the daily tweets containing political keywords were posted by bot accounts during 2014-

2015. Obviously, there are regional differences in the prevalence of bot accounts [12]. 

 Finland, the focus of this research, may also be affected by bot account, considering i) the current 

growth of Euroscepticism, ii) rise of right-wing political movements alongside Finland’s 

historical relations and iii) proximity to Russia that may provide a more fertile foundation for bot 

activity than for example Sweden. 
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3. Methodology 

This study employed an unorthodox approach to collect Twitter data as the dataset is compiled 

from individual accounts’ followers, which differs from the more traditional methods by 

collecting all tweets (and associated account metadata) that use specific hashtags or keywords are 

gathered through Twitter’s Streaming API. This method is appropriate since the proposed bot 

detection model only requires metadata. The benefits of this approach include that it allows 

detecting both dormant bots as well as those that do not use specific hashtags or words that the 

streaming method queries for.  

The primary tools used in data collection and formatting phase were the statistical programming 

language R and its “rtweet” package, which is an “R client for accessing Twitter’s REST and 

stream APIs.”  

The study analyzed the Twitter accounts of several politicians and their followers on Twitter. The 

profiles were selected based on several heuristically chosen criteria to ensure that as many political 

parties as possible were represented and that a sufficient amount of data was collected. At least a 

member of parliament was taken from each of the current coalition parties as well as from all 

parties that have support of over 5%, albeit a maximum of two per party. Furthermore, only 

accounts with over five thousand followers were picked. Lastly, some prominent politicians with 

over 10 thousand followers were selected even if they do not match the other criteria as several 

influential political figures would otherwise be excluded. Table 2 shows the selected politicians. 

 

The sample consists of 14 politicians from 8 different parties ranging from liberal to conservative 

and left-wing to right-wing, including the current president and three ministers as well as 6 party 

leaders. Many small parties were left out by this approach, of which respective politicians did not 

have accounts or had much fewer followers. As a result, over 1.1 million Twitter accounts were 

collected as followers of these politicians, but the number was reduced to approximately 550,000 

after filtering out duplicate accounts. The duplicates were a result of the fact that many Twitter 

users were following multiple selected politicians.  

Table 2. Summary of selected politicians 
Name Political party Username Followers (K)* 

Alexander Stubb National Coalition Party @alexstubb 370 
Sauli Niinistö National Coalition Party @niinisto 159 

Juha Sipilä Centre Party @juhasipila 126 
Anne Berner Centre Party @AnneBerner 21.7 
Pekka Haavisto Green League @Haavisto 130 

Ville Niinistö Green League @VilleNiinisto 84.3 
Paavo Arhinmäki Left Alliance @paavoarhinmaki 109 
Li Andersson Left Alliance @liandersson 76.5 

Antti Rinne Social Democratic Party @AnttiRinnepj 25.6 
Sanna Marin Social Democratic Party @MarinSanna 14.3 
Jussi Halla-aho Finns Party @Halla_aho 14.5 

Laura Huhtasaari Finns Party @LauraHuhtasaari 13.7 
Sampo Terho Blue Reform @SampoTerho 7.6 
Paavo Väyrynen Seven Star Movement @kokokansanpaavo 10 

*Number of followers at March 2019 
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The binary features were calculated from corresponding attributes where a setting left at default 

or blank equals 1 and a nondefault 0. The ratio features were created similarly by calculating the 

values from the profile information metadata and then placed into new columns. Ratio calculations 

that resulted in NaN (not a number) or Inf (infinite), were replaced with a zero. 

3.1. Creating training data 

Based on the findings of previous research and datasets available for training the model, a 

selection of 11 features was picked for testing the first version of the model. The feature space 

consists of four binary features, four profile information features, and three ratio features. 

Initially, the model was trained with the cresci-2017 dataset [25], which contains over 13,000 

labeled accounts divided into groups of social spambots, traditional spambots, fake followers, and 

genuine accounts. The training dataset was balanced to include 3,000 randomly sampled bot 

accounts and 3,000 randomly sampled genuine accounts from the cresci-2017 dataset.  

To find a suitable algorithm for the prediction, the Linear Discriminant Analysis (LDA), 

Classification and Regression Tree (CART), K-nearest neighbors (KNN), Support-vector 

machine (SVM) and Random Forest algorithms were tested. Out of these Random Forest 

performed the best, although there were signs of either the training data not representing the 

variety of real data or that the model being overfitted as the accuracy was over 97% or 98% on 

most runs. This issue was ignored, as the model was deemed sufficiently accurate for the first 

phase where the goal was mainly to speed up the training data creation by manually validating list 

of potential bot accounts from the prediction results. The model was then tested on a sample of 

5,000 accounts from the dataset that was collected for this study.  

After manually inspecting on Twitter the accounts that the model labeled as bots, it was evident 

that the model had difficulties distinguishing bots and genuine accounts. Particularly, accounts 

that were apparently created by people trying out Twitter without becoming active users were 

prone to be labeled as bots due to the similarity in the account behavior. In most cases, the easily 

distinguishable bots were following approximately 20-100 accounts, had 0-2 followers and little 

to no tweets, retweets or likes. 

Based on the performance of the first version of the model, it was apparent that the cresci-2017 

dataset was unsuitable for training a model that could accurately distinguish bots from humans 

based on metadata. One possible explanation for such performance is the fact that the training 

data used in the model had only very clear examples of bots and genuine accounts, where the 

behavior in terms of tweets, retweets, likes and ratios of followers and following differed widely 

depending on whether the account was a bot or not. However, this does not reflect the actual 

behavior of accounts where in some cases even with quantitative and qualitative assessment it is 

difficult to label an account accurately as either a bot or a human.  

By manually labeling a set of accounts from the dataset consisting of followers of the Finnish 

politicians, a new training dataset that represents the actual distribution and behavior of the 

accounts of the target dataset was created. The training data was created by checking and verifying 



 66 

the accuracy of 2,000 accounts predicted to be bots by the first model. The results were that out 

of these accounts 1,336 were accurately labeled as bots, as they were either bots or accounts 

exhibiting extremely bot-like behavior while 664 were actually humans or accounts that were 

impossible to determine as belonging to either group.  

A qualitative approach was employed for classifying the accounts as either bots or humans. The 

classification started by inspecting the profile information of the account. Common signs of a bot 

were the name or description of the account, which often included Russian or Arabic and or a 

seemingly random string of characters and numbers coupled with the account following 21 other 

Twitter users, which is the default number of recommended users to follow given by Twitter when 

creating a new account. Other possible predictors included in this step are the profile image and 

banner as well as the age of the account. As a second step, the tweets and retweets were checked 

when available to see what kind of activity the account has and what other accounts it interacts 

with. As the third step, the accounts that the possible bot was following were inspected to find 

discrepancies. For example, a user following mainly seemingly random foreign accounts coupled 

with one Finnish politician or if it was following exactly 21 very popular Finnish accounts were 

usually the best predictors of an accurate classification as a bot even though the machine learning 

model did not look for these. If after the three first steps the account was still too ambiguous for 

classification, the likes and followers were checked for bot-like behavior.  

During this process, several interesting findings were made, which can be used later in the analysis 

of the whole dataset. Firstly, most of the bot accounts were dormant as well as possibly a part of 

a follower boosting operation. Secondly, most of the bots were difficult to label as political bots 

as it is not sure whether they were created to boost the followers of a particular politician or if it 

followed them by coincidence based on Twitter’s recommendations. Commonly, shared 

characteristics among bots included that they barely engaged with content or interacted with other 

users and that they followed a random group of 21 accounts, which most likely are those suggested 

by Twitter during the creation of the account [7, 8]. Peculiar accounts that they often followed 

included less well-known US politicians, an obscure game called Growtopia and a niche Finnish 

newspaper called Markkinointi and Mainonta. 

3.2. Building the bot prediction model 

The second version of the bot detection model differed from the previous one mainly in how the 

splitting of the training and validation data was done, what parameters and algorithms were used 

as well as how many features were included.  

New features could be added to the second version of the model as the training data was no longer 

a limiting factor. By including the age of the account, and two ratio features derived from 

comparing the profile information to the age of the account, the number of features was increased 

from 11 to 14.  

Several variants of the Random Forest algorithm were tested, but the standard version still 

performed optimally and was selected for the final model. The model was trained with a randomly 

sampled set of 500 bots and 500 humans from the new manually labeled dataset. The remaining 
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1000, with 836 bots and 164 humans, were used in the validation of the performance. The final 

version of the bot detection model has an accuracy of 83% with only slight changes after multiple 

runs and small variations in parameter settings. Table 3 lists the most important statistics for 

assessing the performance. 

 

In terms of feature importance, the top features were a mix of profile information and ratio 

features, while the binary features were all in the bottom half of the feature ranking. Table 4 

contains the full ranking of the features. Based on this, the model gives much weight to the number 

of accounts that an account is following, since the two top features are related to the following 

attribute. This is somewhat problematic for our overall goal of political bot detection as it implies 

that the model is best at detecting dormant bots and bots belonging to follower farms. These 

accounts can be political bots, but in many cases determining if they are following politicians on 

purpose or by coincidence is difficult. This is because the popular politicians often appear on the 

top of the recommended accounts to follow in Finland. 

 

4. Findings and discussion 

4.1. The proposed bot detection model 

The bot detection model proposed in this study demonstrated that metadata alone is sufficient for 

classifying at least spambots and bots that belong to follower farms. The primary benefit of a 

model based on metadata is that the data collection is much quicker as 90,000 accounts’ 

information can be retrieved every 15 minutes. Therefore, a model that uses metadata works 
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particularly well when studying countries that have a small population, since then even the most 

popular Twitter users are likely to have a manageable number of followers. In other words, due 

to the limited number of users in these countries, it is possible to gather comprehensive datasets 

for analysis in short periods. Furthermore, analyzing entire populations instead of samples is 

feasible with a purely metadata-based model, contrary to models that use tweet data, where the 

number of accounts to analyze is restricted by Twitter’s streaming API’s rate limits. 

Regarding the selection of the feature space and algorithm, most of the results were in line with 

the reviewed literature, although some of the results were surprising. Random forest was the 

optimal classification algorithm, which was the result in several other models as well [18]. While 

ratio features had high feature importance as suggested by previous research, the binary features 

did not despite their popularity in earlier models. Overall, the performance of the model was below 

most of those listed in the literature review, but as stated earlier direct comparison is difficult due 

to the differences in the goals of the models. 

4.2. Bots Counts in Finnish political Twitter 

Based on our bot detection model, we predicted the total number of bots in the dataset consisting 

of the 558,983 followers of the 14 Finnish politicians was formatted to match the training dataset. 

The model predicted that out of the dataset approximately 36.6% are bots. Since the model’s 

accuracy is 83%, out of the 204,426 accounts classified as bots it can be assumed that 169,673 

should be the real number of bots when not taking into consideration the accounts labeled as 

humans that in reality, are bots. Therefore, the percentage of bots in reality is likely to be closer 

to 30% based on the results and the accuracy of the model. 

4.3. Influence of Bots in Finnish political Twitter 

Overall, the findings of the study do not support the notion that Finland and Finnish politics would 

be the target of internal or external bot influencing campaign, due to most of the bots having 

almost no activity besides following popular accounts. This finding is line with a recent 

announcement made by Supo, the Finnish Security Intelligence Service, which stated that it has 

not found evidence of foreign entities attempting to influence the elections [26].  

Despite few political bots, over 150,000 bot accounts following Finnish politicians on Twitter 

were identified. Although these bot accounts do not interact much with other accounts, they still 

help the politicians that they follow by two ways. Firstly, they artificially inflate the number of 

followers a politician has making them possibly more popular than they actually are. Secondly, 

they help increase the visibility of politicians, since being followed by many promotes an account 

over other less popular accounts in Twitter’s “who to follow” suggestions. Consequently, bot 

accounts that were created for an entirely different purpose may unintentionally follow politicians 

when they follow their accounts based on Twitter’s recommendations.  

The primary impact that the bots have on Finnish political Twitter is related to increase the 

visibility and perceived popularity of the politicians’ accounts. Considering a low utilization of 

Twitter as a medium for political debate in Finland, the possible effects the bots that may have 
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had on voters may be negligible. Nevertheless, one metric for measuring a politician’s popularity 

that can be used to predict election results is how many followers they have on different platforms 

and how much their audience engages with them [27]. Therefore, even if the impact on actual 

voting behavior is minimal, the presence of bots may manipulate perceptions, influence 

predictions and damage the validity of social media engagement as an indicator of actual 

popularity. 

When inspecting the scores of individual politicians, Pekka Haavisto and Alexander Stubb had 

the highest percentages of bot followers, with both at above 30%, which is beyond Twitter’s own 

estimates of 5-10% accounts being bots. The strong bot presence in Haavisto’s Twitter follower 

base was subject to debate already in 2017 during his presidential election campaign [28]. 

Previous analysis attributed the bot followers to a result of a sudden increase in bots promoting 

the game Growtopia and Twitter’s recommendations boosting Haavisto, which is similar to the 

findings of this study. 

Alexander Stubb, the other notable example of a politician benefitting from the added visibility, 

has acquired the largest absolute number of bot followers. Many of the bots did not follow any 

other politicians besides Stubb, which is likely due to his strong presence in Twitter as the 3rd 

most followed account in Finland.  

Contrary to findings elsewhere [4, 9], the candidates most likely to be linked to the Finnish alt-

right movement Laura Huhtasaari and Jussi Halla-aho had the lowest percentage of bot followers. 

However, this is not surprising when taking into consideration that they also have the lowest 

number of followers from the sample of accounts inspected, which means that they do not attract 

bots that follow accounts by default based on Twitter’s recommendations. 

5. Conclusions 

The goals of this study were to develop a new supervised machine learning bot detection model 

to investigate if Twitter bots were used to influence the 2019 Finnish parliamentary election and 

to test a new approach for Twitter bot detection. The developed model was used to estimate the 

number of bot followers that a sample of the most popular Finnish politicians have in their 

follower base. 

The dataset used in the study consisted of 550,000 unique accounts out of which roughly 169,600 

were classified as bots. The metadata-based model was found to be feasible for classifying bots 

on Twitter and the predictions of the model were used to assess if bots were utilized during the 

2019 Finnish parliamentary election. The findings imply no evidence of attempts to influence the 

elections via Twitter bots. Although the bots increased the visibility of some politicians and made 

them seem more popular, the bots are unlikely to have had much effect due to their passive 

behavior.  

This study holds important implications for both the researchers as well as practitioners. Our study 

explores a number of primary meta data-based features as well as ratio-based profile features to 
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predict bots in Twitter. This approach provides better coverage of the profile characteristics, and 

it is generalizable to a wide variety of context due to the linguistics independence.  

To the best of our knowledge, this study is the first in studying the presence and influence of bots 

in a Finnish context. Our results imply that the bots are surfacing in the Finnish domain. Even 

though we did not find the bots to have a significant impact, we cannot predict how this could 

change in the future. These results should be of interest not only to researchers, but also to 

politicians and users of social media in Finland. 

Lastly, our results also highlight the influence that Twitter’s suggestions can have on the number 

of followers that popular accounts have. These results indicate that profiles followed by bots are 

likely to attract more bots, further inflating their number of followers and perceived popularity.  

5.1. Limitations 

Like all studies, our study also has limitations. First, the approach used in the selection of 

politicians and data collection phase as well as the choice of features in the machine learning 

model introduced some constraints to the analyses that could be performed. Our sampling 

approach ignores the user accounts that do not follow politician yet remain politically active. 

Although it was possible to determine if an account is a bot based on metadata, the collected data 

did not enable examining the content that they interacted with or spread via tweets, retweets, and 

likes. However, it is worth noting that most of the bots detected are not actively creating or 

distributing content. Lastly, politicians with much higher or lower percentages of bot followers 

may have been omitted from the sample.  

5.2. Suggestions for further research 

To further understand the use of bots in the Twittersphere, the model could be reused during future 

elections by collecting new datasets. This would be particularly interesting due to the Finnish 

Security Intelligence Service’s suggestion that the EU elections are likely to be a more attractive 

target for external influencing attempts than the Finnish parliamentary election [26]. 

To analyze the efficiency of Twitter’s own bot detection and removal practices, the rate at which 

accounts labeled as bots are removed from the social media site can be followed. In addition, 

changes in the activity of the bots can be monitored by inspecting how the attributes such as a 

number of tweets and likes changes over time. Especially interesting would be to find evidence if 

some of the accounts were sleeper bots waiting for activation. 
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Abstract 

During the past few years, social media platforms have been criticized for reacting slowly to users 

distributing misinformation and potentially dangerous conspiracy theories. Despite policies that 

have been introduced to specifically curb such content, this paper demonstrates how conspiracy 

theorists have thrived on Twitter during the COVID-19 pandemic and managed to push vaccine 

and health related misinformation without getting banned. We examine a dataset of approximately 

8200 tweets and 8500 Twitter users participating in discussions around the conspiracy term 

Scamdemic. Furthermore, a subset of active and influential accounts was identified and inspected 

more closely and followed for a two-month period. The findings suggest that while bots are a 

lesser evil than expected, a failure to moderate the non-bot accounts that spread harmful content 

is the primary problem, as only 12.7% of these malicious accounts were suspended even after 

having frequently violated Twitter’s policies using easily identifiable conspiracy terminology. 

1. Introduction 

We may be living in a golden age of conspiracy theories [1, 2]. In everyday life, you can hear 

terms such as QAnon and Pizzagate, which previously belonged to the vocabulary of fringe groups 

but have increasingly been adopted by wider audiences and normalized as part of the vernacular 

by the news media and elected officials [3]. This “normalization” of conspiracy theories started 

well before the COVID-19 pandemic as several politicians, particularly in the United States, 

began promoting them during the 2016 and 2020 presidential elections. However, the coronavirus 

resulted in an eruption of new theories, ranging from 5G causing the virus [4] to the Great Reset 

that suggests the pandemic is being used as an excuse to take control of the world economy [5].  

The role of the social media platforms in spreading conspiracy theories has been tied to their loose 

regulation as well as to conspiracy theorists taking advantage of their algorithms to amplify the 

spread of content, bringing it from the obscure corners of the internet to the mainstream feeds of 

the general public. Some evidence supports the idea that bad actors have also become better at 

exploiting vulnerabilities of the algorithms that power modern content recommendation systems 

[6].  
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Furthermore, recent studies have suggested that the conspiracy theories and misinformation 

related to the COVID-19 pandemic have been amplified by suspected bot accounts [7, 8]. For 

example, bots have been used to distribute conspiracy theories related to the pandemic alongside 

references to QAnon and the Great Awakening as well as to share links to other low credibility 

content and fake news sites [7]. Although the existence of bots in this context has been proven, 

the estimates of their prevalence range wildly.  

To reduce the reach of conspiracy theories, social media sites such as Twitter, Facebook and 

YouTube have begun moderating content more aggressively, suspending accounts that spread 

misinformation and shutting down groups that are devoted to or helping spread conspiracy 

theories [9]. For instance, many social networking sites have attempted to remove links and 

references to the Plandemic, which was a viral video that promoted several conspiracy theories 

related to COVID-19 and has become a term used to refer to the pandemic as an orchestrated 

epidemic or hoax [10]. While some social media sites like Facebook have seen a decline in the 

number of interactions with content containing misinformation during the recent years, in Twitter 

interactions with such content have been steadily growing [11].  

Moderating content on conspiracy theories is challenging. The propagators’ methods have 

evolved quickly, adapting to restrictions, developing new terms and adding nuance to content that 

is harder to identify as misinformation. When searching on Twitter with the term Plandemic, the 

social media site redirects the search to the word “pandemic” and provides a link to official 

information about the COVID-19 pandemic. But, when using the search term Scamdemic, Twitter 

does not attempt this redirection and users can even see tweets where the word or hashtag 

Plandemic is used in unison with the word Scamdemic. The difference between the words is 

minor, but the new term is unmistakably related and has been widely used without consequences. 

This is surprising considering Twitter’s policy update which banned sharing conspiracy theories 

about the pandemic or COVID-19 vaccines [12].  

Due to the possible negative effects on society and public health that conspiracy theories around 

the COVID-19 pandemic may have, it is important to evaluate the effectiveness of these content 

bans and to understand what is driving the conspiracy theories so that they can be addressed 

accordingly. The possible involvement of bots in the COVID-19 conspiracy theory discussions 

further complicates the study of the topic as well as the analysis of policies, as moderation of 

computer-generated content is far less ambiguous than the moderation of content made by 

humans. This is due to the use of bots for manipulation being clearly banned and the removal of 

such accounts will not result in dissatisfied users, whereas moderating genuine human accounts 

can lead to accusations of stifling free speech as well as users fleeing to competing social 

networking sites. Analysis of the level of bot involvement is thus needed as it will increase our 

understanding of whether the primary issue is genuine or inauthentic accounts. Furthermore, the 

policy recommendation will vary depending on what types of accounts are the primary source of 

misinformation. 

At the time of writing only few publications addressed the effectiveness of Twitter’s misleading 

information policy that was adjusted multiple times during 2020 and 2021 to reduce COVID-19-
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related misinformation. The policy changes adjusted the criteria for suspensions and content 

removal and introduced a strike system for accounts, where repeatedly tweeting content 

containing misinformation would eventually lead to permanent suspension [12]. To address this 

research gap, and to provide a basis for future research, an exploratory study was conducted on a 

sample of COVID-19 conspiracy theory tweets that are using the conspiracy term “Scamdemic,” 

which is commonly used both as a hashtag or as a keyword in the tweet to signal that the pandemic 

is a conspiracy or hoax.  

The goal of this paper is two-fold. Firstly, it will investigate who are using the Scamdemic term 

on Twitter in order to determine whether the conspiracy theories are being pushed by coordinated 

attacks by bots and trolls or organically by users that believe in the conspiracy theories. Based on 

the findings on what type of accounts and content are evading the bans, the effectiveness and level 

of enforcement of current policies could be evaluated and policy changes suggested. Secondly, it 

will evaluate how well Twitter’s COVID-19 misleading information policy is enforced using the 

tweets containing the word “Scamdemic” as a case example. 

2. Related research 

The literature review is divided into three parts. The first part will summarize research related to 

the spread of misinformation in social media and explain what is currently known of the 

characteristics of COVID-19 conspiracy content on Twitter. The second part will discuss what is 

known of bots and their ability to influence discussions on Twitter and provides a motivation for 

the method that will be used for bot detection in this study. Lastly, articles that are 

methodologically similar to this paper and use network analysis to study misinformation on 

Twitter will be reviewed. Overall, the goal is to establish and describe what has previously been 

observed in misinformation research and to justify the design choices outlined in the methodology 

section. 

2.1 Misinformation and conspiracy theories on social media 

The spread of conspiracy theories and misinformation has been widely studied [13] and the role 

of social media in distributing such content is a well-known issue [7]. New conspiracy theories 

and adaptations of earlier ones have appeared during the COVID-19 pandemic [14] and quickly 

reached wide audiences through social media platforms [4]. The conspiracy theory on the 

“Plandemic” which trended in multiple social media sites as a result of a viral video, is an example 

of COVID-19 influencing and modifying existing conspiracy theories related to vaccines [10]. 

One distinguishable characteristic of tweets involving conspiracy theories is that certain groups 

of hashtags and keywords are prevalent in them. For example, 5G is commonly mentioned due to 

the popularity of the related conspiracy theory that suggests the technology’s emergence is linked 

to the disease [4]. Plandemic tweets also often include hashtags or mentions of other indirectly 

related or unrelated conspiracy theories and common examples include QAnon and the Deep State 

[7, 10]. Furthermore, many tweets containing misinformation include links to both YouTube 

videos as well as fake news websites [4]. 
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Social engagement metrics such as likes and retweets have been shown to increase the 

susceptibility of users to posts containing misinformation [15]. This suggests that the virality of 

conspiratorial content and other misinformation is a threat precisely because people are unlikely 

to critically evaluate the source. Based on this, posts made by influential accounts that are 

retweeted and or liked in large numbers are a bigger threat than those made by less popular 

accounts, thus suggesting the focus of the analysis should be on them. 

Influential accounts are not the only issue behind the propagation of misinformation, as the design 

of the platforms and the way they promote content is a major part of the problem as well. One of 

the theories that is used to both describe behavior in online social networks as well as to support 

or oppose restrictive policies is the concept of “echo chambers” or alternatively “filter bubbles” 

[16, 17]. These echo chambers are formed as a result of recommendation systems that aim to 

maximize interaction by providing users of the social networking site with content such as tweets 

that matches their views and suggestions on which accounts to follow that share similar content 

[16]. The danger according to this theory is that an individual will be eventually exposed mainly 

to material that aligns with their world view giving a false sense of unanimity while only a small 

minority of individuals supports the belief. Due to not seeing material that challenges for example 

the conspiracy theories, the individuals become more entrenched in their bubble or echo chamber 

[17]. However, too aggressive moderation of content or the banning of entire communities is a 

risk as it may result in the users abandoning the platform and moving to an alternative social 

networking site that may further increase the divide and drive individuals to the fringe. 

2.2 The role of Twitter bots in the distribution of misinformation 

When using the term bot or bot account, this paper refers to basic spambots as well as social bots 

that are either fully or partially automated and engaging in distributing controversial content 

without self-identifying as non-human. This is based on the definition given by Ferrara et al. [18].  

Many papers have discussed the role of bots in distributing fake news and misinformation [6, 19]. 

It is argued that at least their role in distributing content from low-credibility sources is 

disproportionately big [19]. The percentage of bots in the entire Twitter population has been 

estimated to be around 10% - 20%. However, in the case of accounts pushing the United States to 

reopen the country and to reduce COVID-19 restrictions it has been up to 50% [8]. Furthermore, 

there is evidence of social bots that are interacting predominantly with COVID-19 content, 

suggesting that their purpose is to spread or amplify misinformation related to the pandemic [7].  

One of the negative effects of bots, which further demonstrates their potential in the context of 

disseminating misinformation, is their assumed role in strengthening the spiral of silence [20]. 

The spiral of silence theory suggests that individuals monitor and attempt to understand the 

general opinion on a given topic and if they perceive themselves to be supporting the stance of 

the minority, they are likely to refrain from expressing their opinion [21, 16]. This ultimately 

affects other people’s perception of the topic and can lead to a setting where a silent majority 

accepts that the opposing view is the prevailing opinion of the population, while in fact it is 
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supported by a vocal minority [21]. One recent study suggests that even a relatively small 

percentage of bots can affect online discussion and tip the perceived public opinion [20].  

A major issue in studies that investigate the role of bot accounts in the spread of misinformation 

is the difficulty of reliably detecting modern social bots. Recent papers focusing on Twitter bot 

detection rely increasingly on machine learning [22, 23, 24] and ensemble methods combining 

multiple classifiers due to the level of sophistication of bots as well as hybridization where both 

humans and programs control the accounts [25]. One particularly widely used example has been 

the Botometer (or originally BotOrNot), which has been featured in many of the most cited 

publications on social bots [26, 27]. However, fully automated bot detection may not be realistic 

[25, 26] because the results of such techniques have been shown to vary with new datasets. 

Therefore, relying on existing tools such as the Botometer alone and drawing conclusions without 

critical qualitative inspection appears no longer sufficient and thus in this paper a hybrid approach 

combining algorithmic and qualitative labeling is employed. 

2.3 Networks on Twitter 

Social network analysis has been widely used to study social media [28], how information spreads 

in networks [29] and which accounts are most influential in facilitating information spread [30]. 

Network models based on Twitter data can be built in multiple ways with the simplest examples 

being models where connections represent accounts following each other or mentioning each 

other in tweets. The networks can also represent relationships between content that is being shared 

such as tweets containing the same hashtag, and in that case the nodes can be the hashtags.  

Research has shown that in the case of misinformation, unverified accounts that do not belong to 

any well-known public figures influence the spread of conspiracy theories [31, 32]. However, the 

way in which these influential accounts are defined varies a lot and influence can be measured in 

many ways. For example, when defining influence algorithmically, the most influential accounts 

can be those that are surrounded by highly retweeted accounts who commonly share the content 

of the less well-known account [31]. Simpler approaches rely on using different metrics related 

to the Twitter accounts such as the number of followers [30] and betweenness centrality [4]. 

3. Methodology 

3.1 Data collection 

The dataset consists of Twitter usernames, tweets and a mapping of the relationships between the 

different objects, which will be described in more detail under the network analysis section. The 

data was collected using Twarc, a Python library for accessing and retrieving data from the Twitter 

API. 

The data contains 8263 tweets and 8540 users interacting with or being related to these tweets. 

The data was gathered from the Twitter API with the tweets/search command and search term 

“scamdemic.” Users are considered related to a tweet if the tweet mentions the user, retweets or 

quotes the user or if it is a reply to a tweet made by the user. The dataset contains tweets posted 
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during a one-week period starting on the 8th of March and ending on the 15th of March 2021. The 

time was chosen based on Twitter having updated their COVID-19 misinformation policy at the 

beginning of the month. The script used to collect and process the data is based on a tool described 

in [33]. 

3.2 Network analysis 

The data was mapped so that two separate network graphs can be created. The first one is labeled 

the account-interaction network, which is a weighted directed network where nodes are accounts 

while the edges represent interactions towards other accounts with tweets. Weights are determined 

by how many times during the analysis period an account interacted with the other account by for 

example retweeting or mentioning them. The second is labeled the account-hashtag network and 

is a directed multimodal network where nodes are both hashtags as well as accounts and the edges 

indicate which hashtags an account interacted with. From now on, the first network will be 

referred to as the account-interaction network and the latter as the account-hashtag network. The 

networked data was analyzed both quantitatively, with standard network analysis metrics, as well 

as qualitatively by manually inspecting the most important nodes’ Twitter profiles. Overall, the 

purpose of this network analysis was to determine how the average account using the Scamdemic 

word behaved, which hashtags were used together, and by whom, and to identify which accounts 

were most prominent in the network.  

To make inferences on the effectiveness of Twitter’s policies, a population of influential accounts 

were selected based on the three node characteristics: betweenness centrality, indegree and the 

outdegree. A high indegree indicates that the account is often referred to in other tweets, while a 

high outdegree would indicate a spammer whose content are likely to be seen by individuals 

searching with the right keywords. Lastly, users with a high betweenness centrality are the 

accounts that act as a bridge between communities and discussions. Figure 1 illustrates these 

different node characteristics with the teal “A” node representing a node which has a high 

indegree, while the red node “B” has a high outdegree and the yellow node “C” a high 

betweenness centrality as it acts as a link between the two communities around the node “A” and 

node “B.” 

Heuristically, the 25 accounts with the highest betweenness centrality, in and outdegrees were 

determined to be influential, and consequently their activities reviewed twice during the two 

months following the collection of the dataset. As some influential nodes were in the top 25 of 

several characteristics, the final list of influential nodes consists of only 61 accounts. The rationale 

behind focusing on these accounts is that they should be among the first to be deleted due to their 

prominence assuming that they are in fact supporting the conspiracies and not attempting to 

debunk them. 
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Figure 1. Node characteristics example 

3.3 Bot detection and classifying accounts 

Several methods were used in conjunction to determine what types of accounts were participating 

in the discourse and if bots are amplifying the Scamdemic conspiracy. Firstly, the 61 most 

influential nodes were checked with the Botometer which provides a rating on the likelihood of 

the account being a bot rather than a classification. Secondly, manual inspection and coding was 

done to further validate the scores provided by the Botometer. This two-step classification of 

accounts should reduce the risk of misclassification tied to the Botometer’s scores [26]. All 

influential accounts were checked even if the Botometer suggested that they are not suspicious.  

In addition to labeling accounts as humans or bots, the manual inspection was used to bin the 

accounts into overlapping categories. The labels for these categories are conspiracy theorists, 

spammer, antivax, celebrity and non-believer. Conspiracy theorists are accounts that  

seemed to authentically believe and participate in the discussions. Spammers are accounts that 

solely push content through liking or retweeting. Antivaxxers are a subset of conspiracy theorists, 

mainly engaging with content questioning the safety of COVID-19 vaccines. Lastly, celebrity 

indicated prominent politicians and non-believers accounts that are participating in the discussions 

in order to debunk conspiracies. This manual inspection was conducted twice. First, a month after 

the collection of the dataset and a second time a month later to see on both occasions which 

accounts had been banned during the monitoring period and to follow-up on whether the coding 

was still accurate. 

Figure 2 shows the account-interaction network with influential human accounts being marked as 

black, and influential nodes suspected of being bots as red. Due to the metrics used to determine 

influence, the influential nodes are mostly in the center of a cluster of accounts or acting as a link 

between several clusters. 
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Figure 2. The account-interaction network with influential nodes highlighted 

3.4 Limitations 

Accessing Twitter’s API with Twarc does not guarantee that all tweets related to the search term 

are collected. This is due to the tool not supporting Twitter’s academic product track’s full-archive 

search. However, even small samples instead of full datasets have been successfully used in 

previous studies [4] and especially considering the relative niche status of the Scamdemic, a low 

volume of tweets can be expected. Furthermore, the dataset is small when compared to typical 

Twitter studies, but for the purposes of demonstrating how individual influential accounts can 

avoid bans while repeatedly posting content that is against the rules, it should be sufficient. 

4. Findings 

4.1 Accounts 

The account-interaction network which consisted of all the 8540 accounts in the discussions is 

very sparse. Most nodes are peripheral or separate from the main network with 83% of the nodes 

having an outdegree between 0 and 1, while 90% of the nodes have an indegree between 0 and 1, 

meaning that they have interacted with another account or been mentioned in a tweet 0-1 times. 

In all three previously described network characteristics that were used to define the influential 

accounts; the indegree, outdegree and betweenness centrality, the top 10 to 25 accounts are 
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distinguishable from the rest by having values that are several hundred or even thousand percent 

higher than the mean. 

Figure 3 represents the account-interaction network that was created using Gephi with the Force 

Atlas 2 layout algorithm. The different colors represent communities that were identified based 

on the modularity. There are several influential nodes that have large communities of accounts 

interacting with them while most are in hardly visible small clusters of 2-3 accounts. 

 

Figure 3. The account-interaction network clustered into communities 

From the list of 61 influential accounts, only five were identified as public organizations, well-

known individuals or politicians that commented on the conspiracies or who were mentioned in 

the discussions. Furthermore, only one of these five accounts was a supporter of COVID-19 

conspiracy theories. Additionally, in the case of one of the participants, it was unclear whether 

they were debunking or promoting the conspiracies.  

This is in line with previous research which suggests that with misinformation, most of the 

influential accounts are not verified users or public figures. The remaining 55 accounts were a 

mix of trolls, bots and users assumed to be authentic conspiracy theorists or believers and thus 

can be referred to as malicious accounts. Only six accounts had been banned after a month and 

three had been renamed and thus were no longer characterizable. On the second inspection two 

months after the data was collected, one additional account had been suspended and two more 

renamed making them untraceable.  
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Defining the exact type of the malicious accounts proved to be difficult as their goals were not 

clear in most cases. By looking at the profile descriptions and content that they tweeted and 

retweeted, in some cases the motives as well as their assumed country of origin were identifiable. 

Surprisingly, over 40 percent of the influential accounts were interacting with COVID-19 content 

originating or related to Great Britain and British politics, which suggests that the word 

Scamdemic is popular in the British Twitter conspiracy theory circles, or that the sample was 

taken during a time in which the word was trending in the United Kingdom. 

According to the Botometer, from the list of most influential accounts only five were given a score 

above 4 on a scale of 1-5 by the Botometer. The universal, or language independent score was 

used as not all accounts were tweeting in English. Two of these assumed bot accounts were banned 

at the time of writing and one was manually reclassified as a human on closer inspection. During 

the manual labeling, thirteen accounts were labeled as likely to be bots based on their behavior, 

which usually included mass retweeting and spamming of hashtags and mentions. The thirteen 

suspected bot accounts included all except one of the five accounts labeled by the Botometer as 

highly likely of being a bot. This would indicate that the qualitative labeling was more aggressive 

than the Botometer, which tends to be conservative with its estimates.  

Overall, these thirteen suspected bot accounts represent a quarter of the influential accounts which 

is on the high end of the assumed share of bot accounts on Twitter, but on the low end of the 

estimates of the analyses that looked into the share of bots in COVID-19 misinformation tweets 

[6, 8]. 

4.2 The content 

The content analysis focused on the different hashtags that were used since they play an important 

role in making a particular topic recognizable and easy to find on social networking sites such as 

Twitter. The capitalization was removed in order to combine some of the otherwise identical 

hashtags, such as Scamdemic and scamdemic which were initially treated as unique hashtags. A 

total of 3127 hashtags were used in the 8263 tweets and the ten most used ones represent 34.9% 

of all hashtags. 

Figure 4 shows the account-hashtag network, where nodes are a mix of hashtags as well as the 

accounts that used them in their tweets. The communities are less distinct as in the previously 

discussed account-interaction network, which is due to the common practice of including multiple 

hashtags in posts. Several somewhat separate communities can be seen at the edges of the network, 

such as the pink cluster of non-English hashtags on the left side of the graph and calls to participate 

in rallies in the gray cluster at the top. 
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Figure 4. The account-hashtag network 

Unsurprisingly, the most frequently used hashtag was #scamdemic which was used over 500 times 

in the dataset, followed by the over 200 mentions of #covid19 in various ways of writing, which 

were merged with fuzzy matching. At third place was #plandemic which had been used over 100 

times despite being a particularly scrutinized word. Other much used hashtags included the 

popular Great Reset (#thegreatreset) and New World Order (#nwo) conspiracy theories, as well 

as a large variety of different references to the COVID-19 vaccine. The table below shows the top 

ten hashtags, which includes generic pandemic related words such as lockdown and vaccines in 

addition to the terms linked to conspiracy theories. Most hashtags are in English, although German 

and other minor European languages were used in small numbers as well. Table 1 shows the ten 

most popular hashtags and how many times they were used in the dataset. 
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5. Discussion 

5.1 Implications 

One of the main objectives of the study was to determine the nature of the accounts that were 

participating in the distribution of the Scamdemic conspiracy term by looking closely at a sample 

of 61 highly active and influential accounts. Furthermore, by following these influential accounts 

for a duration of two months the research aims to highlight the lack of moderation and 

enforcement of Twitter’s policies against misinformation. The design of the study makes it 

difficult to draw conclusion on the implications that the findings have on existing theories used in 

misinformation research. During the qualitative inspection of the influential accounts, the lack of 

critical comments against the COVID-19 conspiracy theories can however suggest that the active 

participants are within an echo chamber and or that the spiral of silence is making it difficult for 

the participants to voice critical comments, but this will be verified with more thorough analysis 

during future studies. Thus, the discussion in this paper will be centered on the empirical evidence 

and based on the key implications, a critical commentary on the current status is provided. Lastly, 

recommendations on how to adjust Twitter’s misleading information policy are given.  

Interestingly, a majority of the influential accounts that are using the Scamdemic word and 

participating in the spread of other related conspiracy theories, seem to be legitimate users rather 

than bots. Moreover, most of the suspected bot accounts were merely retweeting conspiracy 

theories constantly without producing any original tweets, indicating that they are operating with 

crude scripts rather than more sophisticated programs found in modern social bots. Of the 55 

accounts defined as malicious and influential the rate at which they were banned is surprisingly 

low at 12.7%, with only 6 bans during the first month and one additional ban after two months. 

Previous research has focused predominantly on how modern misinformation is spread by 

advanced social bots and coordination but based on the sample used in this study, both the bots 

and humans could merely continuously retweet and post malicious content without consequences. 

Therefore, the level of sophistication of the accounts avoiding suspension is likely lower than 

previously assumed.  

In order to analyze Twitter’s moderation and how well they follow their new policy, we looked at 

the content produced and shared by the influential accounts. Content wise it seems that using 

indirect or novel words and hashtags to avoid suspension is not needed on Twitter. This is based 

on the observation that using words and hashtags known to be associated with misinformation, or 

directly implying for example that the pandemic is a hoax (e.g., #plandemic and #scamdemic) are 

not being removed. 

Only one instance of a tweet being flagged as against Twitter’s rules was detected during the 

review of the influential accounts. Based on this, the content is not getting actively flagged and 

censored even in obvious cases. Considering that flagging a tweet rather than deleting it is a much 

lighter approach and is already employed by Twitter, it is questionable why it is not used more 

actively. 
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From the findings on the accounts and content that they engage with, Twitter’s ability or interest 

to enforce its COVID-19 misinformation policy seems very weak. Almost 90% of the inspected 

accounts were openly tweeting or retweeting using easily identifiable words and hashtags related 

to popular conspiracy theories without getting suspended. Approximately a quarter of the 

influential accounts were also spreading anti-vaccine content, which is another topic when 

discussed in the context of COVID-19 that violates Twitter’s misinformation policy. It is 

especially surprising how these accounts that are posting multiple types of content that should 

automatically raise alarms do not get removed or filtered from public searches. Interestingly even 

names and bios containing the word covid and mentions of Scamdemic or other conspiracy words 

had managed to not be suspended. 

5.2 Policy recommendations 

Lastly, two suggestions on how to mitigate the further spread of misinformation are provided. 

Due to the simplicity of the accounts involved, relatively basic changes to policy would reduce 

the visibility of the misinformation and conspiracy theories.  

Firstly, more aggressively suspending accounts according to the current misinformation policy 

based on repeated use of known conspiracy theory terms is suggested. Particularly accounts 

involved in the distribution of conspiracies such the Plandemic as well as other vaccine related 

misinformation have a clear lexicon and should be targeted similarly as the accounts spreading 

the Plandemic are on Facebook, where suspensions are given more frequently. Considering that 

Twitter already attempts to filter content by requiring an additional click to access the tweets when 

querying with the search term Plandemic, it is clear that they are already capable of identifying 

the misinformation but abstaining from removing it. In other words, this recommendation simply 

suggests that Twitter should enforce its own current policies.  

Secondly, considering that the most incriminating hashtags and vocabulary such as the Plandemic 

and Scamdemic are used by the malicious accounts to make content easy to find, filtering the 

tweets containing them from the search results would reduce their visibility even without the need 

of removing the content or associated accounts. This would also avoid false positives leading to 

bans of accounts that are not promoting conspiracies but in fact attempting to debunk them. 

6. Conclusion 

The different misinformation, fake news as well as conspiracies surrounding the COVID-19 

pandemic have been studied from many angles despite of the recentness of the topic. The goal of 

this paper was to contribute to the understanding of what types of accounts are distributing the 

conspiracy theories and misinformation related to the pandemic, as well as demonstrate that 

Twitter is not highly successful at mitigating the spread of misinformation. The study found 

limited evidence of bot accounts dedicated to spreading misinformation related to the COVID-19 

pandemic as the share of assumed bots when compared to human operated accounts was lower 

than expected. However, the findings were in line with previous research that cites humans as the 

most likely cause of misinformation spreading. Lastly, the study suggests that stricter enforcement 
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is needed, and that the situation could be improved by merely removing or filtering content that 

contains certain keywords or hashtags such as #scamdemic and #plandemic. 

This paper highlighted how it is possible for influential accounts to repeatedly share content that 

is against Twitter’s policies during a short time without having the content removed or the 

associated accounts suspended. Future studies would benefit of having a longer monitoring period 

than the two months used for this study, as this could provide insights on whether in the long-term 

enforcement of the policies is more successful. Furthermore, by expanding the list of keywords 

and conducting the longitudinal study on a larger group of accounts, more inferences could be 

made on which type of behavior and terminology in tweets manages to evade suspension. 
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Abstract 

In recent years, deep learning methods have become increasingly capable of generating near 

photorealistic pictures and humanlike text up to the point that humans can no longer recognize 

what is real and what is AI-generated. Concerningly, there is evidence that some of these methods 

have already been adopted to produce fake social media profiles and content. We hypothesize that 

these advances have made detecting generated fake social media content in the feed extremely 

difficult, if not impossible, for the average user of social media.  

This paper presents the results of an experiment where 375 participants attempted to label real 

and generated profiles and posts in a simulated social media feed. The results support our 

hypothesis and suggest that even fully-generated fake profiles with posts written by an advanced 

text generator are difficult for humans to identify. 

Keywords: Social Bots, Social Media, Experiment, Deep Learning, GAN Images 

1. Introduction 

Disinformation, conspiracy theories, links to phishing sites and even legitimate sales pitches are 

being sent with the help of fake social media profiles to unsuspecting users of social networking 

sites (Bond, 2022; Shafahi et al., 2016; Shao et al., 2018). These fake profiles might be automated 

bots belonging to a network of such or be operated by a human that manages multiple accounts. 

Previously maintaining realistic avatars and producing convincing content at scale was difficult 

as stolen images could be found with a reverse image search. Similarly, even the best generated 

text was unable to consistently pass for something written by a human. 
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As a result of recent rapid advances in deep learning (DL) methods that can be used to generate 

realistic images and due to the proliferation of advanced pre-trained natural language processing 

(NLP) models, creating synthetic profile pictures and producing human-like texts is easier than 

ever before (Brown et al., 2020; Köbis & Mossink, 2021; Nightingale & Farid, 2022). 

Consequently, producing large numbers of fake profiles with individual or even multiple synthetic 

components such as photorealistic profile pictures and generated but human-like posts is now 

technologically and economically viable. Thus, these advances may have made detecting 

sophisticated fake profiles near impossible for the average user of a social networking site. From 

the perpetrator’s point of view, this has made information operations and trolling cheaper and 

much less labor-intensive. If these fake profiles are not distinguishable by humans and large 

quantities of them can be produced easily, we could see an explosion of bot accounts being used 

for marketing, phishing or political campaigns among other purposes.  

It is not yet known whether fully synthetic profiles and social media posts are in fact able to pass 

the Turing test and go unnoticed by humans. Therefore, the primary goal of this paper is to study 

how well humans can detect deep learning-generated social media profiles and posts in a social 

networking site’s feed, as well as to assess the ability of modern deep learning to produce 

humanlike content. Our first research question is: 

RQ1: Can humans distinguish social media profiles with DL-generated profile pictures and DL-

generated posts from real ones in the feed of a social networking site? 

While it is known that in isolation these individual generated components are no longer 

distinguishable from real ones, there is a possibility that in some cases when combined within one 

profile they become suspicious. As an example, consider the situation when the text in a post 

contains vocabulary used by a certain demographic group, but the profile picture belongs to 

clearly different group. Therefore, our second research question is: 

RQ2: Which components of a profile are more likely to make humans suspect that the profile is 

fake?  

We hypothesize that we have crossed the boundary where generated social media profiles can no 

longer be consistently detected by humans. To test this hypothesis and to answer the research 

questions, we conducted an experiment where participants were shown both genuine and fully 

generated bot profiles in a simulated social media feed and asked to classify the accounts and 

assess different components of the profiles on whether they are suspicious or not. The feed 

contained both the basic profile information as well as one post made by each account.  

This paper begins by briefly synthesizing the findings of recent literature related to image and text 

generation and fake content on social media. Next, the experiment and methodology used to 

produce the social media profiles are explained. We then describe the results of the experiment 

and discuss the main findings and implications. Lastly, we conclude by considering the limitations 

of this study and provide an overview of the planned future work that will address them. 
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2. Background and related research 

In this section, we first briefly discuss recent trends in fake account detection. Then, we 

summarize the state of the art in image and text generation using deep learning methods and lastly 

review recent experiments involving fake social media content. 

2.1. Bots and fake content on social media 

During the recent years bots on social media as well as methods to detect them have been studied 

in both information systems (Ross et al., 2019; Salge et al., 2022; Stieglitz et al., 2017; Williamson 

& Scrofani, 2019) and computer science research (Cresci, 2020; Ferrara et al., 2016). There are 

also a number of studies on the prevalence and impact of bots under various topics such as 

elections (Brachten et al., 2017) or the COVID-19 pandemic (Marx et al., 2020; Rossi, 2022). 

Fake content such as misinformation and fake news (Kim & Dennis, 2019; Moravec et al., 2019), 

as well as the role of bots in distributing them have also been investigated (Lazer et al., 2018; 

Shao et al., 2018). 

However, academic research on the human ability to detect deep learning-generated content is 

scarce, based on our search. We assume this is most likely due to the technology only recently 

having matured enough to produce believable fake content. Meanwhile, algorithmic detection of 

fake images and bot profiles on social media have been studied more, despite the relative 

recentness of the topic (Cresci, 2020; X. Wang et al., 2022; Yu et al., 2019). From other non-

academic sources, there are documented examples of cases where fake profiles were caught using 

GAN images on Twitter (Strick, 2021) and LinkedIn (Bond, 2022) to pass as real humans. While 

some examples were more benign, groups of accounts with GAN images impersonating real 

humans have been said to be employed for promoting computational propaganda (Da San Martino 

et al., 2021; Strick, 2021). 

2.2. Text and image generation using deep learning 

Deep learning methods for text generation have become more accessible due to powerful pre-

trained models such as GPT-2 and GPT-3 (Brown et al., 2020; Li et al., 2021). In the past language 

models required significant computational resources and large dataset sets to train them for each 

individual topic. In contrast, pre-trained models are trained with massive amounts of training data 

before being released to the public. Therefore, they do not have this limitation as they can be used 

immediately or after being fine-tuned with much more manageable datasets and computing power 

(Li et al., 2021).  

These powerful pre-trained models for text generation have been researched and developed 

primarily by leading technology companies and private research organizations in recent years. 

Therefore, there is still a limited number of peer-reviewed academic research on, for example on, 

how well humans can distinguish human-written texts from the auto-generated text. Early works 

have shown that GPT-3 is, for example, capable of producing poems that are indistinguishable 

from genuine ones (Köbis & Mossink, 2021) and that humans have difficulties even after training 

to detect machine-generated text (Clark et al., 2021). It has also been suggested that GPT-2 has 
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been used to produce texts for malicious accounts (Da San Martino et al., 2021), although it is 

difficult to prove and the effectiveness of it is still unknown. 

For image generation, Generative Adversarial Networks (GANs), a type of deep learning 

architecture, have been demonstrated to be able to produce synthetic images that are 

algorithmically detectable, but for humans seemingly photorealistic (Karras et al., 2019; Yu et al., 

2019). A recent experiment with facial images generated with StyleGAN (Karras et al., 2019), an 

advanced and alternative architecture for GANs, demonstrated how synthetic images were 

deemed on average more trustworthy than real faces and nearly undetectable (Nightingale & 

Farid, 2022). Figure 1 contains examples of GAN-generated images of human faces. 

   

   

 

 

Figure 1. GAN-generated images 

2.3. Experiments and fake content on social media 

Experiments are a common method in studies related to deception and misinformation on social 

media. We identified two main approaches for experiments in social media, which are either 

conducting experiments directly within the social media platform (Cresci et al., 2017; Freitas et 

al., 2015; Shafahi et al., 2016) or alternatively by using a survey or other simulated environment 

such as a web-based game (Moravec et al., 2019; Roozenbeek & Linden, 2019). 

While conducting the experiment with a simulated social media page can limit realism, they are 

generally less risky due to the environment being controlled and since debriefing is possible as 

well as acquiring informed consent from participants. Failure to take the appropriate measures has 

resulted in criticism of such research in the past (Flick, 2016). Therefore, for this study we 

preferred simulated environments to reduce potential ethical concerns. 

Experiments with similar methods and goals to this study have been conducted in social bot 

research, where researchers have used crowdsourcing to determine whether humans can detect 

different types of bots, such as social bots and spambots (Cresci et al., 2017; G. Wang et al., 2013). 

The main difference in these studies was that the profiles of the bots were not generated using 

deep learning, and that the participants had access to view complete profiles, while in our study 

participants are shown a view similar to social media feeds. We argue that showing only what is 

visible in the feed is more realistic, as the average user might not go meticulously through each 

profile that they come across.  
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Other related experiments are the previously mentioned tests on the human ability to detect 

generated content in the context of poems (Köbis & Mossink, 2021) and profile pictures 

(Nightingale & Farid, 2022), which have shown that individual components similar to those in 

social media profiles can fool humans, but based on our knowledge no studies have yet at the time 

of writing been conducted on the human ability to detect fully deep learning-generated profiles. 

 

 

 

 

Figure 2. Examples of the generated profiles shown during the experiment 

3. Research design 

In this section, we will explain the setup of the experiment and then describe the process used to 

generate the fake profiles and tweets, as well as how the real profiles and posts were collected.  

The experiment imitated a situation where a Twitter user is scrolling through the feed and sees a 

post and the limited set of profile information about the account that posted it. The manipulations 

were built into pages hosted by Qualtrics using images of profiles along with the posts as shown 

in Figure 2. Participants were recruited using Amazon’s Mechanical Turk (MTurk).  

This simulated approach to having a mock Twitter feed was chosen for two reasons. First, this 

ensured that the auto-generated profiles and posts were not seen by any non-participating 

individuals. This could have been an issue as some of the generated content can be described as 

misinformation or otherwise controversial. Second, in this way we avoided violating the terms of 

use of Twitter and GPT-3, the deep learning-based language model used to generate texts of the 

posts. 

The topic of the posts shown during the experiment was the war in Ukraine. It was chosen because 

of the timeliness of the topic and since a vast number of suitable real tweets were readily available 

from verified accounts. The style of the real tweets and accounts that were selected for the 
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experiment are described in detail in the methodology section. While the posts discussed the war 

and sometimes contained questionable content, the experiment did not have any mentions of 

violence or other forms of graphic or disturbing content. Participants were also warned of the 

subject before being shown the posts and given an opportunity to back out without any 

consequences.  

Due to the controversial nature of the topic and possible differences in views of participants, we 

designed the experiment to include real and generated profiles with tweets supporting both sides. 

During the analysis, we checked that the personal view of the participant did not correlate with 

how they rated perceived accounts as genuine or fake.  

To reduce low-quality responses and to ensure the survey worked smoothly, we initially ran a 

limited trial experiment with approximately 100 subjects. We then improved the survey based on 

feedback received during trial. The experiment had a screening phase which was used to recruit 

US citizens that speak English fluently and that have experience with social networking sites, 

including Twitter. Lastly, the experiment was designed to be completed in a short time to reduce 

fatigue or learning effects. To incentivize participants to respond properly, they were instructed 

that the experiment includes an attention check and that identified cases of rushing through the 

survey or failing to respond adequately would result in no reward. The survey was terminated 

upon failure to answer correctly on the question containing the attention check. The attention 

check was placed near the beginning of the survey to not waste the time of inattentive participants. 

Ultimately all participants who passed the screening, passed the attention check and completed 

the survey were given the reward regardless of their performance.  

During the experiment each participant was told that they are going to be shown profiles that 

belong to humans or bots, with the bots being the accounts that are deep learning-generated. The 

participants were shown four profiles, which were drawn from a total of 9 bots and 9 humans. For 

each profile shown, the participants were asked to label whether the account is a “bot” or a 

“human” and to rate their perceived likelihood of the account being a bot as well as to score 

different components in terms of whether they make the account seem suspicious, on a scale of 1 

(not at all suspicious) to 10 (extremely suspicious).  

We opted to have only white adult male profiles with common English names both in the real and 

generated profiles, to eliminate the influence of gender, race or perceived nationality on the 

results. Furthermore, fields such as the time of the post, likes and retweets were removed to control 

for their effects. While the number of comments, likes and retweets can have an impact on the 

credibility of a post, these can also be inflated with the use of bots or bought interactions from 

follower farms.  

The following two sections describe in detail the process used to generate the fake profiles as well 

as how the real profiles were collected. 
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3.1. Generating fake profiles and tweets 

The generated profiles and accompanying posts consisted of four elements, which were created 

using an automated script and with as little human intervention or tweaking as possible. This was 

done to imitate the mass production of fake accounts. The four generated elements were the profile 

picture, name, handle and post (tweet). Out of these, the profile picture and post were generated 

using deep learning-based methods and the name and handle with a basic script written in Python. 

The profile pictures were scraped from the website “thispersondoesnotexist.com”, which 

produces a unique image every time the page is visited using StyleGAN, an advanced generative 

adversarial network (GAN) model. This crude approach demonstrates how easy it is to get a large 

sample of fake images generated by deep learning. While the method is straightforward, the 

underlying GAN model itself is an innovative approach to image generation. GAN models consist 

of two separate neural networks, a generator that produces images and discriminator that attempts 

to classify real images from the synthetic given to it by the generator. The discriminator provides 

feedback to the generator, which adjusts its parameters until the produced images are no longer 

detected by the discriminator (Creswell et al., 2018).  

The posts were generated using OpenAI’s Generative Pre-trained Transformer 3 (GPT-3), which 

is an advanced deep learning-based NLP model that can be used among other things to produce 

high-quality text, based on prompts (Brown et al., 2020). GPT-3 has 175 billion parameters and 

has been trained with several massive datasets consisting of for example Wikipedia pages, text 

collected by crawling the internet and two large internet-based books corpora (Brown et al., 2020). 

As an autoregressive transformer model, given some input it can predict very accurately for 

example what words would complete a sentence or what is an appropriate response to a question.  

While officially GPT-3 bans its use for generating any content including posts that are shown on 

social media, we applied and received an exemption to use it for this purpose in our experiment. 

The posts were created by prompting the model to summarize news articles related to the war in 

Ukraine with slight randomized variations in the parameters. Examples include asking the model 

to write the summary as a positive or negative opinion or by requesting that it explains the given 

text in language understandable to children. Due to the sensitive nature of the topic, we manually 

checked each text before including it in the experiment, to determine whether it contained any 

kind of violence or any other kind of objectionable content. 

The two final and related fields shown in the experiment are the username and handle. The names 

consisted of a first and last name that were generated with a script that used a list of common US 

names. The handles were then derived from the names using a stochastic process that cut the first 

or last name to only the initial, and occasionally added random numbers to the end. After 

qualitatively inspecting the produced names and handles, they were deemed sufficiently similar 

to those of real Twitter users. 
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3.2. Collecting real profiles and tweets 

The real profiles shown during the experiment mainly belonged to verified profiles of journalists, 

celebrities, pundits and politicians, whose identity and status as real humans could be easily 

verified and whose posts were public. The profiles included had to have a clear profile picture 

containing their face as well as full names so that they were comparable with the generated profiles 

and would not introduce any unnecessary noise to the experiment and influence the results.  

The profiles were collected by retrieving verified profiles tweeting about Ukraine. These were 

then manually checked and included in the experiment if they met the criteria regarding the profile 

picture and name described above. Lastly, to reduce the chance of the real profiles being too well-

known and thus recognizable by the participants, we removed profiles that belonged to very high-

ranking politicians such as ministers or leaders of states as well as accounts which multiple authors 

could recognize. 

4. Results 

In this section, we first describe the demographics of the participants in the experiment and then 

examine the classification accuracies and assess the participants’ ability to identifying the 

fake/real posts. Lastly, we discuss the perceived suspiciousness of the components according to 

the participants. 

4.1. Participants 

The results presented in this section are from the experiment held in May 2022 through MTurk. 

Out of 1292 subjects who participated in the screening, 478 were invited to complete the 

experiment. Ultimately, 375 participants both completed the experiment and passed the attention 

check at the beginning of the survey. The results discussed are only for the 375 subjects that 

successfully completed these steps. The average duration that it took to complete the experiment 

was 10 minutes and 44 seconds. 

The participants predominantly identified as white (83.5%) and with a slight skew towards males, 

representing 56% of all subjects. The average age was 38 years and a most subjects (85.3%) have 

at least a bachelor’s degree, meaning that the participants are more educated than the US 

population on average. The demographic information is summarized in Table 1. The lack of non-

white participants can introduce bias to the results, making generalizing the findings to the general 

population risky. Therefore, these findings will be more relevant to assessing the capability of this 

particular demographic’s ability to detect fake content. 

To check that the experiment and survey’s designs and instructions were sufficient, each 

participant had to rate both the clarity of the instructions and the perceived difficulty of the task 

after completing the survey on a 5-point Likert scale. When asked if “the tasks and instructions 

were clear,” 96% responded either agree or strongly agree. When asked if “the given task was 

easy to do,” the result was more spread with 83% stating that they agree or strongly agree, 11% 

neither agreeing nor disagreeing, and the remaining 6% disagreeing or strongly disagreeing. Based 
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on these results the instructions were adequate. Despite the poor performance in terms of 

classification accuracy, only a small share of the subjects viewed the task difficult. 

Table 1. Demographics 

Category Sub-Category N % 

Gender 

Male 210 56,0 % 

Female 164 43,7 % 

Other 1 0,3 % 

Age 

19-29 41 10,9 % 

30-39 132 35,2 % 

40-49 104 27,7 % 

50-59 51 13,6 % 

60-69 39 10,4 % 

70+ 8 2,1 % 

Race / 

Ethnicity 

White 313 83,5 % 

Asian 21 5,6 % 

Hispanic 19 5,1 % 

Black 11 2,9 % 

Native American 5 1,3 % 

Other 6 1,6 % 

Highest 

Degree 

Primary school 1 0,3 % 

High school 54 14,4 % 

Bachelor's 258 68,8 % 

Master's 57 15,2 % 

Doctoral 5 1,3 % 

 

4.2. Classification accuracy and likelihood 

Since each participant was shown 4 randomly drawn profiles, the number of times each profile 

was labeled during the experiment varied from 77 to 85. None of the eighteen profiles received 

unanimous labels and when inspecting the accuracy by profile (i.e., the percentage of time it was 

correctly labeled), for the generated accounts the accuracies ranged from 10% to up to 27.4%. The 

generated profiles had a mean of 18.2% and 95 percent confidence interval (CI) at [0.145, 0.219]. 

The genuine profiles had accuracies ranging from 58.5% to 91.4% with a mean of 79.7% and a 
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95 percent CI at [0.737, 0.856]. This suggests that the participants were unable to reliably detect 

the generated profiles. Interestingly, the most divisive accounts belonged to genuine humans. One 

of the real profiles was mislabeled by 41.5% of the participants that saw it. Meanwhile, the two 

best-performing fake profiles shown in Figure 3 were labeled as bots by only 10% and 11.1% 

respectively. The mean accuracy considering all profiles was 48.9%, which, given that there was 

an equal amount of genuine and generated profiles, is close to a random guess. The survey results 

are summarized in Table 2. 

The participants were also asked to rate the likelihood of the account being a bot on a 5-Point 

Likert scale. This was done so that the level of certainty for the labeling could be assessed, with 

1 being very unlikely and 5 very likely. The mean likelihood given to the generated profiles was 

3.19 while for the genuine profiles it was 3.26. This indicates that the participants were on average 

uncertain of their labeling, regardless of whether accounts are bots or humans. 

Table 2. Classification accuracy 

Accuracy Generated Genuine 

Mean  18,2 % 79,7 % 

95% CI 14.5% - 21.9% 73.7% - 85.6% 

Highest  27,4 % 91,4 % 

Lowest  10,0 % 58,5 % 

 

 

The difficulty of the task was brought up by some of the participants in their qualitative comments 

that they could write for each profile. Examples of these comments include the following: “I had 

to read and reread the tweet trying to understand what they were trying to say. Possibly a person, 

but it feels like it could be a bot.” and “Once again it is impossible to tell.” as well as “Too hard 

to tell.” 

 

Figure 3. The least detected generated profiles 
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4.3. Ratings of the components 

As mentioned in the research design, participants were asked to rate each of the four different 

elements, the profile picture, post, name and handle in terms of how much it makes them suspect 

the account is a bot, with a slider ranging from 1 (not at all suspicious) to 10 (extremely 

suspicious). The results gave no real indication of any component being seen as a giveaway for 

either a human- or a generated account. For both classes, the mean results were ranging from 4 to 

5 for all components. The highest scores were on the tweets for both genuine and generated 

profiles, with the mean value being 5.05 and 4.89, respectively. The lowest scoring component 

for both was the profile picture, with the means being 4.23 and 4.11, with the latter being the value 

for generated profiles. Table 3 summarizes the results and shows the 95% confidence intervals 

(CI) for the ratings. 

 We performed statistical analysis (ANOVA) to determine if there were any relationships between 

the ratings of the components and the classification but found no statistically significant results. 

Considering the complexity of the task and that the values had little variation as all four 

components were on typically given values between 4-5, this result is not surprising. 

Table 3. Suspiciousness of components 

Profile Generated Genuine 

Picture 4,11 4,23 

 95% CI 3,88 - 4,33 3,96 - 4,51 

Tweet 4,89 5,05 

95% CI 4,52 - 5,25 4,60 - 5,49 

Name 4,15 4,4 

95% CI 3,92 - 4,38 4,24 - 4,56 

Handle 4,4 4,59 

95% CI 4,18 - 4,62 4,40 - 4,78 

 

Rating scale: 1 (not suspicious) to 10 (extremely 

suspicious) 

5. Discussion 

Research question 1 asked whether humans can detect fully deep learning-generated social media 

profiles and posts on the feed of a social networking site. This study finds that accounts with GAN 

profile pictures, names drawn from a random name generator, and posts made with GPT-3 could 

not be distinguished from tweets and profiles created by real humans. To the best of our 

knowledge, this is the first time that this has been tested for a “whole” profile and not just for a 

generated face or text. Similar to the results of a recent experiment with GAN profile pictures 
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alone (Nightingale & Farid, 2022), the generated profiles were viewed as more likely to be humans 

than the genuine human profiles. This can be explained by the fact that generated content tends to 

produce “average” looking data points, which in this case are the components of the profiles. At 

the same time, real data, i.e., the genuine profiles in this study, have more variety in components 

and human evaluators can make the mistake of assuming this type of noise is a sign of the 

generator having made an error. However, a larger sample of accounts and participants would be 

needed to determine if this result is generalizable or simply a result of the 18 accounts having a 

particular distribution of components. 

The second research question, which asked whether some of the generated components can reveal 

that a profile is fake to a human evaluator, was left unanswered. However, the findings made in 

relation to RQ2 further supports the conclusion that humans are not able to distinguish real and 

generated profiles, as none of the generated profiles were detected by a majority of the subjects, 

and the ratings of the components’ suspiciousness were on average very close to the central 

“neither nor” value. 

Although the focus of this paper is not on the process of developing the fake profiles, we want to 

point out the accessibility and availability of the tools described in the methodology section. The 

ease of producing both the fake posts as well as the profile pictures was staggeringly easy. While 

creating and maintaining social bots would, without doubt, require intermediate to advanced 

programming skills, producing the components for fake profiles and posts would not, and even 

individuals without much training could build multiple seemingly humanlike profiles. This is 

primarily due to several reasons: 1) the availability of GAN-images through websites that 

demonstrate StyleGAN, 2) the modern tools for text generation such as GPT-3 that have no-code 

user interfaces, and 3) apps hosted on webpages can be used to access them even without personal 

access to the API. Therefore, the emergence of a growing number of realistic fake profiles is 

possible unless companies such as Twitter and Meta begin more actively detecting and removing 

profiles that, for example, have been algorithmically detected to have GAN-generated profile 

pictures. 

These findings raise an important research impact question. What can be done to address this 

issue? Suppose humans cannot detect fake profiles and posts and report them manually. In that 

case, the role of automated detection and development of other safeguards by the companies 

operating the social networking sites becomes more important than before. This is due to online 

communities no longer being able to support moderation on their own by flagging suspicious 

content. Ultimately, this increases the responsibilities of social networking sites.  

Moreover, one could also question whether the companies producing tools that can be used to 

create computational propaganda are also accountable. It should be noted that the use of GANs 

and text generators for malicious purposes on social media is well beyond the intentions of their 

respective developers and that these technologies have many potential beneficial use cases 

meriting their development. Moreover, companies such as OpenAI has even specifically banned 

using GPT-3 for the generation of offensive texts and social media content, and access to the 

model is terminated when infringements are caught. As evidence of this policy being enforced, 
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during the development of this paper one of the authors had their API keys and access to the 

system revoked. 

As a conclusion, we believe that while the availability of tools that can be used to create malicious 

content at scale could in theory be limited, most of the technology or alternatives to them are 

already published as open-source software, and thus putting the genie back into the lamp is 

impossible so to speak. 

5.1. Theoretical implications 

While this paper is purely an empirical study, the results can have strong implications for several 

theories assuming the hypothesis holds. For instance, the severity of the spiral of silence (Noelle-

Neumann, 1974) could be enhanced by an influx of humanlike malicious accounts. The role of 

bots and fake accounts and their impact on the formation of what is the general public opinion has 

been studied and it has been shown by simulation that a relatively low percentage of bots can tip 

the discussion and trigger a spiral of silence, where a small but loud group define the perceived 

prevailing opinion (Ross et al., 2019). In other words, in the context of this paper, it is possible 

that if bad actors could create realistic-looking profiles and posts at scale, they could use them to 

distort the perceived public opinion. 

5.2. Limitations 

The main limitations of this study are the small number of visible components per account and 

the homogeneity of the profiles as all were white adult males. Moreover, the participants were 

mainly from a narrow demographic, as over 80% were white. These reduce the realism and 

generalizability of the results but were nevertheless deemed acceptable given the scope of this 

paper. We address the limitations with the following arguments.  

First, our goal was not to determine if humans can recognize the generated profiles when given 

full access to the profiles and historical posts, but rather to emulate a situation where a user of a 

social networking site scrolls through the feed and sees multiple posts made by different users. If 

the profiles are not suspicious, it is unlikely that an individual would go through each profile in 

detail. Thus, the realistic generated profiles could pass as genuine users, and for example affect 

the individual’s perception of what is the common opinion on a specific matter. 

Second, while in a more realistic setting the experiment would have both generated and genuine 

profiles of various gender, ethnicity and origin as well as some with missing or less similar profile 

information, this would introduce too many variables that can influence the results. This could be 

addressed by conducting multiple experiments or introducing a significantly larger sample size. 

This will be addressed in our future work, which is described in the following section. 

Finally, when recruiting participants, we opted not to attempt to reach a particular distribution 

regarding the demographics as we assumed we would in later experiments be able to make it more 

evenly distributed. Due to the low acceptance rate to the experiment, finding larger numbers of 

participants from less common demographic groups would have taken significantly more time. 
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5.3. Future work 

After having conducted a pilot as well as the experiment presented in this paper, we have 

determined that the design of the generated profiles seems sufficient. However, the scope of the 

topics of the posts as well as the diversity of the profiles posting should be expanded. Previous 

work has suggested that GAN-generated images with non-white and female individuals are less 

realistic and easier to detect due to biases in the training data (Nightingale & Farid, 2022). 

Therefore, it would be interesting to see if this pattern remains in a richer setting where the profile 

pictures are accompanied by information such as a name and post. 

Moreover, introducing a treatment where some participants would be given instructions on how 

to spot fakes could be used to determine if subjects can learn to detect fake profiles based on 

different components such as profile pictures or the text in the posts. This could provide valuable 

insights for scholars and practitioners on how to combat computational propaganda by providing 

users of social networking sites with appropriate instructions and training. 

To reduce the possible bias of the respondents, we plan to recruit a more diverse set of participants 

in future experiments in both MTurk and by running the experiment using students in different 

regions. This will allow us to produce more robust findings as well as potentially reveal 

differences between groups of humans. 

Lastly, to increase the realism of the simulated social media feed, the user interface will be 

upgraded in upcoming experiments to include more elements and the possibility to view the 

profile description of the accounts, as this can be done also on Twitter when hovering the cursor 

over a profile. This will require adding additional components for the participants to view, such 

as how many followers and how many accounts the profile is following, as well as the profile 

description, which is also known as the bio. 

6. Conclusion  

Previous experiments have shown how it is possible to create fully synthetic yet real looking 

pictures of faces with generative adversarial networks as well as machine generated texts, using 

pre-trained language models such as GPT-3 that are indistinguishable from those written by a 

human. In this paper, we attempted for the first time, as far as we know, to produce realistic social 

media profiles using these two methods to demonstrate that we have passed the point where fully 

generated posts and profiles can pass unnoticed by humans in a social media feed. The results of 

our experiment support this hypothesis as the classification accuracy was consistently low for the 

generated profiles. Since the generated profiles were mostly classified as genuine profiles during 

the experiment, we could not determine if individual components of the profiles could indicate to 

humans which profiles are real humans and which are generated.  

However, we are careful of making strong claims or generalizing based on the results until further 

experiments are conducted and some of the limitations of this study are addressed. While we 

believe that detecting generated content and fake profiles in the feed is difficult, we hypothesize 

that if given access to full profiles it would be much easier for humans to spot suspicious accounts. 
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We believe though that most humans would not go through the effort of checking each profile 

they come across in a feed, and thus the results of this paper can be considered concerning. 

Ultimately, this study suggests that making believable fake profiles with minimal human 

involvement is possible. Considering that fake profiles can distort online discussions and 

efficiently spread misinformation (Bessi & Ferrara, 2016; Shao et al., 2018), automatic detection 

of removal of such accounts should be the top priority of social networking sites as the end user 

cannot be expected to distinguish fake from real. 
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Abstract 

Generative artificial intelligence (GAI) and foundation models have made creating realistic 

images and humanlike text possible. These technologies have already been adopted by social 

media bot developers, who are using tools such as GPT-4 to create social bots that are harder to 

detect. However, there is little research on the average human’s ability to distinguish such bot 

profiles from genuine human accounts on social media. To study this, we conducted two 

experiments where participants were asked to label accounts as bots or humans in a simulated 

social media feed populated by real Twitter users and bots created using generative AI. Our 

findings show that humans cannot accurately distinguish genuine AI-generated bot profiles from 

genuine human profiles. 

Keywords: Social bot, social media, generative artificial intelligence, experiment, artificial 

intelligence, AI 

1. Introduction  

Fake profiles and bots on social media remain pervasive [1], despite the attempts by social 

networking platforms to remove them [2]. While crude spambots and simple bots are easy to 

distinguish from their human counterparts, modern social bots are increasingly humanlike and 

more capable of passing undetected by humans [3]. This ability to emulate humans has made 
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social bots a favored tool for malicious and benevolent actors to spread content at scale, which in 

turn has made detecting the bots a vital issue for sites such as X (formerly known as Twitter) and 

Facebook as well as for researchers attempting to study bots and information dissemination. 

As bot detection methods have evolved, so have bots. Modern deep learning tools are being used 

to produce realistic profile pictures [4,5], and content for posts is being generated using the latest 

Natural Language Processing (NLP) techniques [6,7]. Such innovations have resulted in an arms 

race between bot developers and bot detectors, with researchers having to respond to increasingly 

sophisticated bots with new detection techniques [3,8,9]. 

While bot detection has evolved, not as much attention has been paid to the underlying 

phenomenon, which is understanding why bots can fool and ultimately influence humans exposed 

to them. In doing so, we patterned our work after prior studies that focused on whether humans 

can distinguish between genuine and AI-generated profile pictures [10,11] or text written by AI 

[12,13]. These previous studies have only focused on one form of generated content at a time 

rather than on a combination of them. However, there is a need to go beyond individual 

components, because generative AI has gone beyond simply constructing authentic feeling 

pictures to creating customized content to populate social bots’ profiles and posts [7]. Hence, this 

study builds upon the previous research on the ability of humans to detect AI-generated content, 

by combining image and text within one experiment. The research questions of this paper are: 

RQ1: Can humans distinguish AI-generated bot profiles from genuine profiles that are 

commenting on a social media post?  

RQ2: Which features on a bot profile can humans detect are AI-generated and not genuine? 

To build an understanding of a human’s ability to detect bots, we assess the interplay between 

images and content in shaping their ability to detect bots. We build on research that has shown on 

a limited scale that humans find AI-generated bot profiles indistinguishable from real profiles 

when each social media post is rated separately (e.g., in isolation) [14]. To extend this work, we 

used the latest generative AI technologies to create fake social media profiles and then asked 

human participants to detect these AI-generated bot profiles in a simulated social media feed. To 

further increase ecological validity, these AI-generated bot profiles were shown within discussion 

threads that included genuine posts by real accounts mixed in with the AI-generated fake bot 

accounts and posts.  

Given recent advances in the ability to generate realistic pictures and text, we posit that most 

participants cannot distinguish between AI-generated and genuine profiles in a social media feed. 

If participants successfully detect the AI-generated profiles, then we evaluate whether features 

such as the profile picture or content of the post influenced their decision. In a sense, this study 

serves as a kind of revised version of the Turing Test [15], where instead of communicating by 

text with a bot and a human, the evaluator sees other social media profiles replying to a post and 

tries to determine which accounts are humans and which are AI-generated bots.  
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Understanding the conditions under which humans can detect bots is important, because some 

suggest that the labeled training data for supervised machine learning bot detection models can be 

created through crowdsourcing [16,17]. Early studies found crowds consistently detected bot 

profiles, especially when multiple individuals classified social media accounts using a majority 

vote system [18]. However, more recent works suggest that social bots are increasingly difficult 

to spot, even for people with experience classifying accounts [3,14]. The rapid development of 

applied deep learning, particularly in NLP and generative adversarial networks (GANs) for image 

and text generation, has likely further complicated bot detection because state-of-the-art social 

bots may emulate humans more effectively by using AI-generated content [7,9]. 

Our study departs from the computational literature on bot detection and instead directs attention 

to human evaluators. Even as platforms apply computational techniques to detect and remove 

many social bots, it is evident that many are still not caught by these automated detection 

techniques [7]. As a result, users will be exposed to bots and will need to assess whether an 

account that posts or comments on other posts on a social networking site (SNS) is, in fact, a bot 

or a human. When assessing an account’s credibility, users will make decisions based on 

information found in the social media feed, such as profile pictures, names, and the content of 

posts. Our study aimed to emulate this process in the context of a user scrolling through a feed 

and seeing posts which have comments coming from both genuine human profiles as well as bots 

that have been created using generative AI. 

Based on two experiments, we found that humans cannot distinguish bots with AI-generated posts 

and profile pictures from genuine Twitter profiles that belong to humans. Due to the poor 

performance in detecting and correctly labeling bot accounts as bots, we could not identify clear 

features that would lead to humans detecting bots. Thus, our study suggests that the average 

human can no longer detect modern bot profiles. This has implications for bot detection research, 

as many machine learning-based approaches have relied on human annotated training data. In 

other words, using crowdsourcing and majority voting to create a labeled dataset for training a bot 

classifier would no longer be effective. Moreover, for the average social media user, 

understanding the true opinion of other users will become more difficult to estimate if online 

discussions are infiltrated by bots pushing and promoting some agenda. The implications of our 

findings will be offered in the discussion section.  

The remainder of our paper is organized as follows. First, we discuss the background of the study 

and provide an overview of recent advances in social bots and generative AI research in the 

literature review. Then, we describe the research design and provide an overview of the 

experiments that were conducted. This is followed by a presentation of the results, and the 

discussion of their implications to practice and theory. The paper concludes with remarks on 

potential future research. 

2. Background and related research 

In this section, we first provide a context for the study by discussing key studies on bots on social 

media. Then, we review recent findings on the human ability to detect deep learning-generated 
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content such as images and texts. Lastly, to support our methodological choices, we summarize 

previous experiments focused on social bots and inauthentic social media content. 

2.1. Bots on social media and their impact 

As this research aims to make inferences on the human ability to detect advanced social bots in a 

social media feed, we will first briefly define what the somewhat ambiguous term, social bot, 

means. While diverse definitions and taxonomies for bots and social bots exist [19–21], we define 

social bots as accounts that are automated and that follow some model for controlling their 

behavior and or content that they produce. Social bot research has primarily focused on bots that 

are used for malicious purposes such as spamming, inflating follower counts [22] and influencing 

politics [23], but, arguably, social bots can be used for neutral or benevolent purposes as well such 

as information sharing or sales [5,24,25].  

The impact social bots have on humans, for example, in the case of spreading fake news, has been 

a challenge to measure [26]. Some studies suggest that social bots’ influence is minimal, and in 

the case of fake news and misinformation, humans pose a more significant threat than bots [27]. 

However, analysis suggests that bots represent a disproportionately larger share of accounts that 

share low-credibility content, such as fake news [26], as well as share content more rapidly and 

more successfully than regular accounts [29]. Furthermore, evidence suggests that bots amplify 

the initial spread of trending malicious content, helping it become viral [28]. Social bots have 

been used to manipulate online discussions and spread misinformation related to pressing topics 

such as the COVID-19 pandemic and vaccines [30,31]. Even more concerningly, a relatively small 

population of bots can tilt an opinion climate in social media and thus influence public opinion 

and perception [32].  

Conducting an updated Turing Test with humans and social bots is important, as it helps 

researchers, platform owners, and policymakers understand whether humans know that it is a 

social bot authoring social media posts. The idea of a revised version of the Turing Test for social 

bots is not entirely new [18,33], but neither of the cited examples nor the methods employed by 

other studies identified in our literature review have become established. Due to the various 

existing papers which propose Twitter Turing Tests or Social Bot Turing Tests, we do not label 

our proposed experiments as Turing Tests, even though they share the same goal—assessing a 

human’s ability to detect bots. 

2.2. Human ability to detect generated content 

Recent advances in large language models have made it possible to produce short but high-quality 

text, such as poems that are sometimes indistinguishable from those written by a human [34,35]. 

According to one study, some individuals can distinguish generated sentences from human written 

ones relatively consistently and at much higher rates than random chance [13]. At the same time, 

another suggests that text generated by the already outdated GPT-3 is no longer detected by 

humans [12]. Interestingly, one of the differences in these two studies is the participant pool, as 

one uses university students and the other individuals recruited via Amazon Mechanical Turk 

(MTurk), with the latter performing worse. As the study by Rossi et al. [14] used MTurk and 
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suggested humans cannot identify fake accounts with GPT-3 generated posts, this paper tests the 

ability of both students and MTurkers to detect social bots, to see if there are differences in the 

results.  

While powerful pre-trained foundation models for text generation have been accessible since late 

2022, very few publications evaluate their capability to generate social media posts (besides [14]). 

Our search through Google Scholar and arXiv resulted in no papers that assessed humans’ ability 

to identify AI-generated social media text content. Outside of controlled academic experiments, 

it is suspected that GPT-2 has already been used to produce propaganda texts in social media posts 

[6] and that ChatGPT has been used in a cryptocurrency scheme [7,36].  

Because deep learning image generation methods matured earlier than text generation techniques, 

more studies examine the human ability to detect generated images than text. While images 

produced by generative adversarial network (GAN) models are detectable algorithmically for 

humans such images seem near photorealistic or even real [37,38]. Figure 1 demonstrates the 

quality of GAN models when applied to create realistic photos of humans. Similar to manual bot 

classification, few studies have evaluated the human ability to differentiate computer-generated 

images of humans from authentic photos, especially when compared to the extensive literature on 

computational detection of generated photos. However, recent studies have indicated that GAN-

generated images of faces similar to those used as profile pictures are indistinguishable from real 

faces to humans [11] and even viewed as more trustworthy than authentic photos [10]. Moreover, 

academic and non-academic publications have examples of cases where numerous fake profiles 

using GAN-generated profile pictures have been discovered on various social networking sites 

[5,6,39]. 

      
 

Fig 1. Examples of profile pictures generated with StyleGAN 

Note: None of the people in the photos exist and any resemblance to actual individuals is 

coincidental. 

2.3. Social media experiments 

The definition of experiments as a research method varies by field, and social media experiments 

often take the more liberal definition as used by [10]. Experiments have been used to study bots 

as well as other forms of deception and misinformation on social media. They have been 

conducted within the “live” social media platforms [3,40,41], through test environments such as 

browser games [40], as well as with custom-built programs or websites that mimic real social 

networking sites [43].  
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For many social media studies, experiments in simulated environments or games are preferable 

and, in some cases, the only option due to the ethical issues tied to studying sensitive topics. For 

example, showing negative or harmful content to unsuspecting users to measure reactions or 

examine the spread of the content outside of controlled environments or even both, without the 

possibility of debriefing, is risky and ethically unacceptable. Studies conducted on social 

networking sites that have failed to consider such possible outcomes have resulted in criticism 

from researchers and those affected for the lack of informed consent [44]. Thus, experiments on 

controlled groups using different approaches like browser games or surveys are preferred due to 

the reduced ethical concerns as the participants are volunteers, are informed, and can be made 

aware of the nature of the experiment in advance or afterward.  

For some studies, experiments can be conducted on the social networking site itself. Interesting 

examples have included social bots programmed by researchers to study infiltration methods and 

bot designs [40,41,45]. However, creating bot accounts goes against the policies of social 

networking sites and adds risks, as the experiment can end prematurely if the platform bans the 

researcher and the affiliated accounts. If successful, the main benefit of running experiments on 

actual social networking sites is the realism and, thus, ecological validity of the results. Due to the 

difficulty of measuring whether humans detect the bots in such a setting, this approach was 

deemed unsuitable for the goals of this paper.  

Whether in a controlled environment or the field, few studies have used experiments to assess 

human ability to detect bots using a dataset or manipulation consisting of human and bot accounts. 

In two relevant examples, the participants were given access to the complete profiles rather than 

just a social media feed, and the content was not AI-generated [3,18]. The evolution of bots can 

be seen in the results as Wang et al.’s [18] experiment demonstrated the feasibility of 

crowdsourcing bot detection. In contrast, the more recent experiment by Cresci et al. [3] showed 

that even individuals specifically selected based on their ability to identify fake accounts could 

not accurately label social bots. As our work focused on profiles with purely AI-generated posts 

and profile pictures, in contrast to previous works which were conducted before these were 

available, thus rendering the bots much simpler, we believe our study provides novel information 

on the human ability to detect advanced social bots, rather than attempting to reproduce previous 

findings. 

3. Method 

In this section, we describe the procedure used in the experiments. Then, we elaborate on the 

methods used to produce the fake profiles and their posts. Lastly, we explain how the genuine 

social media profiles and posts were collected from Twitter. The institutional review board 

reviewed the procedure for collecting and generating fake profiles at one of the author’s 

institutions. They complied with ethical standards and requirements for studies conducted with 

human subjects. 
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3.1. Procedure 

This study uses two experiments to probe whether humans can detect AI-generated social bots. 

We did so for two reasons. First, to rule out sample source as an explanation for variation. Previous 

studies on detecting generated content had varied results depending on whether the participants 

were students or recruited via Amazon Mechanical Turk (MTurk). Second, to evaluate our 

research question more rigorously because university students can be reasonably homogeneous 

and offer high internal validity while MTurkers can be more heterogeneous and offer high external 

validity. Thus, one experiment was administered to participants recruited through Amazon 

Mechanical Turk, and the other was administered to participants recruited from university courses. 

The experiments were administered using a Qualtrics survey. The procedure was identical in both 

experiments, except that participants recruited through Amazon Mechanical Turk were 

prescreened with a pre-test to ensure they were not bots and understood English. The experiment 

starts with a warning about the content and informs the participants that they may opt out now or 

at any point during the experiment. This warning was followed by two screens containing 

explanations of the task and terminology within the task, which have a timer to encourage 

thorough reading before allowing to proceed to the next section. See Appendix A for full 

descriptions of the explanations. Lastly, before the actual experiments, the participants are asked 

to commit to thoughtful answers throughout the experiments as a soft attention check, which, if 

they refuse to commit, would lead to the end of the survey. 

In the experiments, participants were shown a random sample of two artificial social media feeds, 

with each feed containing one main genuine post made by a verified user and two comments on 

the post. The comments belonged either to a genuine (made by real users of Twitter) or a bot 

account that the research team generated. Participants saw randomly assigned variations with 

some seeing only human or bot made comments, or a mix of both from a pool of 12 profiles in 

six different variations of the feed. See Figure 2 below, which contains one of the feeds used in 

the experiment. 

The participants labeled two commenting accounts as a human or a bot. Labelling was followed 

by a second set of questions where they rate the likelihood of the account being a bot as well as 

each of the four visible features (profile picture, post, name, handle) for how much they contribute 

to the suspicion of the account being a bot. The task was kept short to reduce fatigue and learning 

effects (e.g., participants sorting out how to detect bots based on the questions). 

After evaluating the feeds, the participants were asked to rate the clarity of the instructions, the 

difficulty of the task and to provide basic demographic information such as their gender, ethnicity, 

age, and highest earned degree. The participants also provided information on the frequency of 

their social media use, such as how often they use Twitter. The experiment concluded with a 

submit responses button, which needed to be pressed by the participants for the response to be 

considered valid. 
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Fig 2. Examples of a simulated social media feed from the experiment 

Notes: The genuine account’s profile picture, name, and handle have been removed to 

maintain privacy.  

 

3.2. Collecting the genuine profiles and posts 

The setup of the experiment required collecting two sets of genuine posts and profiles. One set 

consists of the main posts made by verified users such as accounts owned by news media such as 

CNN or organizations such as NASA. The second set consists of accounts commenting on the 

posts made by the verified users. We collected the accounts and posts through a manual search of 

Twitter, looking for profiles with both a humanlike profile picture and account names containing 

both first and last names. Furthermore, to ensure we are not collecting bot profiles, each profile 

was checked to belong to an actual human based on their general behavior and visible profile 

information that links them to a real person (e.g., multiple online profiles with consistent names 

and photos), and by having a unique non-generated profile picture that cannot be found in other 

places via a reverse image search. To ensure the privacy of the commenting profiles, we cannot 

share the names, handles, or images of the accounts in this paper. Also, they were only visible 



 111 

during the experiment in images seen by participants. Moreover, each post was deemed neutral 

and thus incapable of negatively affecting a participant’s perception of the person who wrote the 

post. 

3.3. Generating the fake profiles and posts 

Four features were generated for the social bot profiles so that they would have the same 

information visible as the genuine profiles. First, to create the profile pictures for the fake profiles, 

we used a script that visits the website “thispersondoesnotexist.com” multiple times and in each 

visit downloads the generated image that the website provides (it generates one unique image for 

each visit to the page). The website uses Nvidia’s StyleGAN model to produce realistic images of 

human faces, similar to the typical online profile picture. Photos were rejected and not used in the 

experiment in the rare event that they contained a clear flaw in generation (such as two faces) or 

belonged to a child. 

Two scripts were used to produce the textual features. First, a basic Python script was used to 

generate random names and handles, where the first and last names were drawn from a pool of 

US names [46]. Then random capitalization was added, and for some handles, a random number 

similar to those commonly present on Twitter (e.g. John12345678) were added, so the generated 

name and handle pairs were similar to those found on genuine users. The second script, that 

produced the posts, was connected to GPT-3’s API [47] and would consider both the main post 

and the previous comments in it and attempt to “continue the discussion” by producing a tweet 

length text. While producing social media posts is against the terms of use of GPT-3, we received 

permission from OpenAI to use it for this research project (personal communication, February 9, 

2022). 

After all four features were produced, a final script combined them into a table, with each row 

containing the data used to populate the fake profiles. To produce the simulated social media feed, 

we first produced the individual posts using an online tool that enables the creation of fake Tweets 

by inputting the desired content of the post and the profile making the post. Thus, we inserted the 

collected real and fake profile information into the tool and produced images of the tweets, which 

were then combined into a thread of comments under the main post, as shown earlier in Figure 2. 

4. Results 

In this section, we present the results of the two experiments. Experiment 1, which had university 

students as participants, is presented first, followed by Experiment 2, which had participants 

recruited via MTurk. 

4.1. Experiment 1 

4.1.1. Participants 

For the first experiment, participants were recruited at lecture or lab sessions of several university 

courses. 231 participants (126 female, 104 male, 1 other) completed the task. 35 responses were 

excluded because the participant quit before submitting the results. To incentivize participants to 
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answer correctly, they were told that the best performing participants could win a restaurant gift 

card before participating in the experiment. The full table of demographic information is provided 

in Table 1. Most participants considered the instructions clear, as 81.2% agreed or strongly agreed 

with the statement “the study’s instructions and tasks were clear.” To the statement “the given 

tasks were easy to do” the participants responded with more variance as 48.9% agreed or strongly 

agreed, 26% neither agreed nor disagreed, and the remaining 25.1% disagreed or strongly 

disagreed, indicating that many students felt that distinguishing bots from humans was difficult. 

Table 1 

Demographics of participants who completed the task 

Category Subcategory N 

Gender 

Male 104 

Female 126 

Other 1 

Total 231 

Age 

Mean 22.57 

Median 22 

Range 18 - 56 

Ethnicity* 

White 110 

Asian 110 

Middle Eastern or Northern African 6 

Hispanic 3 

Black 2 

Hawaiian or Pacific Islander 0 

Other 5 

Education 

High school 58 

Bachelor’s 156 

Master’s 16 

Doctoral 1 
             * Participants can pick multiple 

 

4.1.2. Ability to distinguish and correctly classify profiles 

In the experiment, we used six AI-generated bot accounts and six genuine human profiles. Overall, 

the participants did not perform well in bot detection, as the average accuracy in classifying the 

accounts as bots and humans was 56%, which is slightly above random chance in a binary 

classification problem. The best-performing bot account was correctly classified by only 6.3% of 

the participants who saw it. In comparison, the most misclassified genuine human account was 

labeled as a bot by 53.9% of the participants who saw it. In their estimate of the likelihood of the 

account being a bot, the participants were very uncertain, and the average response was 2.92 on a 

scale of 1-5, with 3 being neither unlikely nor likely. When rating the suspiciousness of each of 

the four components (profile picture, tweet, name, handle), the average response for all of these 

were 3.4, 4.16, 2.23 and 3.78, respectively, on a scale of 0 to 10, suggesting that none of the 
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features stood out as an indicator of the account being a bot. Full results by profile are listed in 

Appendix B. 

To statistically analyze the data collected from students, we employed a generalized linear mixed-

effects model (GLMM), an analytical approach tailored to the structure of our data. The nature of 

our data informed the decision to use a mixed-effects model. First, we include the profile 

conditions (AI-generated or human profile) as a fixed effect in the model. Second, as the subjects 

encountered four out of 12 profiles, subject- and profile-level random effects are included to 

control for varying effects of subjects and profiles on the dependent variables. 

Additionally, the response variable of our primary interest has a binary outcome, which is 1 (one) 

if a profile is correctly identified as AI-generated or human; otherwise, 0 (zero). This dichotomous 

nature violates the normality assumption of the linear mixed-effects model, thereby justifying the 

use of a GLMM. We fitted our GLMM using the glmer command from the lme4 package [48] 

with the binomial() option in R [49]. In addition, we used the ggplot2 package to plot interaction 

results [50]. 

The results of the GLMM with subject- and profile-level random effects show that the effect of 

profile type was statistically significant. The full results are visible in Table 2. The student subjects 

show a lower rate of correctly identifying AI-generated profiles than genuine human profiles, b = 

-.91, SE = .38, p = .02 (Model 2). This analysis suggests that when all other factors are held 

constant, the odds of correctly identifying profiles decrease by 59.7% (e^(-0.910)= .40) for the 

profiles generated by AI, compared to genuine human ones. In addition, the likelihood ratio test 

that compares pseudo-R2 indicates that the hypothesized model with the profile fixed effect 

(pseudo-R2 = .05) explains the correct identification of profiles better than the null model without 

it, χ^2(1) = 4.67; p = .0317. 

We replicated the main analysis to corroborate this finding, including only (a) subject-level 

random effects and (b) profiles-level random effects in the GLMM. We found results that affirm 

the main analysis. Specifically, compared to genuine human profiles, AI-generated profiles are 

associated with a lower rate of correct identification in the GLMM with subject-level random 

effects b = -.86, SE = .14, p < .001; and with profile-level random effects b = -.87, SE = .37, p = 

.02. We found a consistent pattern in the likelihood ratio test. The hypothesized model with the 

fixed effect and subject-level random effects explains (pseudo-R2 = .05) better than the null 

model, χ^2(1) = 38.02; p < .001; the model with the fixed effect and profile-level random effects 

(pseudo-R2 = .05) shows a statistical significance, compared to the null model, χ^2(1) = 4.67; p 

= .05. 

We tested the moderating effects of suspicion of the profiles on the relationship between profiles 

and the outcome variable. For this moderation test, we included the suspicion measure and its 

interaction term with the profile fixed effect in our GLMM. As can be seen in Model 3, the 

interaction term is statistically significant, b = .52, SE = .06, p < .001. Figure 3 presents the plot 

 
17 pseudo-R2 of the fixed effects is reported across this research. 
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of the interaction result. Interestingly, higher suspicion led to a higher correction rate when AI-

generated profiles were presented. On the contrary, subjects with high suspicion of human profiles 

were worse at correctly identifying the profiles than those with low suspicion. 

Table 2 

Generalized Linear Mixed Model–Student Sample 

 Model 1 Model 2 Model 3 

(Intercept) 
.43 

(.23) 

.89** 

(.27) 

1.52*** 

(.27) 

Profiles FE - 
-.91* 

(.38) 

2.73*** 

(.39) 

Suspicion - - 
-.22*** 

(.04) 

Profile FE  

X Suspicion 
- - 

.52*** 

(.06) 

Subject RE Incl. Incl. Incl. 

Image RE Incl. Incl. Incl. 

Pseudo-R2 .00 .05 .19 

 

Note. N = 924; 231 subject groups and 12 image groups; * p <.05, ** p < .01, *** p < .001; standard 

errors are in parentheses; Pseudo-R2 of the fixed effect is reported; Incl.: included; RE: Random 

Effects; FE: Fixed Effects; Profiles FE: 1 if AI-generated profiles or 0 if human profiles. 

 

 

Fig 3. The interaction between profile type and suspicion on the outcome variable (students) 

Notes. Mean suspicion means when the level of suspicion is average among subjects. +1 (-1) SD 

means when suspicion is 1 standard deviation higher (lower) than the mean level of suspicion. 
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4.2. Experiment 2 

4.2.1. Participants 

For the second experiment, participants were recruited via Amazon Mechanical Turk. A total of 

252 participants (132 male, 118 female, 2 other) completed the task. To incentivize participants 

to answer correctly, a reward was promised based on performance, although ultimately, all who 

completed the experiment were given the same reward with a delay. The full table of demographic 

information is provided in Table 3. As with Experiment 1, in Experiment 2 the participants 

considered the instructions clear, as 92.9% of them agreed or strongly agreed with the statement 

“the study’s instructions and tasks were clear.” Furthermore, regarding the statement “the given 

tasks were easy to do,” the majority of participants (82.9%) agreed or strongly agreed, which is 

in contrast to the responses given in Experiment 1. This finding could be explained by MTurkers 

viewing the tasks differently than students, and since MTurkers most likely have significantly 

more exposure to studies such as this one. 

Table 3 

Demographics of participants who completed the task 

Category Subcategory N 

Gender 

Male 132 

Female 118 

Other 2 

Total 252 

Age 

Mean 36.45 

Median 34.5 

Range 22–70 

Ethnicity* 

White 236 

Asian 5 

Middle Eastern 0 

Hispanic 4 

Black 6 

Pacific Islander 1 

Other 0 

Education 

High school 13 

Bachelor’s 184 

Master’s 51 

Doctoral 4 
          * Participants can pick multiple 

 

4.2.2. Ability to distinguish and correctly classify profiles 

The participants in Experiment 2 were shown the profiles from the same pool of twelve accounts 

as in Experiment 1. The participants' overall performance in the task was poor, as the average 

accuracy in classifying the accounts as bots and humans was only 48%, which is very close to 
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random chance, given that the task was binary classification. The least detected bot was labeled 

correctly as a bot by only 21.7% of the participants that were shown the profile. In comparison, 

the least correctly classified human profile was labeled as a bot by 59% of the participants. The 

participants’ estimates of the accounts’ likelihood of being a bot was, on average 3.6 on a scale 

of 1-5. When evaluating the suspiciousness of the four components (profile picture, tweet, name, 

handle), the average scores given were 6.08, 6.42, 6.41, and 6.61, respectively on a scale of 0-10, 

which indicates that the participants found most profiles moderately suspicious, and which is in 

line with their tendency to label even the genuine human profiles as bots. Full results by profile 

are listed in Appendix B. 

For statistical analysis, the same analysis strategy was used with Experiment 2 as with the 

Experiment 1 as was presented in section 4.1.2, with the exception that we included only profiles-

level random effects for this analysis, since the variation within the subject group is too low to 

estimate subject-level random effects. The results are presented in Table 4. The GLMM with 

profile-level random effects suggests that contrary to the student sample, MTurkers did not show 

a significant difference in correctly identifying AI-generated or Human profiles, b = -0.08, SE = 

.22, p = .72. The likelihood-ratio test shows a consistent result. The hypothesized model with the 

profile fixed effect (pseudo-R2 = .00) is not different than the null model with statistical 

insignificance, χ^2(1) = .13; p = .72. 

Table 4 

Generalized Linear Mixed Model–Student Sample 

 Model 4 Model 5 Model 6 

(Intercept) 
-.00 

(.11) 

.04 

(.16) 

.97*** 

(.25) 

Profiles FE - 
-.08 

(.22) 

1.95*** 

(.36) 

Suspicion - - 
-.16*** 

(.03) 

Profile FE  

X Suspicion 
- - 

.30*** 

(.04) 

Subject RE Incl. Incl. Incl. 

Image RE .00 .00 .06 

Pseudo-R2 
-.00 

(.11) 

.04 

(.16) 

.97*** 

(.25) 

 

Note. N = 1008; 12 image groups; * p <.05, ** p < .01, *** p < .001; standard errors are in 

parentheses; Pseudo-R2 of the fixed effect is reported; Incl.: included; RE: Random Effects; FE: 

Fixed Effects; Profiles FE: 1 if AI-generated profiles or 0 if human profiles. 

 

Despite lacking the main effect, we found a significant interaction effect between profile fixed 

effects and suspicion on the outcome (Model 6). The pattern of the result is consistent with that 

in the subject sample. Subjects with high suspicion of AI-generated profiles were more likely to 
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identify the profiles correctly than those with low suspicion. However, higher suspicion led to a 

lower correct identification rate when human profiles were presented. Figure 4 presents the plot 

of the interaction result. 

 

Fig 4. The interaction between profile type and suspicion on the outcome variable (MTurk) 

Notes. Mean suspicion means when the level of suspicion is average among subjects. +1 (-1) SD 

means when suspicion is 1 standard deviation higher (lower) than the mean level of suspicion. 

5. Discussion 

In this section, we first compare the results of the two experiments and summarize the most 

important findings. We then review the practical as well as theoretical implications of the findings, 

and lastly discuss the limitations of the study.  

Experiments 1 and 2 show that humans cannot distinguish AI-generated bot profiles from genuine 

human profiles in a social media feed. In both experiments, the participants frequently labeled the 

bot accounts as humans and, conversely, surprisingly, often misclassifying the genuine humans 

as bots. The students (Experiment 1) performed worse than the MTurkers (Experiment 2) in 

detecting bots specifically, while the MTurkers were more often mislabeling genuine humans as 

bots. When ordering the bot accounts by how often they were correctly identified, the order was 

the same in both experiments, indicating that participants in either experiment found the same 

profiles more challenging to detect. Statistical testing revealed that in Experiment 1 there was a 

statistically significant lower rate of correctly identifying AI-generated profiles, while this was 

not the case in Experiment 2, where the results seemed closer to random chance.  

Research question 1 was, “Can humans distinguish AI-generated bot profiles from genuine 

profiles that are commenting on a social media post?” based on the findings, the answer is that 

they cannot. Research question 2, which was “Which features on a bot profile can humans detect 

are AI-generated and not genuine?” could not be answered, as the participants were unable to 

detect the bots consistently, and when assessing the suspiciousness of the different components 
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of the bot profiles (profile picture, tweet, name, handle), the responses were mainly close to the 

middle values, indicating uncertainty. 

5.1 Practical implications 

The main practical implication of the study's findings is that creating labeled datasets of bots via 

qualitative labeling done by humans should not be relied on. As some supervised bot detection 

models relied on training data labeled via crowdsourcing, in the future, such an approach should 

not be taken. This implication affects bot research and applied settings, as any analysis that relies 

on large amounts of social media user data should consider the presence of bots. Especially for 

academic researchers and industry analysts who lack the competencies to develop or use open-

source bot detection models, cleaning datasets of advanced social bots that use generative AI can 

be much more challenging. This is a significant concern now that bot detection is more 

complicated than before due to tools such as the Botometer and others that relied on Twitter’s 

(X’s) API having been disabled due to the social networking site’s changes to the API. 

Overall, these findings have two significant implications for the study of social bots. First, while 

there are still only a few known examples of bots on social media that are using generative AI, 

there will likely be more in the future, as bot developers adopt new tools, especially when they 

have the potential to improve the ability of bots to remain undetected [7,9]. Second, the detection 

of social bots can become more challenging not only due to the aforementioned effects on the 

human ability to qualitative detect them, but also due to the lack of accurate computational 

methods for the detection of generated text, even machine learning-based detection of generative 

AI-powered bots can prove difficult [7]. However, new ways to detect generative AI powered 

social bots will likely arise. For instance, early examples of bots using ChatGPT to produce 

Tweets were spotted as the accounts would post all outputs of the chatbot, including the phrase 

“as an AI language model” [7].  

Lastly, as a more benign practical implication, social bots that use generative AI can also be used 

for non-malicious purposes, where their humanlike nature can be an advantage. As an example, 

previous studies have proposed using benevolent social bots to deradicalize online communities 

[24]. Moreover, researchers can develop humanlike social bots more easily given for research 

purposes thanks to the ease-of-use of tools such as large language models with chatbot interfaces 

and other generative AI models that can be accessed through a webpage interface. 

5.2 Theoretical implications 

While the goal of this paper was to provide empirical evidence showing that we have surpassed 

the point where humans can distinguish fully AI-generated bot profiles from genuine human 

profiles in social media, the findings can help guide future theoretical work. One of the theories 

discussed by previous work in relation to social bots and misinformation is the spiral of silence 

[14,32,51], which proposes that the perceived opinion of the majority influences an individual’s 

willingness to express conflicting opinions on a matter [52]. In the context of social media 

discourse, this would imply that if most users discussing a topic are voicing that they have a 

specific opinion, those with opposing opinions are less likely to post contradicting opinions, which 
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further helps increase the perceived popularity of the opinion of the majority. Moreover, by 

controlling a network of social bots, this perceived opinion of the majority could be manipulated 

by flooding discussions with posts taking specific stances that the bots support. Previous research 

has shown through simulation that a relatively small percentage of bot accounts can cause this 

tipping of the climate in online discourse [32]. 

As the findings of this study suggest that humans cannot detect AI-generated profiles in a social 

media feed, social bots manipulating the perceived public opinion on a topic has become a more 

realistic threat. However, further empirical work, such as experiments, is needed to validate 

whether the spiral of silence can be strengthened, or even caused by many posts made by 

generative AI-powered social bots. 

5.3 Limitations 

The study's primary limitation is the limited nature of the simulated social media feed, as the 

participants of the experiments could only see a limited amount of information on each profile. In 

a real social networking site, it would be possible to see more data points per profile by going to 

view each profile participating in a discussion individually, which would reveal information such 

as the bio description of the profile as well as all previous posts made by the account, assuming 

that the account is public. Given that the study’s objective was explicitly related to evaluating the 

ability of an average human who uses social media to identify bots while browsing a social media 

feed, this limitation should not be reasonable. Furthermore, we justify this with the assumption 

that most social media users will not thoroughly investigate each profile that they come across on 

social media and that the profiles and posts seen momentarily in a feed can nevertheless influence 

the perception of the users of social media. 

Due to this constraint in the design of the experiment, we limit the findings to suggesting that 

humans cannot distinguish bots from genuine accounts when seeing them within discussions on a 

social media feed. Thus, it is not yet determined whether the classification accuracy would 

improve when given access to complete profiles and posting history nor do we know if generative 

AI can be consistent enough over multiple posts to make it seem like there is one human author. 

This will be discussed more in the conclusion as potential future areas of research. 

6. Conclusion 

Previous research has thoroughly studied how bots on social media can be detected via 

computational methods [8] and recent studies have already begun investigating how to detect 

social bots that are using generative AI such as ChatGPT to produce their posts [7]. Despite the 

popularity of bot detection research, the human ability to qualitatively detect bots on social media 

has not been widely investigated. Building on previous studies on the human ability to spot AI-

generated content, in this paper, we presented the results of two experiments, which both showed 

that humans cannot consistently distinguish AI-generated bot profiles from genuine human 

profiles in a social media feed. These findings concern researchers and society in general, as 

producing realistic computational propaganda and influencing opinions via social bots has 
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become easier than before due to the availability of easy-to-use tools that can be used to generate 

realistic and humanlike social media profiles and posts.  

However, further research is needed to validate and generalize the study's findings in broader 

settings and address the limitations of the two experiments. More specifically, first, we propose 

that future experiments look into the detectability of AI-generated social media profiles when the 

evaluator is given full access to the profiles of the humans and bots as well as their most recent 

posts. This way it could be determined if via more thorough examination of profiles and by having 

access to multiple posts it is still impossible to distinguish between genuine and generated profiles. 

Second, the theoretical implications regarding the spiral of silence could be further studied. This 

could be done by for example experimenting with larger feeds consisting of both genuine and bot 

profiles, and prompting participants to explain what they believe is the majority’s opinion on a 

topic, especially if told that some profiles might be bots.  

Bots have been continuously evolving throughout their history as new technologies have become 

available and as they have had to adapt to avoid detection and deletion [8,19]. Social bots that use 

generative AI are the latest iteration in this arms race, and perhaps the most advanced variant of 

social bots to date. As large language models and generative AI still rapidly developing, future 

versions of these tools might help build social bots that are more humanlike than currently. While 

even their less sophisticated social bot predecessors have been claimed to be capable of avoiding 

detection and thus able to influence opinions in online communities, these concerns seem to have 

become more pressing due to the findings of this study. 
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Appendices 

Appendix A: The instructions shown to participants 

 

Fig A1. The initial instructions shown to participants 

 

Fig A2. The terminology explainer shown to participants 
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Fig A3. The feed demonstration shown to participants 

 

 



 125 

Appendix B: Classification results by account 

Results of Experiment 1 (Students) 
 

Account Average bot 

score 

Accuracy Likelihood of 

being a bot 

Profile 

picture 

Tweet Name Handle 

Bot 1 0,063 0,063 3,076 4,278 4,190 3,291 3,646 
Bot 2 0,303 0,303 2,605 3,053 3,421 2,395 2,684 
Bot 3 0,338 0,338 2,701 3,182 3,662 3,013 3,078 
Bot 4 0,434 0,434 2,921 2,947 4,421 3,105 3,289 
Bot 5 0,628 0,628 3,474 5,577 5,269 3,962 4,615 
Bot 6 0,763 0,763 3,789 5,579 6,132 4,079 4,974 
Human 1 0,145 0,855 2,447 2,526 3,066 2,921 3,618 
Human 2 0,250 0,750 2,408 1,553 3,632 1,974 2,329 
Human 3 0,282 0,718 2,603 2,513 3,731 3,718 3,551 
Human 4 0,291 0,709 2,797 3,506 4,000 3,114 3,949 
Human 5 0,351 0,649 2,896 3,351 4,481 3,494 3,416 
Human 6 0,539 0,461 3,276 2,737 3,895 3,645 6,250 
Mean 0,370 0,560 2,920 3,400 4,160 3,230 3,780 

 

 

Results of Experiment 2 (MTurk) 
 

Account Average bot 

score 

Accuracy Likelihood of 

being a bot 

Profile 

picture 

Tweet Name Handle 

Bot 1 0,217 0,217 3,747 5,928 6,458 6,313 6,723 

Bot 2 0,369 0,369 3,643 5,964 6,250 6,417 6,524 

Bot 3 0,388 0,388 3,600 6,212 6,529 6,753 6,718 

Bot 4 0,536 0,536 3,702 6,190 6,548 6,321 6,512 

Bot 5 0,537 0,537 3,732 6,549 6,573 6,354 6,793 

Bot 6 0,694 0,694 3,753 6,329 6,847 6,659 6,694 

Human 3 0,390 0,610 3,585 5,780 6,378 6,256 6,573 

Human 2 0,435 0,565 3,529 6,106 6,435 6,353 6,588 

Human 1 0,459 0,541 3,671 6,247 6,647 6,776 7,000 

Human 6 0,529 0,471 3,482 5,965 6,318 6,376 6,600 

Human 4 0,541 0,459 3,565 5,706 6,012 6,165 6,412 

Human 5 0,590 0,410 3,542 5,940 6,072 6,120 6,241 

Mean 0,470 0,480 3,630 6,080 6,420 6,410 6,610 
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Abstract 

Deep learning (DL) research has made remarkable progress in recent years. Natural language 

processing and image generation have made the leap from computer science journals to open-

source communities and commercial services. Pre-trained DL models built on massive datasets, 

also known as foundation models, such as the GPT-3 and BERT, have led the way in 

democratizing artificial intelligence (AI). However, their potential use as research tools has been 

overshadowed by fears of how this technology can be misused. Some have argued that AI 

threatens scholarship, suggesting they should not replace human collaborators. Others have 

argued that AI creates opportunities, suggesting that AI-human collaborations could speed up 

research. Taking a constructive stance, this editorial outlines ways to use foundation models to 

advance science. We argue that DL tools can be used to create realistic experiments and make 

specific types of quantitative studies feasible or safer with synthetic rather than real data. All in 

all, we posit that the use of generative AI and foundation models as a tool in information systems 

research is in very early stages. Still, if we proceed cautiously and develop clear guidelines for 

using foundation models and generative AI, their benefits for science and scholarship far outweigh 

their risks. 

Keywords: Foundation model, Generative AI, Experiments, Synthetic data 

1. Introduction 

Generative AI has made its way into the public consciousness through applications and services 

based on foundation models. Foundation models refer to “any model that is trained on broad data 

(generally using self-supervision at scale) that can be adapted (e.g., fine-tuned) to a wide range of 
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downstream tasks’’ (Bommasani et al., 2022, p. 3). In other words, foundation models are pre-

trained deep learning models that have been trained with extremely large datasets and which can 

be used directly or after further finetuning, for a broad variety of tasks such as text and image 

generation or classification. In late 2022, many scientists first encountered foundation models 

directly after universities began discussing how to respond to students using ChatGPT to complete 

coursework (Huang, 2023). Even before ChatGPT, some had stumbled upon generative AI 

through websites like thisxdoesnotexist.com, by hearing from acquaintances who received early 

access to OpenAI's GPT-3 (Brown et al., 2020) and DALL-E (Ramesh et al., 2021), or by reading 

about Meta's troubled and short-lived release of its large language model Galactica (Heaven, 

2022), which would happily generate research papers about such non-existent things like Russian 

space bears.  

While the focus on the negative impact of generative AI on foundation models in science and 

society is understandable, they also offer opportunities to enhance and improve existing research 

methods. For example, advances in natural language processing (NLP) have received much 

attention because of their practical applications (Brown et al., 2020), but it is worth noting that 

the advances in image generation have also been significant. It is now possible to generate realistic 

images of people that are indistinguishable from real photographs (Nightingale & Farid, 2022), 

and we are not far from being able to produce videos of limited length and quality (Esser et al., 

2023). Similarly, large language models using the latest NLP methods can generate high-quality 

synthetic content for experiments, freeing researchers to focus on value-added activities such as 

interpreting the results. Clearly, generative AI has potential applications for researchers as well as 

implications for both authors and reviewers of the studies that use it.  

Given the sudden surge in interest in generative AI and particularly large language models such 

as ChatGPT, their implications for research have already been discussed by several editorials 

(Dwivedi et al., 2023a; Susarla et al., 2023), but with an emphasis on the challenges and policy 

rather than explicit methodological commentary and guidance. In this editorial, we approach these 

new technologies as an opportunity for research and suggest use cases for foundation models and 

generative AI, as well as propose best practices for incorporating them into existing research 

methods. We do this by outlining how NLP and image generation models can be used to conduct 

research in novel ways. Our goal is to provide straightforward suggestions and guidelines on using 

foundation models, particularly in building realistic experiments and in different types of 

quantitative studies, such as those relying on supervised machine learning, where generated 

synthetic data can be used as a safe alternative to otherwise sensitive human data or where 

collecting sufficient enough data is prohibitively expensive or otherwise difficult. While many of 

our examples are based on specific well-known models, our proposed approaches are model 

agnostic and thus applicable to any appropriate foundation model. 

The editorial is organized as follows. We begin with a brief overview of what has led to the current 

state of the art, discuss the limitations of existing technologies, and provide examples of early 

studies that have successfully applied foundation models. We then present how foundation models 

can be used in different scenarios and provide examples from our own experience on how they 
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can be used. Finally, we conclude with a discussion of the implications of using foundation models 

and ethical considerations. 

2. State of the art 

The algorithms behind foundation models are not new, as they are based on deep neural networks, 

which have been around for decades (Bommasani et al., 2022). Deep learning has been practically 

implementable by individual researchers since around 2015-2016 when TensorFlow, Keras, and 

PyTorch were released, and the hardware needed to train the models became available even to the 

general public (Dean, 2022). Despite this, the competitive advantage of foundation models lies in 

the massive amount of model parameters and having been trained on colossal datasets using vast 

computational resources that are inaccessible to all but the wealthiest organizations (Bommasani 

et al., 2022). This pre-trained nature means that the end users can forgo expensive and time-

consuming model training and focus on either applying the model or using transfer learning 

(Zhuang et al., 2020) to fine-tune and apply it to a specific task.  

It should be noted that the exact definition of a foundation model is still slightly fuzzy. Besides 

Bommasani et al's., (2022) definition, which was given in the introduction, others have described 

foundation models, for example, as “flexible, reusable AI models that can be applied to just about 

any domain or industry” (Murphy, 2022) or as “AI neural networks trained on massive unlabeled 

datasets to handle a wide variety of jobs from translating text to analyzing medical images” 

(Merritt, 2023). Thus, the consensus is that they are complex deep learning models that have been 

trained using unsupervised or self-supervised learning, meaning that their training does not 

contain labels, allowing the use of much broader and larger datasets. 

2.1. What can be done with foundation models? 

A wide variety of speech and image generation models have become available through open or 

closed-source software. Large technology companies, specialized research labs, and startups have 

competed to develop and publish basic models that are, to varying degrees, publicly available as 

downloadable parameters to a model or accessible via chatbot interfaces or application 

programming interfaces (APIs). Some notable examples include OpenAI and its GPT-3 (Brown 

et al., 2020) and DALL-E (Ramesh et al., 2021), Stability AI’s Stable Diffusion (Rombach et al., 

2022), Google’s BERT (Devlin et al., 2019) and LaMDA (Collins & Ghahramani, 2021) and Meta 

AI’s LLaMA (Touvron et al., 2023). While there are other areas where the same or completely 

different foundational models can be applied, such as image and text classification, they are 

omitted as we focus on generative methods. 

Several studies have shown that large language models can produce text that is difficult or even 

impossible for a human to distinguish from human-written text (Clark et al., 2021; Köbis & 

Mossink, 2021). They can produce grammatically correct text, summarize articles, answer 

questions that are more sophisticated than decision tree-based back-end solutions for chatbots, or 

even rewrite existing text from one style to another (Bommasani et al., 2022; Brown et al., 2020; 

Floridi & Chiriatti, 2020).  
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Foundation models for image synthesis have also achieved impressive results. They can generate 

competition-winning pieces of art (Parshall, 2023) and strikingly realistic-looking photographs 

that are difficult for humans to recognize when shown alongside real photographs (Nightingale & 

Farid, 2022; Rossi et al., 2023). These models can respond to prompts given in text or image 

format, producing infinite variations of an image or generating entirely new ones (Bommasani et 

al., 2022; Karras et al., 2019; Rombach et al., 2022). The output can range from seemingly 

photorealistic to creative and computer-generated.   

2.2. What can’t (yet) be done with foundation models 

The achievements of foundation models are remarkable, and particularly large language models 

have been able to create an illusion of an impressive performance (Cosmo, 2022); however, they 

are still examples of weak or narrow AI (Fei et al., 2022), containing historical and human-like 

biases from their training corpus (Dwivedi et al., 2023a; Stahl & Eke, 2024; Susarla et al., 2023). 

Therefore, the belief that large language models are sentient based on their ability to converse in 

a human-like manner is misguided and dangerous (Cosmo, 2022), and it is important to understand 

the limitations of foundation models, even in basic tasks such as text summarization. 

Large Language Models (LLMs) are ultimately stochastic parrots, predicting which word fits in a 

sentence and repeating patterns (and biases) from the data they have been trained on without any 

judgment about what is right or wrong (Bender et al., 2021; Schramowski et al., 2022). In other 

words, based on linguistic and general knowledge learned from the training sets, they can produce 

grammatically correct but factually incorrect text with high confidence and even make up 

references or quote people who do not match the context or exist. This problem has been 

documented in all LLMs and the term hallucination refers to this phenomenon (Ji et al., 2023). 

Thus, LLMs cannot be relied upon to produce coherent or factually accurate text, and a human 

with adequate subject matter expertise should always review the generated text.  

Image generation models are primarily based on generative adversarial networks (GAN), which 

can produce realistic images or videos, but occasionally produce flawed or even disruptive images 

due to problems with the underlying training data and the probabilistic nature of the generators. 

These errors or "artifacts" in images often occur in objects that should be symmetrical, such as 

teeth, glasses, or earrings (Karras et al., 2020; West and Bergstrom, 2019). Because these 

symmetrical objects tend to be rendered incorrectly, they can reveal that the photo is generated 

rather than authentic (West and Bergstrom, 2019). Furthermore, the generated images often repeat 

negative stereotypes due to the biases and lack of representation in the most common image 

datasets used to train models like DALL-E, StyleGAN, or Stable Diffusion. In practice, the models 

perform better in terms of image quality when used to generate images of white males rather than, 

for example, non-white females (Barr, 2022). 

2.3. Foundation models as tools in research 

Before the 2020s, there was much less emphasis on building APIs or services that give access to 

foundation models or generative AI to individuals outside of a narrow group of scientists with 

advanced skills in data science. Consequently, there is a dearth of published papers outside 
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computer science journals where generative AI and foundation models have been integrated into 

the research design, although the number of publications is rapidly rising, and we are soon likely 

to see more examples across different fields (Kar et al., 2023). One example of an early paper that 

integrated foundation models into the research design is our study on how well humans can detect 

bots on social media, which used both NLP (GPT-3) and image generation methods (StyleGAN) 

to produce social media profiles with generated posts and profile pictures (Rossi et al., 2023). 

Other examples of foundation models being used include using StyleGAN to generate variations 

of faces in a study proposing a model for predicting matching in online dating (Kwon et al., 2022) 

and building a model for automatic procedure generation using BART (Geluykens et al., 2021). 

It should be noted that in each of these papers, the foundation models are not the focus of the 

research but are part of the method. Later in the editorial, we will use these studies and others to 

illustrate key points and opportunities. 

3. Incorporating foundation models into existing research methods 

Existing articles and editorials on Generative AI primarily provide general discussions on its 

potential use or misuse (e.g., Dwivedi et al., 2023a; Dwivedi et al., 2023b; Susarla et al., 2023), 

as well as its feasibility as a tool for conducting literature reviews (Pan et al., 2023). Due to the 

nascent nature of foundation models, at the time of writing, there are few examples of their use as 

part of the method in information systems research. Still, examples can be found in related fields 

such as computer science. In this section, we outline ways in which generative AI can be applied 

to IS research, drawing inspiration from previous work as well as proposing entirely new 

approaches based on the capabilities of foundation models. 

To find relevant literature, we searched for recent publications containing specific keywords 

within the AIS eLibrary, Scopus, Google Scholar and arXiv. The keywords used were “foundation 

model,” “generative AI” and “generative artificial intelligence.” Moreover, we used a snowballing 

approach to find further relevant publications by reviewing what the papers identified by the 

keyword search cited. Due to the novelty of the topic and methods, many identified papers were 

still arXiv pre-prints and thus not peer reviewed, although most of the pre-prints included in the 

references of this editorial have been heavily cited already at the time of writing. 

3.1 Realistic experiments with generated content 

Experiments are a popular method for studying various phenomena in human behavior and 

decision-making, but experimental research is time-consuming and somewhat difficult to conduct. 

Research methods can be evaluated by their generalizability, realism (for participants), and 

precision (in controlling and measuring variables) (Dennis & Valacich, 2001; McGrath, 1981). 

Addressing all three dimensions is difficult, but we argue that foundation models and generative 

AI can help achieve realism while improving the controllability of variables. 

Depending on the experiment, it may contain elements such as text or images, as well as entire 

simulated environments (a social media feed, a web page, or posts in an online forum) that are 

shown to subjects. These elements must be collected from the real world or created by the 
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researchers, but this can be challenging. Consider a situation in which a study wants to examine 

racism in hiring processes based on variations in the applicant's appearance in a resume photo. 

Rather than trying to collect a diverse set of photos with differences that cannot be controlled due 

to natural variations in appearance, image generation tools such as StyleGAN and Stable Diffusion 

make it possible to create entirely new images with multiple similar versions or slight variations 

of an existing image. For example, suppose the goal is to generate variations of a particular face. 

In that case, researchers can specify the image generator using different descriptions of facial 

features such as age, skin tone, or depth of smile. We illustrate this in Figures 1 and 2. 

    

Models: StyleGAN for the leftmost image and StyleCLIP for other images 

Original image description and target image instructions used with StyleCLIP:  

1) A face; a young face 

2) A face; a face with a beard 

3) A face; a face with a beard and glasses 

Images in Figure 1 generated by StyleGAN & StyleCLIP might inadvertently resemble real people. Any 

such similarity is purely coincidental and unintentional. 

 

 

Figure 1: Generating variations with StyleGAN & StyleCLIP (Source: Created by 

Authors) 

    
 

Model: DALL-E  

Prompts used:  

1) A photo of a middle-aged researcher from a business school 

2) A photo of a middle-aged researcher from a business school from different backgrounds 

3) A photo of a middle-aged Hispanic researcher from a business school  

4) A photo of a middle-aged Asian researcher from a business school  

Images included in Figure 2 generated by DALL-E might inadvertently resemble real people. Any such 

similarity is purely coincidental and unintentional. 

Figure 2: Examples of images generated with prompts (Source: Created by Authors)  
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Like taking photographs, manually writing text to populate fields, and creating textual content in 

experimental environments is laborious. Finding and collecting text from a real-world 

environment and reusing it in an experiment is not always feasible. Foundation models such as 

GPT-3 or Llama 2 can be used to generate grammatically correct text for experiments with relative 

ease. For example, it can partially or fully populate a fake social media feed where the posts are 

indistinguishable from human-generated content, as we did in one of our recent studies (Rossi et 

al., 2023). Another potential application of LLMs in experiments is to generate variations of text, 

allowing for expansion from a small sample generated by humans. An example is in Table 1, 

where an initial sample of texts used in an experiment is enlarged. 

Table 1: Producing new social media posts from a small sample produced by humans 

(Source: Created by Authors Using GPT-3) 

Original text Generated variation 1 Generated variation 2 

This weekend take a moment to 

pause and reflect on the wonder of 

life. Spend time with your family 

and see your friends. 

This weekend take a moment to 

unwind and relax. Recharge your 

batteries by catching up with your 

nearest and dearest. Enjoy a 

picnic in the park or a takeaway 

with friends.  

Gather your loved ones and make 

some memories this weekend —

take a moment in your hectic life 

to reflect on the beauty of life and 

all that it has to offer. 

USA is a scientific hub for 

progressing quantum technology 

and computing. With this rapidly 

developing technology at our 

fingertips, potential beneficiaries 

must consider their quantum-

computing strategies. 

Germany is an innovation hub for 

advancing artificial intelligence. 

With AI technology gaining 

traction, those interested in 

exploiting the potential rewards 

must contemplate their AI plans. 

Australia is a driving force in the 

research and development of 

autonomous vehicle technology. 

With this cutting-edge technology 

available, those wanting to 

capitalize on it must think through 

their self-driving car strategies. 

 

Model: GPT-3  

Parameters: mode: complete, model: text-davinci-003, temperature: 1.  

Prompts used:  

 

1) “Create two similar posts as the following: {original text}” 

2) “Create two similar posts as the following changing the topic, country and structure: {original text}” 

Note that the footnotes under Table 1, Figure 1 and Figure 2 contain the key information on the 

models and parameters used to generate the text and images. We will return to this approach to 

documenting the use of foundation models later in this editorial. 

3.2 Using foundation models to produce synthetic data 

Many research topics require the collection and/or storage of data on human subjects, and 

experiments may expose subjects to content such as images or text written by or associated with 

an individual. Collecting such data can be expensive, time-consuming, or otherwise impractical. 

Moreover, handling human data adds a layer of risk to the research and additional workload, as 

proper storage and sharing of the data must be considered to comply with regulations. This issue 

is particularly important when research involves sensitive topics or personally identifiable data. 
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One way to reduce these risks is to augment or replace human data with synthetic data generated 

by generative AI models. This approach can address ethical and regulatory concerns, making 

conducting research and storing data easier without risking individual privacy. 

The goal of generating synthetic data is to produce data that closely resembles real data in terms 

of data points and distribution. Ideally, this allows researchers to build the same machine learning 

models, but without the risk of compromising individual privacy by having a dataset with real 

human data. Furthermore, even if the original data is not sensitive, in situations where there are 

not enough data points for the task, such as training a machine learning model, generative AI can 

be used to generate additional training data to augment the existing dataset (Chung et al., 2023; 

Frid-Adar et al., 2018), with an example being generated hate speech posts in social media that 

can be used to train detection models (Kirk et al., 2021; Wullach et al., 2021). Generative AI has 

already been used to generate synthetic research data in multiple domains, including healthcare, 

finance, and social media. For example, in healthcare, generative AI has been used to generate 

large datasets of synthetic medical images (Chambon et al., 2022; Zhou et al., 2021) and patient 

data (Guillaudeux et al., 2023) from the samples of smaller real-world datasets, which can be used 

to train machine learning models for disease diagnosis or treatment planning. In finance, 

generative AI has been used to generate synthetic financial data that can be used to test investment 

strategies or risk models (Eckerli & Osterrieder, 2021).  

It should be noted that there are limitations to this approach. For instance, when using generative 

AI to increase the amount of training data for a machine learning model, these new data points 

will be similar to the data that they are generated from. Consequently, the machine learning model 

trained on the augmented dataset will become better at predicting patterns found in the training 

data but will not be able to generalize better on novel cases. As a concrete example in the context 

of bot detection, let’s imagine the goal is to apply machine learning to detect bots based on a 

limited dataset. There are too few datapoints for the model to be accurate without augmenting, so 

generative AI is used to enlarge the training data and produce similar but still unique data points. 

The model can detect bots with sufficient training data, but only ones similar to those in its training 

data. Thus, we emphasize that synthetic data can be used when dealing with a phenomenon that 

is well understood and where performance is measurable, such as image classification or text 

classification. Furthermore, it cannot be used to predict novel patterns or scenarios not found in 

the training data.  

In addition to being used as data in various models, synthetic data can also be used to replace or 

augment the content shown to human subjects in experiments. For example, in a study where 

subjects are shown posts from a social media feed, taking content from a real social networking 

site would be easy. Still, contacting all the authors of potentially anonymous or pseudonymous 

posts is impractical and asking for their permission is impractical. In one of the author’s 

institutions, the ethics review board specifically had such concerns and requested whether a study 

could be conducted without real data that is traceable to individuals on the internet unless explicit 

permission is given. The author considered the alternatives and the feasibility of manually creating 

the content, but this would be extremely time-consuming. Moreover, it would be challenging to 
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emulate social media content produced by multiple authors. Ultimately, it was realized that data 

could be anonymized by using foundation models to generate slight variations of genuine content 

that would be close to the original data. 

Thus, synthetic data that is derived from genuine data can be used to provide realistic content for 

an experiment while preserving privacy. Using the example from Table 1, where multiple 

variations of posts were created, a similar approach could generate synthetic data by removing the 

original data from the dataset after using the generative AI model. It is important to recognize that 

this approach comes with caveats. First, careful assessment is needed to determine whether the 

fact that the content is synthetic can influence the results, and if yes, then using generative AI 

should be avoided. As an example, consider a study where participants are shown CVs belonging 

to individuals of different ethnicities and asked to rate them to see if ethnicity influences the 

results. If some of the CVs contain parts produced with generative AI, while others do not, this 

can result in a situation where participants’ ratings are influenced by whether the content is 

generated or not, which is undesirable. However, if, instead, in all CVs shown to participants, the 

same parts are produced by generative AI (such as the photo of the applicant), this is no longer a 

problem. As a second consideration, the quality of the generated content must be up to the level 

of genuine content and preferably entirely or nearly indistinguishable to not influence the results. 

This could be validated, for example, with a limited pretest run through the MTurk or other 

crowdsourcing platforms. 

As a final benefit of using synthetic data, we note that regulations, particularly in the EU, are 

becoming more stringent regarding the storage and use of data that can be used to identify 

individual people. The GDPR rules (General Data Protection Regulation, 2016), and the abrupt 

changes they have brought to journal publishers' policies, have made it more difficult to use data 

collected through previous studies or web scraping. The rules are intended to protect individuals 

and their data from misuse, but they also make many types of research projects very difficult or 

impossible to conduct. Synthetic data is compliant with GDPR, as it is not tied to a real person or 

identifiable. Therefore, using synthetic data may be preferable to avoid the risks associated with 

storing data associated with specific individuals. 

All in all, generative AI models and synthetic data offer several advantages for research 

applications that need to avoid risks related to human subjects, privacy, and GDPR compliance. 

However, it is important to note that synthetic data is not a perfect substitute for real data, and 

researchers should carefully consider the limitations and assumptions of the generative AI models 

used to generate synthetic data. In particular, it is worth noting that generative models suffer from 

learning biases from the training sets (Schramowski et al., 2022), which should be considered 

before using them to generate synthetic data. Caution is required as research outcomes with 

synthetic data might differ from those obtained with the original data. Further evidence-based 

empirical research is needed to evaluate the reliability of synthetic data in different contexts, 

although initial results seem promising when synthetic data is used with consideration to the 

method and end goals. For example, we know synthetic data is useful in settings where there are 

clearly defined parameters and outcome variables, and where the goal is to augment data have a 
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larger training data set (Trabucco et al., 2023). However, we will not know how to use synthetic 

data to emulate unstructured natural settings until further research completed. 

3.3. Summary 

We summarize the proposed approaches for augmenting existing research methods with 

foundation models in Table 2. The approaches are presented in a 2x2 matrix, where on the vertical 

axis is the task (generating content for experiments or generating synthetic data) and on the 

horizontal axis is the type of data to be generated (text or images). 

Table 2: Ways to augment research with foundation models 

Task/Content Text Images 

Generating 

content for 

experiments 

Generate realistic-looking text for an 

experiment, e.g., fake tweets. 

 

Example: Rossi et al., 2023 

Generate variations of an image, 

e.g., fake profile pictures. 

 

Example: Boyd et al., 2023 

Generating 

synthetic data 

Replace genuine text with generated text to 

mask the original data, e.g., visual storytelling, 

table-to-text generation, knowledge bases-to-

text generation, and so on. 

Examples: Chung et al. 2023; Chen et al. 2021; 

Kirk et al.; 2021; Wullach et al., 2021 

Use generated images instead of 

real pictures, e.g., domain-specific 

images for training a model, text-

to-image generation. 

Examples: Chambon et al., 2022; 

Trabucco et al., 2023(Chambon et 

al., 2022; Trabucco et al., 2023) 

 

 

In this editorial we propose two use cases for foundation models and generative AI as research 

tools. These use cases are generating content for experiments and generating synthetic data, which 

are seen in the leftmost column of Table 2. For both tasks, we propose how generative AI and 

foundation models can be used for generating text and images, and for each of these four possible 

combinations of task and content, we provide an example of a specific use case for the models.  

For more detailed examples and further reading, we recommend looking at the papers provided 

as examples for each task and content pair. For instance, in the Rossi et al. (2023) paper, there is 

a description of how GPT-3 was used to produce realistic tweets for a social media study. As the 

generation of synthetic data is a broader topic, and the usage is very rapidly evolving in several 

research fields, there are more examples of papers available. We assume that there will be a literal 

explosion of works employing these tools in the near future. 

Lastly, when using foundation models and generative AI, it is important to consider biases that 

the models contain and biases that using synthetic data can introduce. This applies to all of the 

use cases discussed in this editorial. More specifically, as foundation models are trained with such 

large datasets that controlling for biases is practically impossible, the models also will output text 

or images that represents the biases found across texts written by humans as well as images created 
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by humans (Bender et al., 2021; Schramowski et al., 2022). Furthermore, even when ignoring bias 

in terms of equality and diversity, using synthetic data can introduce another form of bias, which 

is that the data may not contain similar variance as genuine data. If this data is then used to for 

example train a machine learning model, it can result in a model performing extremely well, such 

as overfitting, but only usable in a very narrow setting. Thus, consideration must be used in the 

generation process, and afterward, it should be validated that the characteristics of the generated 

synthetic data are not too distinct from genuine data, using various validation techniques, such as 

evaluation metrics and human-in-the-loop tests (Chen et al. 2021). 

4. Discussion 

Based on the examples of how foundation models have been used in recent research, we believe 

that generative AI and foundation models will become more prominent in future research. As we 

have shown with text and images, generative AI has the potential to free up the time and mental 

bandwidth of researchers working with experiments to do value-added work. Specifically, the 

creation of realistic, immersive environments for experiments will be much faster with the help 

of foundation models, allowing the researcher to spend more time designing, conducting, and 

analyzing the results of the experiment rather than painstakingly building an ecologically valid 

experiment itself. 

In addition, using synthetic data produced by generative AI can reduce the amount of sensitive 

data that needs to be collected and stored, making it easier to comply with the tightening regulatory 

landscape and share data. Most importantly, it reduces the risk of personal data being exposed 

through data leaks and eliminates the privacy risks associated with, for example, training models 

on large datasets consisting of data points that are directly related or connectable to individual 

people. Another exciting opportunity with foundational models is synthetic data generation using 

multimodal data. In the future, foundational models will be very useful for combining different 

multimodal datasets such as images, video, text, and speech to generate synthetic datasets. A 

concrete example could be the generation of synthetic datasets for hate speech identification on 

social media platforms based on tweet texts combined with images and videos. 

Next, we discuss in more practical terms how to use foundation models, providing a list of some 

known models at the time of writing and how they can be used. Finally, this section concludes 

with an overview of the ethical considerations involved in using foundation models and generative 

AI in research. 

4.1 Using foundation models 

The first step in using foundation models is to determine what they are intended to do, as different 

models have different capabilities and limitations. For example, in terms of image generation, 

StyleGAN can generate extremely realistic photographs, while prompt-based models like DALL-

E and Stable Diffusion can generate images based on a textual description with few restrictions 

on what can be included in the images. Second, there can be significant differences in ease of use 

as well as the computational resources required. While there have been steady improvements in 
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making foundation models accessible to a wider range of users, many still require some basic 

knowledge of a high-level programming language such as Python to be used effectively (e.g., to 

use the APIs). Even models like GPT-4, DALL-E, and Stable Diffusion, which are accessible via 

websites, are ultimately more efficient and scalable when used via a Python script to consume 

their APIs. In addition, models that are intended to be used on local computer hardware rather 

than through a cloud service require at least a high-end computer. 

Table 3: Examples of foundation models and how to use them 

Task Model What it can do How it is used 

Text generation 

GPT-3 and 

GPT-4 

Can, among other tasks, generate 

texts or modify given text, both based 

on a given prompt and parameters 

Used through a web 

interface or via an API  

LLAMA 2 
Generates texts based on a given 

prompt 

Installed locally and used 

through a high-level 

programming language 

such as Python 

Bard 
Generates texts based on a given 

prompt 

Used through a web 

interface at the time of 

writing with an API being 

released in the future 

BERT 

An open-source language model that 

can be fine-tuned for various domain-

specific supervised/unsupervised 

downstream tasks 

Installed locally and used 

through a high-level 

programming language 

such as Python 

PaLM 

Generates and modifies texts. 

Capable of generating explanations 

that require multi-step logical 

inference, world knowledge, and 

language understanding (Chowdhery 

et al., 2022) 

Used through an API 

Image 

generation 

DALL-E 

Generates images from textual 

descriptions or produces variations of 

a given image 

Used through a web 

interface or via an API 

StyleGAN 

Can generate very realistic new 

images or variations of a given image 

based on parameters 

Installed locally and used 

through a high-level 

programming language 

such as Python 

Stable Diffusion 

Generates images from text prompts 

or produces variations of a given 

image 

Used through a web 

interface or via an API 

 

 

Table 3 provides a high-level overview of some of the most popular foundation models for text 

and image generation at the time of this writing, with notes on their capabilities and whether the 

model can be accessed through a web page or requires writing code to use. It should be noted that 
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the table is far from exhaustive, and due to the rapid developments in the discipline and 

productization of foundation models, especially the "how to use" column may change as more 

user-friendly interfaces are developed. The foundation models that are accessible through a web 

page or API typically have a pay-by-use scheme, where the cost of use is based on the length of 

text processed or the number of images produced. Some notable exceptions are StyleGAN, BERT, 

and Llama 2, which are free and have a large open-source community that develops and shares 

versions of the models that have already been fine-tuned for more narrowly defined tasks. 

We would like to caution that while there is excitement around the capabilities of new models and 

it can be tempting to use the latest possible alternatives, it is always not preferable, and an older 

model can be equally good or at least a safer option for the given task. This is due to older and 

more established models having had time to have been vetted more thoroughly by the userbase, 

and their limitations especially regarding bias can be more well understood, and consequently the 

bias in the outputs might also be easier to detect and mitigate thanks to already available literature. 

Thus, opting to use a newer model should be based on the needs of the task at hand rather than on 

novelty. 

As a concrete example to illustrate the point made in the previous paragraph, we have previously 

demonstrated that generative AI can be used to enlarge the training datasets used by image 

classification machine learning model by generating new variations. But if for the given task 

sufficient improvements in accuracy can be achieved with simpler and more conservative 

approaches to data augmentation such as random mirroring and cropping (Shorten & 

Khoshgoftaar, 2019), then there is no need to apply generative AI. Thus, generative AI and 

foundation models should be employed only when simpler tools fail and not merely for the sake 

of employing the latest available tools. 

4.2 Ethical considerations 

Foundation models, like other AI tools, have several important ethical considerations that need to 

be considered and addressed. First and foremost, we would like to emphasize that due to the 

possibility of generative AI suddenly producing artifacts or unsafe content due to its training data 

containing unsafe content, humans should always be involved in evaluating the outcomes of 

generative AI to assess the validity of the results. While the human-in-the-loop approach is easy 

to maintain when the number of generated items is limited, it becomes less practical when the 

number of generated data points or items increases. When manual inspection by humans is not 

possible, the importance of evaluating the generated content for biases such as class imbalance 

(lack of representation), stereotyping, or otherwise harmful content needs to be addressed with 

statistical or computational methods. Fortunately there are tools available for evaluating content 

that is created with generative AI, such as Stable Bias for images (Luccioni et al., 2023) and 

Perspective API (Lees et al., 2022) that can be used to evaluate the toxicity of short texts, although 

it should be noted that even these systems have shortcoming in their ability to detect toxic or 

otherwise problematic content (Gehman et al., 2020). 
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In addition to evaluating the results of the models before using them, we argue that research using 

foundation models should adhere to the following principles to ensure transparency and help make 

the results reproducible. First, the use of foundation models should be disclosed like any other 

significant methodological choice, even if it is used only to a limited extent in the paper. Second, 

sufficient documentation of the model, version, prompt, and parameters should be provided either 

in the description of the methodology or in a separate appendix. This type of documentation was 

demonstrated in the footnotes of Table 1. While in most cases, it is impossible to perfectly 

reproduce the results since the outputs will vary each time the model is run due to the stochastic 

nature of generative AI, knowing the model version, the exact parameters, and the prompt will 

allow for a more informed evaluation of the output. Third, whenever possible, the generated data 

should be made available, if not publicly, then to reviewers or researchers upon request. These 

principles are listed in Table 4, with additional information on how to address and evaluate them 

both as an author and as a reviewer. At the time of writing many publishers have already added 

policies and guidelines to authors regarding what type of use of generative AI is permitted, and 

generally documenting it is required in the method or acknowledgment sections (Dwivedi et al., 

2023a). 

 

Figure 3: A process for using foundation models and generative AI 

Table 4: Ethical guidelines for using foundation models and generative AI 

Principle What to evaluate How to address 

Humans should be kept in 

the loop 

Is there any step where subjects 

of an experiment are shown 

generated data? Or is an ML 

model trained with generated 

content? 

All materials shown to humans should 

be evaluated by humans. Generated 

data should be tested rigorously for 

biases using statistical methods. 

Disclose the use of 

foundation models and 

generative AI 

Is it clearly stated where and how 

foundation models and 

generative AI were used?  

Describe the use of foundation models 

in a manner that the setup could be 

replicated. For an example, see Rossi et 

al., 2023. 

Provide sufficient 

documentation  

Is the name of the model, version 

of the model, as well as the used 

prompts and parameters listed? 

See the footnotes of Table 1, Figure 1 

and Figure 2 for an example.  

Provide access to the 

generated data 

Can the raw generated data be 

made available as a supplement 

or provided upon request? 

Consider all generated data as any other 

data used in research.   

 

 

To summarize the entire process of using foundation models and generative AI, we illustrate a 



 140 

five-step process that we used in one of our recent papers (Rossi et al., 2023) in Figure 3. The 

process starts with identifying what needs to be generated, which is followed by reviewing the 

available tools and selecting the most suitable one given the task and available resources. In our 

project, we needed to produce realistic social media profiles and posts, and thus, we needed a 

model capable of generating text as well as a model for generating profile pictures and ended up 

selecting GPT-3 and StyleGAN. In the third step, the content, such as text, images, or both, is 

generated using the foundation model. At this point, attention should be paid to documenting the 

process so that none of the settings used are lost. As an example, in our project, we were using 

GPT-3 through the API via a Jupyter notebook, so it was easy to maintain information on what 

the parameters were as they needed to be explicitly stated and were stored then within the file. 

This is followed by the fourth step, which contains rigorous validation that the outputs of the 

generative AI are not biased, harmful, or otherwise of undesirable quality. As noted previously, 

this step is easy if the volume of generated content is limited but becomes quickly challenging as 

the number of generated data increases. In our case, we generated approximately 30 profile 

pictures and 30 social media posts, and thus, a manual inspection of each generated item was 

conducted. After these four steps are completed, the study can be conducted, and the final phase 

completed. 

5. Conclusion 

Throughout its history, artificial intelligence has gone through several cycles of optimistic hype 

followed by disillusionment. Recent developments in generative AI and the introduction of 

foundation models have already had an impact on academia, although it is unclear how profound 

this impact will be once the initial excitement wears off. Based on the emerging work that has 

already adopted generative AI and foundation models, we believe that these new technologies 

present many opportunities for scholars and that some of these technologies and the methods built 

on or extended by them will survive the initial excitement and become part of the established 

methodology of information systems research. 

To demonstrate the possibilities of foundation models for IS research, we evaluated the previous 

work using these models in related fields and pointed to a few early examples within information 

systems research. To help future researchers in their endeavors, we outlined usage scenarios for 

text and image generation and gave a list of tools that can be used for each type of task. In terms 

of method, we stress that the users of these tools should record and publish the prompts they have 

used to generate the data for reproduction and evaluation purposes. Finally, we outlined potential 

ethical issues and provided a list of principles for how to avoid them. Thus, we have outlined a 

straightforward approach for utilizing foundation models in IS research. 

While we have focused in this editorial on how generative AI can augment experiments and 

produce synthetic data for other quantitative research methods, there are vast possibilities beyond 

these. In the current state of generative AI, it is not sentient, and neither can we see it producing 

new theories on its own, so we have omitted these considerations from this paper. Ultimately, we 
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hope to see more information systems research that uses foundational models like those described 

in this paper, as well as entirely new ways while adhering to ethical guidelines and best practices. 
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