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ABSTRACT 

English	abstract	
Artificial Intelligence (AI) have the potential to transform healthcare. Applications are far-
reaching, from diagnosing and detecting disease through to implementing treatments and 
surgeries. Yet curiously, while AI is now being integrated into diverse economic sectors like 
finance, retail, and automotive, healthcare institutions have been slow to adopt AI. The reasons 
for this slow uptake are multiple but relate to low trust in AI among clinicians and a conflict 
with the prevailing culture of evidence-based medicine, whereby physicians critically engage in 
diagnostic discourse to reach clinical decisions. There is a growing shift toward explainable AI 
(XAI) systems that promise to transform the opaque "black-box" into a more interpretable 
"glass-box." 

This thesis aims to develop and test a framework for understanding how clinicians collaborate 
with AI and XAI. In so doing, I aim to move beyond common characterizations of “AI aversion” 
or “AI appreciation,” which have been used to describe when clinicians engage with AI or not, 
to understand the cognitive underpinnings of clinicians' engagement with AI. I further seek to 
understand when AI collaboration is effective, leading to more accurate medical decisions or 
worsening performance, leading to more or new errors. To do so, I perform a mixed-methods 
study of clinician-AI collaboration dynamics, with a focus on trust, errors, and heuristics.  

Paper I (published in the Journal of Medical Internet Research AI) is a systematic literature 
review of empirical studies on clinicians’ trust in different types of AI, including both AI, which 
is a ‘black box,’ where AI provides diagnostic advice, and XAI, in which AI provides advice 
accompanied by clinical explanations. The comprehensive review found that clinicians had 
greater trust in XAI, likely reflecting better coherence with evidence-based medicine, but that 
they could also create an overreliance on XAI, risking potential new errors. This review revealed 
a number of critical gaps, including how to optimize trust so that clinicians’ reliance on AI 
corresponded to an actual improvement in clinical accuracy.  

In Paper II, I drew upon these insights to create a novel decision-making framework for 
clinician-AI collaboration, mapping the potential errors that could occur. Specifically, these 
included: True Conflict errors (when the clinician is incorrect but does not heed the correct AI 
advice), False Conflict errors (where the clinician is correct but is persuaded by an incorrect AI 
to adopt an incorrect diagnosis), and False Confirmation errors (where an incorrect clinician is 
falsely confirmed by an incorrect AI). Prior research had extensively focused on the first error, 
but largely ignored the latter two possibilities, in part reflecting dubious assumptions about 
infallibility of AI, as I show in the thesis. This novel framework then laid the foundation for 
successive mixed-methods investigations, integrating quantitative data on errors and qualitative 
data to provide “thick” descriptions of the cognitive challenges associated with them. 

To test this framework, I recruited eleven physicians, asking them to diagnose recurrent ear 
infections in children, based on data from previous medical studies. The physicians made an 
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initial diagnosis without AI, which formed a “baseline” for comparison.  Subsequently, they 
were given the opportunity to revise their diagnosis with the aid of AI, followed by XAI. In 
total, they made 330 diagnoses, which enabled me to track how the physicians engaged with AI 
and whether and when decision errors were made. At each step, I interviewed physicians to 
describe their reasoning process (so-called “think-aloud” method) in deciding whether or not to 
trust the AI diagnosis.  

With this experimental design, I was able, for the first time to my knowledge, to generate 
several key insights that significantly advance our understanding in this area. (Paper II). 
Quantitatively, I found that two major errors identified in my framework, False Conflict and 
False Confirmation, were responsible for the majority of errors made in clinician-AI 
collaboration. Although AI tended to improve overall diagnostic performance slightly, in several 
cases, it induced additional errors when it persuaded physicians to switch to an incorrect 
diagnosis. Qualitatively, the interviews revealed that physicians had considerably more trust and 
engagement with XAI than AI overall. In cases of False Confirmation, physicians appeared to 
blindly trust both AI and XAI, creating risks of undetected medical errors. 

Building on these insights, Paper III (Proceedings in ECIS 2024) sought to characterize the 
underlying psychological heuristics that could account for these decision-making patterns. 
While I identified evidence consistent with multiple heuristics, the main two that correlated with 
errors were i) commitment bias, when physicians stubbornly clung to their initial, incorrect 
decision; and ii) confirmation bias, when physicians failed to seek additional information when 
AI and XAI confirmed an incorrect decision.  

Having revealed the prominence of False Confirmation and False Conflict errors, I then revisited 
two contemporary seminal papers that had neglected their importance. Drawing on my novel 
framework, in Paper IV (published in British Medical Journal - Medical Ethics), I was able to 
respond critically to authors who had argued that AI could serve as a “second medical opinion”, 
an important institution in the practice of evidence-based medicine. They argued that no action 
would be needed when AI confirmed physicians’ judgment. My data in Paper II revealed that 
this scenario corresponded to over two-thirds of all errors, posing major risks to acting upon this 
advice. Instead, I laid out an alternative framework for when and how AI could serve as a 
second opinion, arguing that a management framework should be calibrated to the risks to 
patients and the underlying accuracy of the AI instrument.  

In Paper V (published in Nature Communications), I tested my finding's reproducibility; I 
reanalyzed a dataset of dermatologist-AI collaboration to diagnose melanoma (109 clinicians 
made 4,512 diagnoses). Similar to prior studies, it focused on True Conflict errors. Revisiting 
their data, I revealed a significant increase in new False Conflict errors with AI collaboration, 
which ultimately negated most improvements in True Conflict cases. This issue was even more 
pronounced among the most experienced clinicians. In this study, there was also a large 
proportion of undetected False Confirmation errors. Importantly, these papers externally 
validated and reproduced the findings from my Paper II study. 
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Through the development of a novel, systematic framework to identify and measure diagnostic 
errors in clinician-AI collaborations, this research provides a significant contribution to 
understanding the complexities of AI and XAI in healthcare. While this work addresses a critical 
gap, it also lays an important foundation for future studies aiming to reduce errors and improve 
the clinician-AI partnership. Hopefully, these findings offer a practical approach to enhancing 
the reliability and safety of AI integration in medicine, supporting the broader goal of 
optimizing AI's role in clinical decision-making 

These contributions are distinct and, to my knowledge, represent the first thorough exploration 
of the intersection between cognitive bias, trust dynamics, and diagnostic errors in clinician-AI 
collaboration. Each paper presents a unique contribution, offering valuable insights into 
different aspects of clinician-AI interactions. What makes this thesis particularly significant is 
how the papers build upon each other. Together, the thesis creates a framework that provides a 
more holistic and synergistic understanding than each single study could offer alone, making a 
novel contribution to the scientific literature and offering practical implications for optimizing 
AI integration in healthcare. 

While the contributions of this thesis mark an important step in understanding cognitive 
challenges in clinician-AI collaboration, it is only the beginning. AI has considerable promise 
for improving healthcare, but to realize this potential, future research will be needed to identify 
interventions that can effectively mitigate False Conflict and False Confirmation errors while 
optimizing AI systems to enhance reasoned clinician judgment without overreliance or distrust. 

Svensk	sammanfattning	
Artificiell intelligens (AI) har potentialen att förändra hälso- och sjukvården. 
Användningsområdena är omfattande, från att diagnostisera och upptäcka sjukdomar till att 
implementera behandlingar och operationer. Trots detta har hälso- och sjukvårdsinstitutioner 
varit långsammare med att ta till sig AI jämfört med andra sektorer som finans, detaljhandel och 
fordonsindustrin. Skälen till denna långsamma anpassning är flera, men relaterar ofta till låg 
tillit till AI bland kliniker och en konflikt med den rådande kulturen av evidensbaserad medicin, 
där läkare engagerar sig kritiskt i diagnostiska beslut. Därför ser vi ett ökat intresse för 
förklarande AI (XAI), som syftar till att förvandla den "svarta lådan" till modeller som är mer 
transparenta.   

Denna avhandling syftar till att utveckla och testa ett ramverk för att förstå hur kliniker 
samarbetar med AI och XAI. Jag försöker gå bortom de rådande beskrivningar som "AI-
aversion" eller "AI-appreciation", vilka ofta används för att beskriva om kliniker litar på AI eller 
inte, för att istället studera de kognitiva utmaningarna som uppstår när kliniker interagerar med 
AI. Jag försöker även att förstå när AI-samarbete leder till bättre medicinska beslut och när AI 
leder till fler eller nya fel.   

Jag gör både kvalitativa och kvantitativa studier för att undersöka dynamiken i kliniker-AI-
samarbete, med fokus på tillit, fel och heuristik. Artikel I (publicerad i JMIR AI) är en 
systematisk litteraturöversikt av empiriska studier rörande klinikers tillit till olika typer av AI, 
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inklusive både AI som fungerar som en "svart låda", där AI ger diagnostiska råd, och XAI, där 
AI ger råd tillsammans med kliniska förklaringar. Denna omfattande översikt visade att kliniker 
hade större tillit till AI med förklaringar, vilket sannolikt speglar en samstämmighet med 
evidensbaserad medicin. Men det fanns också en risk för överdriven tillit till XAI, vilket kan 
skapa nya potentiella fel.   

I artikel II använde jag dessa insikter för att skapa ett ramverk för kliniker-AI-samarbete där jag 
kartlägger de potentiella fel som kunde uppstå. Specifikt inkluderade dessa: sanna konfliktsfel 
(när klinikern har fel men ignorerar det korrekta AI-rådet), falska konfliktsfel (när klinikern har 
rätt men övertalas av ett felaktig AI till att anta en felaktig diagnos) och falska bekräftelsefel 
(när en felaktig kliniker falskt bekräftas av felaktig AI). Tidigare forskning hade främst 
fokuserat på det första felet men i stort sett ignorerat de andra två möjligheterna, delvis på grund 
av tvivelaktiga antaganden att AI har rätt.   

För att testa detta ramverk rekryterade jag elva läkare och bad dem att diagnostisera 
återkommande öroninfektioner hos barn, baserat på data från tidigare medicinska studier. Läkare 
gjorde en initial diagnos utan AI, vilket utgjorde en "baslinje" för jämförelse. Därefter fick de 
möjlighet att revidera sin diagnos med hjälp av AI, följt av XAI. Totalt gjorde de 330 diagnoser, 
vilket gjorde det möjligt för mig att se hur läkarna interagerade med AI och om och när 
diagnosfel gjordes. Vid varje steg intervjuade jag läkarna för att beskriva deras 
resonemangsprocess (så kallad "think-aloud"-metod) för att se huruvida de skulle lita på AI eller 
XAI-diagnosen.   

Med hjälp av denna experimentella design kunde jag göra flera viktiga insikter (Artikel II). 
Kvantitativt fann jag att de två stora felen som identifierades i mitt ramverk, falska konflikter 
och falska bekräftelser, var orsaken till majoriteten av de fel som gjordes i samarbetet mellan 
kliniker och AI. Även om AI tenderade att förbättra den övergripande diagnostiska prestandan, 
orsakade det i flera fall ytterligare fel när AI övertygade läkare att byta till en felaktig diagnos. 
Kvalitativt visade intervjuerna att läkare hade avsevärt större tillit till XAI än för AI. I fall av 
falsk bekräftelse verkade läkarna blint lita på både AI och XAI, vilket ökade risken för 
oupptäckta medicinska fel.   

Utifrån dessa insikter syftade artikel III (konferenspublikation i ECIS 2024) till att karakterisera 
de underliggande psykologiska heuristiker som kunde förklara dessa beslutsmönster. Medan jag 
identifierade bevis som överensstämmer med flera heuristiker, var de två främsta i) 
”commitment bias”, när läkare envist höll fast vid sin initiala, felaktiga diagnos; och ii) 
bekräftelsebias, när läkare slutat att söka ytterligare information när AI och XAI bekräftade en 
initial kliniskt felaktig diagnos.   

Efter att ha visat frekvensen av falska bekräftelser och falska konflikter undersökte jag två 
banbrytande artiklar som hade negligerat dessa fels betydelse. Med utgångspunkt i mitt ramverk, 
i artikel IV (publicerad i British Medical Journal - Medical Ethics), kunde jag kritiskt svara 
författarna som hade hävdat att AI kunde fungera som en "second opinion", en viktig del i 
evidensbaserad medicin. De argumenterade för att inga åtgärder skulle behövas när AI 
bekräftade läkarnas bedömning. Mina data i artikel II visade att detta scenario motsvarade över 
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två tredjedelar av alla fel, vilket utgör stora risker om man följer författarnas råd. Istället lade jag 
fram ett alternativt ramverk för när och hur AI kunde fungera som en ”second opinion”, och 
argumenterade för att ett ramverk borde kalibreras med hänsyn till riskerna för patienterna och 
AIs träffsäkerhet.   

I artikel V (publicerad i Nature Communications) testade jag reproducerbarheten av mina fynd; 
jag alyserade ett data set där dermatologer samarbetade med AI för att diagnostisera melanom 
(109 kliniker gjorde 4 512 diagnoser). Liknande tidigare studier fokuserade de på sanna 
konfliktsfel men när jag analyserar deras data avslöjade jag en betydande ökning av nya falska 
konfliktsfel i AI-samarbete, vilket reducerade de flesta förbättringar i de sanna konfliktsfallen. 
Detta problem var ännu mer uttalat bland de mest erfarna klinikerna. I denna studie fanns också 
en stor andel oupptäckta falska bekräftelsefel. Dessa artiklar validerade och reproducerade i 
huvudsak resultaten från min studie i Artikel II.   

Genom att utveckla ett nytt, systematiskt ramverk för att identifiera och mäta diagnostiska fel i 
samarbeten mellan kliniker och AI, bidrar denna forskning med ett viktigt perspektiv på 
komplexiteten kring AI och XAI inom hälso- och sjukvården. Samtidigt som arbetet fyller en 
kritisk lucka, utgör det också en värdefull grund för framtida studier med målet att minska 
felaktigheter och förbättra samarbetet mellan kliniker och AI. Förhoppningen är att dessa 
resultat ska erbjuda ett praktiskt tillvägagångssätt för att öka tillförlitligheten och säkerheten vid 
integrering av AI i medicin, vilket stöder det bredare målet att optimera AI:s roll i kliniska 
beslutsprocesser. 

Dessa bidrag är unika och, så vitt jag vet, representerar de den första grundliga utforskningen av 
samspelet mellan kognitiva biaser, förtroendedynamik och diagnostiska fel i samarbete mellan 
människa och AI. Varje artikel erbjuder ett unikt bidrag och ger värdefulla insikter i olika 
aspekter av interaktionen mellan kliniker och AI. Det som gör detta arbete särskilt betydelsefullt 
är hur artiklarna bygger vidare på varandra. Tillsammans skapar de en ram som ger en mer 
holistisk och synergistisk förståelse än vad någon enskild studie skulle kunna erbjuda. Summan 
av resultaten i avhandling är större än delarna, vilket gör det till ett nyskapande bidrag till den 
vetenskapliga litteraturen och erbjuder praktiska implikationer för optimering av AI-
integrationen inom hälso- och sjukvården. 

Medan bidragen i denna avhandling markerar ett viktigt steg i förståelsen av de kognitiva 
utmaningarna i kliniker-AI samarbete, är detta bara i sin linda. AI har stor potential att förbättra 
hälso- och sjukvården, men för att realisera denna potential behövs framtida forskning som 
identifierar interventioner som effektivt kan minska falska konflikt- och bekräftelsefel, samtidigt 
som AI-system behöver optimeras för att förbättra välgrundade kliniska beslut och undvika både 
blind tillit och blind misstro. 
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Cognitive Challenges in Human-AI Collaboration  
Introduction	
Background	
Artificial Intelligence (AI) has the potential to revolutionize healthcare, with applications 
ranging from early diagnostics and personalized treatments to complex surgical procedures. 
(Brynjolfsson and Mcafee, 2017; Schwalbe and Wahl, 2020; Rajpurkar et al., 2022; Moor et al., 
2023). While industries like finance, retail, and e-commerce have embraced AI-driven 
technologies, healthcare has been notably slower to adopt these advancements (Bruce, 2024). 
This reluctance largely stems from unique challenges in the medical field, where trust, ethics, 
and safety are paramount concerns (Reddy et al., 2020; Petersson et al., 2022). In healthcare, 
clinicians are often skeptical of AI because of its "black-box" nature, which makes it difficult for 
them to interpret or justify AI recommendations (Fazal et al., 2018; Rajpurkar et al., 2022). 
Given the responsibility clinicians bear for patient outcomes, this lack of transparency raises 
ethical concerns, especially regarding patient consent and informed decision-making (Reddy, 
2022). 

Explainable AI (XAI) has emerged as a potential solution to this problem, promising to make AI 
decision processes more transparent, thereby fostering trust among healthcare professionals 
(Gunning and Aha, 2019; Loh et al., 2022). However, existing literature often assumes that XAI 
will automatically increase trust and adoption without sufficient empirical evidence to confirm 
this assumption (Rosenbacke et al., 2024b). Furthermore, while XAI might enhance trust, there 
is a risk of overreliance on its explanations, especially when the AI's recommendations are 
incorrect, potentially leading to new types of diagnostic errors (Kiani et al., 2020). Thus, 
understanding the nuanced role of XAI in clinical decision-making is essential to safely and 
effectively integrate these technologies into healthcare. 

Before presenting the aim of this thesis and the primary research question, 'What are the 
cognitive challenges for clinicians in XAI collaboration?' I will begin with an introduction to 
artificial intelligence, its applications in healthcare, and the potential role of explainable AI 
within clinical settings. 

Artificial	intelligence	
Artificial Intelligence is sometimes misleadingly characterized as a single entity, when it 
actually refers to an expansive field within computer science concerned with building smart 
machines capable of performing tasks that typically require human intelligence. AI is an 
interdisciplinary science with multiple approaches, but advancements in machine learning and 
deep learning are creating a paradigm shift in virtually every sector and industry (Brynjolfsson 
and Mcafee, 2017; Brynjolfsson and Mitchell, 2017; Rajpurkar et al., 2022; Moor et al., 2023). 

Machine Learning (ML), a subset of AI, involves the development of algorithms that can learn 
and make predictions or decisions based on data. These learning algorithms can identify patterns 
and features in the data they process, allowing them to make informed decisions without being 

15
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explicitly programmed for each specific task.  ML is often divided into supervised, 
unsupervised, and reinforcement learning, each differing in how the machine uses data to learn 
(Lecun, Bengio and Hinton, 2015; Goodfellow I, Bengio Y, 2016). 

Deep Neural Networks (DNN), which fall under the umbrella of ML, are inspired by the 
structure and function of the human brain, Figure 1. They are composed of layers of 
interconnected nodes or "neurons" that can learn to recognize patterns of input data by adjusting 
the weights of the connections through a process known as backpropagation. DNNs are 
particularly well-suited for handling large and complex data sets, which has led to significant 
breakthroughs in fields such as image and speech recognition, natural language processing, and 
autonomous vehicles (Lecun, Bengio and Hinton, 2015; Goodfellow I, Bengio Y, 2016). 

 

  
Figure 1: Illustration of a Deep Neural Network 

Each node in a DNN acts like a tiny processor for performing computations. The basic operation 
involves receiving inputs from previous nodes (or the initial input data), which are then 
multiplied by weights—a form of parameter in neural networks that determines the influence of 
inputs. These weighted inputs are summed together, and often another parameter is added to this 
sum. The resulting value is then passed through a function known as an activation function, 
which determines the output of the node. This output becomes the input to the next layer of 
nodes. The activation function's purpose is crucial; it introduces non-linear properties to the 
network, enabling it to learn more complex patterns than just straight-line correlations among 
data. By adjusting the weights and parameters during the training process (using techniques like 
backpropagation and gradient descent), the network learns to make increasingly accurate 
predictions or decisions based on input data (Lecun, Bengio and Hinton, 2015; Goodfellow I, 
Bengio Y, 2016). Next, a transition to discussing AI applications in healthcare, along with the 
challenges and barriers to broader implementation. 
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AI	technologies	in	healthcare 

AI technologies are rapidly emerging as potentially important instruments for decision-making 
in modern healthcare (Schwalbe and Wahl, 2020; Rajpurkar et al., 2022). There is hope and 
potential for AI to support clinical decision-making in a number of domains, including to 
improve clinical diagnostic assessments, reduce medical errors, streamline management 
processes like triage, and improve overall patient outcomes (Sutton et al., 2020).   

Yet perhaps curiously, in contrast to other business domains, the impact of AI on clinical 
practice is relatively modest (Rajpurkar et al., 2022; Kolasa et al., 2023). Uptake in medicine 
lags behind other sectors, such as media, defense, e-commerce, and software development. 
Where it has been applied, progress has been uneven. One recent umbrella meta-analysis 
(Kolasa et al., 2023) of 220 systematic literature reviews covering over 7,000 papers mapped 
machine learning AI applications in healthcare over the past decade. It revealed that AI was 
primarily being applied to clinical prediction and prognosis of diseases, particularly for imaging 
data in the clinical specialties of oncology and neurology. One recent survey found that less than 
5% of healthcare organizations are using AI tools (Dai and Ching, 2022), and only 9% of 
healthcare employees say they feel at an ‘advanced’ level of AI fluency, the least of all 
industries surveyed (Bruce, 2024). This slow and variable uptake across fields likely reflects a 
combination of ethical, technical, institutional, and practitioner-related hurdles (Petersson et al., 
2022). Overcoming these challenges will be crucial for the safe and successful application of AI 
in healthcare (Rajpurkar et al., 2022).  
 

Challenges	with	AI	in	healthcare	
Multiple reasons have been posited for the slow uptake of AI in healthcare. Ethical concerns 
have been raised, including by physicians themselves, about the ability of AI to respect 
confidentiality and patient privacy (Rajpurkar et al., 2022). AI may also have important risks to 
patient safety, even if it can outperform doctors’ own accuracy, analogous to those identified 
with automatic driverless vehicles. Clinicians may also face perceived existential threats, as with 
other labor market sectors, of redundancy and deskilling as AI tools begin to replace their roles 
(Chew and Achananuparp, 2022). Further, if clinicians cannot fully comprehend AI decisions 
and so articulate them to patients, it could infringe upon patients' rights to informed consent and 
autonomy (Reddy, 2022). 

There are additionally a series of technical and institutional challenges (Rajpurkar et al., 2022). 
One pertains to evidence on quality improvement of AI applications. For example, the umbrella 
systematic review (Kolasa et al., 2023) found suboptimal and inconsistent quality in reporting 
on the development and modification of machine learning algorithms intended for clinical 
application. At least one-third of published studies failed to evaluate the accuracy of the AI 
systems. Additionally, AI applications in healthcare will likely need to undergo regulatory 
approval processes similar to those for other medical devices and drugs, which can create long 
lag periods between innovation and successful integration into practice (Reddy et al., 2020). 
Institutionally, barriers arise from investments made by hospitals and clinics into technologies 
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which do not interface with the newer generation of AI tools, so creating effective barriers to 
modernization.  

Notwithstanding these limitations, in general, clinicians have demonstrated a reluctance to 
change patterns of practice so as to implement AI tools into their clinical routines (Gupta, 
Boland and Aron, 2017). However, recent research highlights that despite this reluctance to AI, 
there is a growing momentum toward digitalization in healthcare, driven by the need for 
personalized care and precision medicine (Constantinides, 2023). These trends underscore that 
while some clinicians may be slow to adopt AI, others are embracing digital transformation in 
response to evolving patient care needs. A recent scoping review of research on healthcare 
providers' perceptions begins to explain why there is a general reluctance to implement AI in 
healthcare (Chew and Achananuparp, 2022). It revealed that, curiously, although healthcare 
providers had an overall favorable view of AI, recognizing its potential for enhancing service 
efficiency and reducing costs due to its accessibility and ease of use, they hesitated to embrace 
it. This apprehension stemmed from ethical and technical concerns, including about 
trustworthiness (pertaining to accuracy), data confidentiality, patient safety, the current state of 
technology, and the possibility of AI leading to full automation, which could render physicians 
obsolete. Another challenge that healthcare providers have highlighted pertains to AI systems' 
complexity which could not only hinder their uptake but also effective use in clinical settings 
(Beede et al., 2020), and unexpected challenges might emerge from the interactions between 
humans and AI. Kiani and colleagues found that their AI algorithm improved physicians’ 
accuracy as long it was correct. However, when the AI advice was incorrect, overall accuracy 
decreased significantly, irrespective of pathologist experience or case difficulty levels (Kiani et 
al., 2020). In an additional review, tracking weekly updates in medical AI over the last two 
years, the authors  (Rajpurkar et al., 2022) concluded that the adoption of AI systems in daily 
clinical operations presents a substantial yet underutilized opportunity. 

Another major barrier to the integration of AI in healthcare is its conflict with current cultural 
prevailing practices of evidence-based medicine (EBM). EBM calls for clear and transparent 
decision-making processes (Amann et al., 2020; Kundu, 2021). Even if AI can make accurate 
diagnoses, physicians may not be able to interpret or engage with them. There is a common 
perception among doctors that AI operates as a “black box”, without providing clear justification 
for its health-related advice (Fazal et al., 2018; Wadden, 2021; Reddy, 2022). When healthcare 
providers do not understand clinical advice, they are much less likely to use it (Cui and Zhang, 
2021). Unlike rule-based diagnostic systems, draw upon intricate statistical frameworks, such as 
deep learning neural networks, that are inherently difficult for humans to interpret (Castelvecchi, 
2016). This can make AI platforms are less transparent, making both their decision-making 
improvement and errors harder to identify (Jussupow et al., 2021). Clinicians could also be 
forgiven for some degree of skepticism, as less than 1% of AI healthcare algorithms have been 
externally validated (that is tested and confirmed for accuracy beyond the scope of their initial 
training datasets) (Kolasa et al., 2023). 
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This lack of transparency is especially important to physicians-in-charge, who maintain the 
responsibility, including legal responsibility in several jurisdictions, for the final decision-
making (Reddy, 2022). They also may need to be able to articulate the clinical rationale to 
patients or their families. Thus human oversight is arguably indispensable in healthcare 
(Jongsma and Sand, 2022). Rajpurkar and colleagues argue that collaborative arrangements 
warrant further investigation, as they have the potential to independently outperform the 
capabilities of either AI or humans and are likely to be more representative of genuine medical 
practice. Rajpurkar and colleagues argue that they “would like to see collaborative setups 
receive more study” (Rajpurkar et al., 2022, p. 6). 

The	role	of	Explainable	AI	in	healthcare	
Recently, explainable AI has been developed to overcome transparency limitations, increasing 
its uptake in diverse management domains as well as healthcare (Nazar et al., 2021; Loh et al., 
2022). The opacity of AI is a primary barrier to its practical applications, particularly in 
healthcare settings (Loh et al., 2022). Consequently, XAI has emerged as a methodology aimed 
at bolstering decision confidence (Kepecs et al., 2008) or trust (Chanda et al., 2024) in AI 
predictions by elucidating the processes through which these predictions are made. This 
transparency is intended to foster greater utilization of AI systems in healthcare (Constantiou, 
Joshi and Stelmaszak, 2024).  

Several researchers have proposed that XAI will foster greater AI uptake in clinics. They argue 
that XAI is essential for securing the safety, approval, and adoption of AI systems among both 
providers themselves and the institutions where they work (Antoniadi et al., 2021; Evans et al., 
2022; Reddy, 2022; Haque, Islam and Mikalef, 2023; Chanda et al., 2024). The central goal of 
XAI, according to computer scientists and developers, is building trust and doing so through 
greater transparency (Gerlings, Shollo and Constantiou, 2021). For example, the US defense 
XAI program Defense Advanced Research Projects Agency (DARPA) underscores the necessity 
of XAI for understanding, trusting, and effectively managing the next wave of AI technologies 
(Gunning and Aha, 2019).  

Not everyone agrees, however. Ghassemi and colleagues argue in Lancet Digital Health, that 
current applications of explainable AI are flawed, offering only incomplete insights into the 
inner mechanics of AI algorithms (Ghassemi, Oakden-Rayner and Beam, 2021). They argue that 
AI systems are fundamentally simplified models of reality, and the explanations provided by 
XAI are merely additional layers of simplification. This can lead to oversimplifications that may 
misrepresent the underlying complexity of the AI's decision-making process, potentially leading 
to misunderstandings or misplaced trust. They advocate for stakeholders to shift their focus from 
insisting on explainability and to seek alternative approaches, such as better validation processes 
of AI algorithms through randomized controlled trials, as an alternative pathway for integrating 
AI insights into practice. This would synchronize the contribution of AI with the clinical 
systems for evaluating accuracy and, as a result, trustworthiness. Thus, Ghassemi and colleagues 
argue that the potential of XAI for improving healthcare is limited at best. 
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Reddy questions this pessimistic view. He argues that notwithstanding the known limitations 
that Ghassemi and colleagues cite (such as how XAI mostly approximates the underlying 
machine learning mechanisms to explain decision-making), XAI adds considerable value to the 
prevailing culture of evidence-based medicine (Kundu, 2021; Reddy, 2022). Reddy argues that, 
without XAI, the AI “black-box” medical models prevent clinicians from evaluating their 
quality, potentially breaching patient consent and autonomy. Only when physicians can interpret 
the clinical logic behind the AI diagnosis can they meaningfully collaborate with AI in a way 
consistent with evidence-based medicine. If, as Ghassemi and colleagues suggest, we neglect 
explainable AI, we inevitably hamper AI integration into healthcare, even if randomized 
controlled clinical trials	prove its efficacy because the lack of explanations limits accountability, 
trust, and compliance, so making it difficult for doctors to, for example, explain diagnoses to 
patients and fulfill their ethical responsibilities. Reddy argues that explainable AI fosters trust 
and transparency, better aligning AI performance with clinical standards and evidence based 
medicine (Reddy, 2022).  

In summary, while it is difficult to pinpoint a specific singular factor, the lack of transparency, 
and resulting lack of trust, appear to be major forces underlying the relatively low acceptance of 
AI among healthcare practitioners (Lee et al., 2017; Rajpurkar et al., 2022; Reddy, 2022). In this 
thesis, I explore the cognitive challenges of human-AI collaboration, with a particular emphasis 
on the impact of incorporating explanations into AI-generated advice. 
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Aims	of	the	thesis	
This thesis will begin to respond to these collaborative challenges through a series of 
investigations of how clinicians engage with AI versus XAI to make decisions and go beyond 
past analyses to understand the psychological underpinnings and cognitive challenges of 
effective or ineffective human-AI collaboration. It will specifically investigate the potential for 
AI innovations like explainable AI to better align with evidence-based medicine and, in so 
doing, facilitate not only uptake but also effective integration of AI improvements into clinical 
practice. Hence, the overarching research question of the thesis is as follows: 

Overall RQ: What are the cognitive challenges for clinicians in XAI collaboration? 

The series of empirical studies included in the thesis, the research questions, and their links are 
depicted in Figure 2 below.  
 

 

Figure 2: Framework of the interrelation of research papers 

Throughout my PhD studies, I have authored nine papers, of which eight have been peer-
reviewed, accepted, and published at the time of writing (Rosenbacke et al., 2022, 2024b, 
2024a; McKee, Rosenbacke and Stuckler, 2024; Nyberg, Rosenbacke and Ben-Menachem, 
2024; Rosenbacke, 2024a, 2024b; Rosenbacke, Melhus and Stuckler, 2024; Weis et al., 2024) In 
line with the thesis guidelines, a maximum of five papers are included here. Each included paper 
has addressed distinct yet interconnected aims, which I synthesize within this thesis according to 
the framework illustrated in Figure 2, depicting the interrelation of my research contributions. 

Paper I: How Explainable Artificial Intelligence Can Increase or Decrease Clinicians’ Trust in AI Applications in Healthcare: a Systematic Review 
Paper II: Errors in Physician-AI Collaboration: Insights from a Mixed-Methods Study of Explainable AI and Trust in Clinical Decision-Making
Paper III: Heuristics and Errors in XAI-Augmented Clinical Decision-Making: Moving Beyond Algorithmic Appreciation and Aversion
Paper IV: The AI and XAI Second Opinion: The Danger of False Confirmation in human-AI Collaboration
Paper V: False Conflict and False Confirmation Errors are Crucial Components of AI Accuracy in Medical-Decision Making

Physician

AI/XAI

Joint decision 
in collaboration

Improvements
Reducing True Conflict errors
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Paper I – RQ1: How does XAI impact 
clinicians' trust based on empirical evidence?

Paper IV – RQ4: What are the risks of 
using AI or XAI as a second medical opinion?

Paper V – RQ 5: What are the error rates of false 
conflict and false confirmation when reproduced in other data sets?

Paper II – RQ2: What are the implications of trust or decision 
confidence on errors in physician-XAI collaboration?

Paper III – RQ3: What heuristics drive 
algorithm aversion and appreciation?

Overall RQ: What are the cognitive challenges for clinicians in XAI collaboration?
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Current literature indicates that clinicians often struggle to fully trust AI due to its "black-box" 
nature (Rosenbacke et al., 2024b). Although XAI aims to increase transparency, actual evidence 
of its impact on clinician trust is sparse. The first aim is to systematically examine empirical 
evidence to determine whether XAI genuinely builds trust or, conversely, fosters overreliance, 
potentially leading to diagnostic errors. 

Additionally, while much of the existing research focuses on how clinicians respond to accurate 
AI advice, there is a lack of studies exploring how XAI affects decisions when the AI guidance 
is incorrect (Rosenbacke, 2024a). This research aims to fill this gap by investigating the types of 
errors that may arise in such scenarios, offering new insights into how XAI influences decision-
making accuracy in complex clinical settings. 

Furthermore, I aim to explore the underlying cognitive heuristics and biases that contribute to 
errors and clinicians' tendencies to either over-rely on or avoid AI advice (Rosenbacke, 2024b). 
This work aims to deepen our understanding of the psychological factors influencing clinician-
AI collaboration and investigates whether XAI exacerbates or mitigates these biases. 

A critical aspect of this thesis is the examination of XAI’s role as a "second opinion" in clinical 
settings. This research aims to investigate the potential risk of False Confirmation errors, where 
clinicians and AI mutually reinforce each other's incorrect conclusions, which can jeopardize 
diagnostic accuracy (Rosenbacke et al., 2024a). 

Finally, I aim to assess the generalizability and robustness of my findings across different 
datasets and medical contexts. By examining the consistency of these cognitive errors, 
particularly False Confirmation errors, in varied clinical environments, the research aims to 
establish a broader, more reliable framework for clinician-AI interactions (Rosenbacke, Melhus 
and Stuckler, 2024). 

The aim of the thesis kappa is to synthesize the key findings across the five individual papers 
and highlight how their collective insights generate synergies that go beyond what each paper 
could achieve in isolation. Without the integration provided in the kappa, the connections and 
interplay between the papers might remain obscured. The kappa brings these threads together, 
making the sum of the thesis more valuable and impactful than the individual parts. It draws on 
the distinct contributions of each paper to build a comprehensive framework for understanding 
the cognitive challenges and dynamics in human-AI collaboration, emphasizing how these 
insights collectively advance our understanding of optimizing AI in clinical settings. 

Before presenting each of the five interlinked empirical studies and corresponding research 
questions that form the core of this thesis, I will outline the interdisciplinary approach, discuss 
my research philosophy, and review the relevant theoretical models and methodologies that 
guide this work.  
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Interdisciplinary	approach		
Drawing on different disciplines, this thesis adopts a multi-faceted approach to explore how 
clinicians collaborate with AI systems. The study utilizes both qualitative and quantitative 
methods, including a systematic literature review, field study data sets from Sweden and 
Germany, statistical analyses, and qualitative interviews. Through this diverse methodology, the 
thesis seeks to provide a comprehensive understanding of the opportunities and risks associated 
with human-AI collaboration in clinical practice while also addressing the broader governance 
and ethical challenges. 

Approach	and	Positioning	
This thesis is positioned at the crossroads of several key disciplines, reflecting the multi-
disciplinary nature of research at the Center for Corporate Governance and the Department of 
Digitalization at Copenhagen Business School. By integrating perspectives from corporate 
governance, digitalization, healthcare, computer science, and cognitive psychology, the research 
addresses the complex interplay between AI systems and human decision-making within 
healthcare (Figure 3). 

 

Figure 3: Interdisciplinary approach 

The transformation of healthcare through digitalization and AI technologies forms the core of 
this study. Concepts like digital transformation are vital, reflecting the integration of advanced 
technologies into healthcare processes, with a particular focus on clinical decision-making. In 
addition to this thesis, I have also published papers related to digital transformation in the care 
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of migraine patients (Nyberg, Rosenbacke and Ben-Menachem, 2024) and ADHD patients 
(Rosenbacke et al., 2022). 

At its foundation, the study investigates the corporate governance and oversight of AI 
integration into healthcare institutions, assessing the ethical, regulatory, policy and 
accountability frameworks necessary when utilizing AI systems (McKee, Rosenbacke and 
Stuckler, 2024; Rosenbacke et al., 2024a). This includes understanding how AI reshapes 
decision-making authority and responsibility within healthcare organizations. 

The cognitive underpinnings of decision-making are explored through the lens of cognitive 
psychology, particularly how clinicians trust, interpret, and respond to AI recommendations 
(Rosenbacke, 2024a; Rosenbacke et al., 2024b; Rosenbacke, Melhus and Stuckler, 2024). This 
research draws on cognitive theories to explain biases, heuristics (Rosenbacke, 2024b), and 
mental models (Rosenbacke, 2024a) that influence how clinicians interact with AI in clinical 
settings. 

The study delves into how clinicians interact with AI systems in real-world settings 
(Rosenbacke, 2024a) through principles of human-computer interaction (HCI). This approach 
helps explore usability and overall user experience, which are critical to understanding how AI 
tools can facilitate trust, ease of use, and efficient collaboration between humans and machines. 

Information systems (IS) play a vital role in this research, providing the infrastructure for how 
data-driven technologies, including AI systems, collect, process, and present information to 
clinicians. IS is key to understanding how AI integrates into healthcare workflows (Rosenbacke 
et al., 2024a), ensuring data security, interoperability, and decision support. 

IT and e-health provide the technological foundation for AI systems, covering the development 
of tools like XAI and their practical implementation in clinical environments (McKee, 
Rosenbacke and Stuckler, 2024). This research explores how the operationalization of AI and 
the digital healthcare platforms are transforming patient care. 

The combination of these diverse disciplines creates a unique vantage point, enabling the thesis 
to bridge gaps between corporate governance (responsibility and accountability frameworks), 
digitalization and IS (technical and operational capabilities), and the human-centered focus of 
clinical practice (psychology, HCI, and healthcare). This interdisciplinary approach allows for a 
comprehensive understanding of both the opportunities and cognitive challenges involved in 
integrating AI into healthcare workflows. This synthesis is closely aligned with the pragmatic 
philosophy, emphasizing a balance between theory, evidence based medicine and practical 
outcomes in real-world contexts. 
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Philosophy	of	science:		
In this thesis, the integration of artificial intelligence within healthcare is examined from a 
pragmatic perspective, emphasizing practical relevance and real-world problem-solving 
(Alvesson and Sandberg, 2011). Pragmatism, as rooted in the works of philosophers like John 
Dewey, prioritizes actionable knowledge and focuses on resolving tangible issues (Morgan, 
2014; Kaushik and Walsh, 2019).  This approach insists not only on theoretical exploration but 
also on the empirical validation of AI benefits to clinical decision-making and patient outcomes 
(Alvesson and Sköldberg, 2000). Explainable AI takes a central role in this research, reflecting a 
commitment to demystifying AI decision-making processes, thereby enhancing transparency 
and balancing trust among clinicians (Alvesson and Kärreman, 2007). 

This pragmatic stance is particularly suited to the complex interactions between clinicians and 
AI, where theoretical constructs must be empirically tested to yield concrete benefits in clinical 
decision-making and patient outcomes. By prioritizing actionable insights, pragmatism provides 
a flexible and outcome-oriented approach that aligns well with healthcare needs, especially as 
clinicians integrate AI systems into diagnostic and therapeutic processes. 

A key aspect of pragmatism is its flexibility in methodology, particularly in mixed-methods 
research, as employed in this thesis. Creswell et al. argue that mixed methods are inherently 
pragmatic, allowing researchers to employ both qualitative and quantitative techniques to 
answer research questions effectively (Creswell and Plano, 2017). In studying clinician-AI 
collaboration, this research combines experimental data with qualitative insights, providing a 
comprehensive view of the cognitive and practical challenges clinicians encounter. This mixed-
methods approach underscores the pragmatic focus on utility, which Dewey described as a 
measure of truth in terms of practical application (Kaushik and Walsh, 2019). Pragmatism’s 
inherent flexibility supports methodological pluralism, allowing the researcher to adapt the 
methods to the problem at hand rather than adhere rigidly to a single epistemological stance 
(Morgan, 2014). 

Epistemologically, which refers to the study of what we can know and how we can know it, this 
research emphasizes “epistemic utility,” which refers to the practical value of knowledge in a 
real-world context. In simpler terms, this means that the research values knowledge that 
clinicians can use directly to make better decisions. In this study, it’s not enough for AI to 
produce information—it must also provide insights that genuinely help clinicians diagnose more 
accurately and improve patient care. This aligns with philosopher John Dewey’s view that 
knowledge should be a tool for action, emphasizing that useful, applicable knowledge is more 
valuable than abstract theories alone (Kaushik and Walsh, 2019). 

Ontologically, which refers to how we see or define what is real or true, pragmatism permits a 
functional view of AI, regarding it not as a “self-thinking” autonomous entity but as a 
collaborative tool that complements clinical expertise. Pragmatism’s rejection of rigid categories 
supports this perspective, focusing on the roles AI assumes in healthcare based on its practical 
applications rather than on strict definitions (Morgan, 2014). The trust that clinicians place in AI 
is scrutinized in light of AI's ontological nature—how XAI transforms the "black box" into a 
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"glass box" of understandable and actionable information (Alvesson and Sandberg, 2011). Thus, 
AI is viewed as a flexible partner in the clinical environment, adapting to the needs of clinicians 
rather than operating in isolation. 

Ethically, pragmatism, with its focus on the consequences of actions, provides a guiding 
framework for the responsible integration of AI in healthcare. In clinical settings, this pragmatic 
approach emphasizes transparency, accountability, and practical utility, which are essential for 
the ethical deployment of AI. This framework is particularly relevant for upholding patient 
autonomy, ensuring informed decision-making, and preserving clinicians' roles in AI-supported 
environments, where human oversight is indispensable for ethical and safe practice. 

While evidence-based medicine (EBM) traditionally relies on empiricist and positivist 
principles, emphasizing objective observation and reproducibility in clinical practice 
(Timmermans and Mauck, 2005; Straus et al., 2019), the practical challenges of clinical settings 
have increasingly led to the integration of pragmatism as a complementary philosophy. 
Pragmatism is compatible with EBM’s focus on real-world applicability, particularly in complex 
cases that may not fit neatly within the framework of randomized controlled trials (Tonelli, 
2006; Greenhalgh, 2019). In practice, medical decision-making often involves balancing 
empirical evidence with clinician expertise, patient preferences, and situational factors—
elements that align well with a pragmatic approach. 

Pragmatism’s adaptability allows for "what works" in specific contexts, a concept foundational 
to “implementation science” (Bauer and Kirchner, 2020) and “patient-centered care” (Epstein 
and Street, 2011) approaches. Unlike pure empiricism, pragmatism supports the integration of 
qualitative insights, subjective experiences, and clinician expertise, allowing evidence to be 
adapted to individual patient cases. Clinicians frequently encounter unique cases that deviate 
from the typical conditions studied in randomized controlled trials. Pragmatism, therefore, 
encourages a flexible approach to applying evidence, one that respects the situational nuances 
and ethical considerations inherent in patient care (Creswell and Plano, 2017). 

In summary, pragmatism provides a flexible, problem-centered approach to clinician-AI 
collaboration, supporting methodological adaptability and a focus on outcomes. By adopting a 
pragmatic stance, this thesis seeks to yield findings that are both theoretically rigorous and 
practically meaningful, advancing our understanding of AI’s role in healthcare and contributing 
to the development of safer and more effective AI systems. 

Next, by building on the pragmatic approach's focus on practical outcomes, I elaborate on 
established decision-making models to interpret the cognitive processes clinicians experience 
when collaborating with AI. 

Models	for	decision-making	
To interpret the cognitive challenges and the decision-making process for the clinicians in the 
studies, I mainly draw upon the dual process model (Wason and Evans, 1974). Wason and 
Evans argue that there is a difference between unconscious behavior and conscious thought. The 
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dual process model was later popularized by Daniel Kahneman as two systems of thinking—
System 1, which is fast, automatic, and intuitive, and System 2, which is slower, more 
deliberate, and more reason-based (Kahneman, 2011). 

The most common critiques against Kahneman’s dual-process theory, particularly from scholars 
like Gary Klein (Klein, 2015) and Gerd Gigerenzer (Gigerenzer and Gaissmaier, 2011), focus on 
the overemphasis on cognitive biases and the underestimation of the power of intuition in expert 
decision-making. Klein, an advocate for naturalistic decision-making, suggests that Kahneman's 
model underrepresents how experts can make accurate decisions rapidly through pattern 
recognition and experience without the slow deliberation that Kahneman's System 2 suggests. 
Gigerenzer, meanwhile, criticizes Kahneman for not giving enough credit to heuristics' adaptive 
value. He sees heuristics as fast, frugal, and often accurate tools that can guide decision-making, 
especially in an uncertain world. 

Psychologists hold differing opinions on whether heuristic errors stemming from System 1 can 
be corrected. One dominant perspective asserts that these errors cannot be rectified; at best, 
decision-makers can become aware of common decision-making pitfalls and attempt to avoid 
them. As the creator of the dual-process theory, Kahneman states, "It’s false to hope that if you 
become more aware of your errors you will make better decisions" (Matias, 2017). Conversely, 
Klein’s naturalistic decision-making approach offers a more optimistic view. This approach does 
not separate heuristic and systematic processes but rather explores the comprehensive cognitive 
processes that allow decision-makers to manage and regulate their reasoning (System 2) 
alongside their intuition (System 1) (Klein, 2015). Similar to Klein, Ackerman and Thompson 
argue that decision-makers can balance intuitive, heuristic, and deliberate reasoning activities by 
employing metacognition (Ackerman and Thompson, 2017). 

In addition, Bandura's social cognitive theory emphasizes the role of self-efficacy in decision-
making. According to Bandura, enhancing one's belief in their ability to make effective 
decisions can improve the use of both intuitive and deliberate reasoning, thereby potentially 
reducing errors (Bandura, 1986). This perspective adds the dimension of self-confidence and 
social learning to the discussion, suggesting that cognitive and emotional factors play a crucial 
role in managing decision-making processes. By fostering a stronger sense of self-efficacy, 
individuals may better leverage their cognitive abilities, aligning with Klein’s and Ackerman 
and Thompson's views while also highlighting the importance of belief in one's capabilities. 

Previous studies, (Buçinca, Malaya and Gajos, 2021; Naiseh, Cemiloglu, et al., 2021; Bertrand 
et al., 2022), tend to draw more on Kahneman’s work to better understand the potential 
cognitive challenges in physician-AI collaboration while others (Jussupow et al., 2021) use 
Klein’s and Ackerman’s approach that decision-makers can control and monitor their reasoning 
process to avoid being influenced by heuristics. Following this, I will elaborate on the 
categorization of decision-making outcomes, providing a structured framework for analyzing 
and interpreting these results.  
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Model	for	categorizing	decision-making	outcomes	
When it comes to a model for categorizing decision-making outcomes, I draw on the work of 
Jussupow et al., see Figure 4, which categorizes the possible missteps that can arise during 
human-AI interaction (Jussupow et al., 2021). Building upon their 2x2 matrix, I introduce 
distinct labels for each quadrant, elucidating the nature of four potential errors: True 
Confirmation, True Conflict error, False Conflict error, and False Confirmation error. This 
contrasts with Jussupow et al.’s original taxonomy of “confirmation I and II” and 
“disconfirmation I and II.” I contend that distinguishing between these errors is crucial, both 
conceptually and in terms of their cognitive implications.  

 

Figure 4: Model for categorizing decision-making outcomes adopted from Jussupow et al. 

However, this 2x2 cross-table has its constraints. It resembles of a confusion matrix used in 
machine learning (Zhang et al., 2021) since it offers a crisp classification system for decision-
making outcomes. However, its binary structure is less effective in the medical decision-making 
context, where uncertainty prevails, and the 'maybe' answers cannot be ignored. These 
intermediate cases, where neither a clear positive nor negative can be asserted, challenge the 
matrix's dichotomous approach. Furthermore, the reliance on a gold standard for diagnostic 
accuracy is problematic in the medical field, where the truth is a shifting concept. The 
expectation of 100% certainty in diagnosis from AI or clinicians is unattainable; the ground truth 
is not always clear, as often evidenced when a patient’s cause of death is not definitively known 
(De Koning et al., 2003). This issue is compounded in patients with comorbidities, who present 
with multiple interlinked diseases that can obscure and complicate the diagnostic process. In 
essence, the utility of the 2x2 matrix is constrained by the complex realities of medical practice, 
which frequently exist in the gray areas between the binary opposites of traditional classification 
systems. 

Methods	and	materials	
This study utilizes a mixed-methods approach to analyze AI impact on clinical decision-making, 
integrating qualitative and quantitative data for a more holistic perspective. Pragmatism, which 
values methodological flexibility, supports this combination of methods to address my complex 
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research questions effectively (Creswell and Plano, 2017). This approach aligns with the view 
that the “truth” of a method is in its practical application, focusing on insights that enhance real-
world utility (Kaushik and Walsh, 2019). By embracing pragmatism, this research adapts 
methods to the research problem itself, embodying methodological pluralism (Morgan, 2014). 

My research employs a variety of methodological approaches to examine the role of AI in 
clinical decision-making. The methodology draws from established frameworks in both medical 
research and information systems, ensuring a rigorous and systematic approach to data 
collection and analysis. Through the use of systematic literature reviews, field studies, thematic 
analyses, and statistical analyses, this thesis explores the cognitive, technical, and social 
dimensions of human-AI collaboration in healthcare settings. 

Systemic	literature	review	methodology	
In the medical field, the hierarchy of evidence pyramid (Yetley et al., 2017) is often used to 
describe the quality of evidence as shown in Figure 5. The pyramidal shape qualitatively 
integrates the amount of evidence generally available from each type of study design and the 
strength of evidence expected from indicated designs. In each lower level, the amount of 
available evidence generally declines. Study designs in higher levels of the pyramid generally 
exhibit increased quality of evidence and reduced risk of bias. Confidence in causal relations 
increases at the upper levels. Meta-analyses have the highest level of evidence followed by 
systematic reviews.  

 

 

Figure 5: Hierarchy of evidence pyramid (Yetley et al., 2017). 
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A systematic review differs from a conventional narrative literature review in that it involves a 
structured and replicable process summarizing the current research. Systematic reviews 
developed from the health sciences and other fields is now making its way into Information 
Systems (IS) research (Okoli and Schabram, 2012; Boell and Cecez-Kecmanovic, 2015).  

In Paper I, we searched two different databases (PubMed and Web of Science), following the 
PRISMA guidelines (Page et al., 2021). Studies were included if they empirically measured the 
impact of XAI on clinicians’ trust, using either cognition- or affect-based measures. A total of 
778 articles were screened. Ten of them fulfilled the inclusion and the exclusion criteria and 
were further analyzed. For further details, refer to Paper I (Rosenbacke et al., 2024b). 

Swedish	field	study	data	set	
The impact of AI advice, as compared with XAI advice, on physicians' decision-making 
processes was investigated in a field study (Rosenbacke, 2024a). The algorithms were applied to 
data extracted from a previous vaccination trial conducted at the Department of 
Otorhinolaryngology, Head and Neck Surgery, Lund University Hospital, Lund, Sweden 
(Gisselsson-Solén et al., 2014, 2015) concerning risk predictors of recurrent middle ear 
infections (rAOM) in young children.  The data set presented a near-ideal scenario. The data 
was meticulously close to what one might consider 'ground truth'. The patient cases of otitis 
media, characterized by recurrent ear infections, were documented with a high degree of 
precision—affirmed by the definitions and diagnoses established by medical professionals. This 
level of detail and accuracy in the data set not only bolstered the credibility of the study but also 
provided a strong foundation for evaluating the algorithm, firmly anchoring it in the realities of 
clinical practice. 

Physicians were presented with both correct and incorrect AI advices (60% accuracy), and their 
decision-making processes were followed in three steps: i) an initial part where physicians 
diagnose patients’ risk of recurrent middle ear infections; ii) a second part where physicians 
have the opportunity to update their judgment when provided with AI advice; iii) finally, the last 
part where physicians had a second opportunity to update their judgment when provided with 
XAI. In total, the physicians made 330 judgments. 

Eleven physicians (nine males and two females) with a range of medical specialties and from 
three Swedish hospitals participated in the study. Five were Ph.Ds. The study did not mandate 
prior AI experience. For further details, refer to Paper II (Rosenbacke, 2024a).  

German	field	study	data	set	
The research by Chanda et al. (2024) on malignant melanoma presents notable parallels to the 
investigation I conducted in my Paper II.  

For this data set, AI accuracy was 80% and followed in three steps: i) an initial part where 
clinicians diagnose malignant melanoma; ii) a second part where clinicians were provided with 
AI advice; iii) finally, the last part where clinicians were provided with XAI (Chanda et al., 
2024). For further details, refer to Paper V and related studies (Rosenbacke, Melhus and 
Stuckler, 2024; Weis et al., 2024; Wies, Hauser and Brinker, 2024), and the original study XAI 
(Chanda et al., 2024). 
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Leveraging their extensive dataset, I was able to re-apply my framework and method from Paper 
II and test the reproducibility of the outcomes in my study on a significantly larger scale. Their 
work provided important data for quantifying the instances of False Confirmations as well as 
True and False Conflicts that occur when clinicians engage with AI in decision-making 
processes. The dataset included decision-making instances from 109 clinicians, encompassing a 
total of 4,512 decisions. (Chanda et al., 2024).  

Quantitative	data	methods	
The focus was initially on quantifying physicians' switching decisions—instances where doctors 
either altered or maintained their initial clinical judgment upon exposure to AI or XAI. A heat 
map was generated to visualize patterns, which were subsequently labelled and tallied. The 
dataset underwent multifaceted analysis, examining scenarios where AI was accurate or 
erroneous, as well as breaking down the data per patient, per physician, and per type of decision. 
For further details, refer to Paper II (Rosenbacke, 2024a). 

I tested the statistical significance (p<0.05) of physician switches with AI and XAI in different 
ways. Following prior papers as a validation exercise (Chanda et al., 2024), we tested whether 
AI led to improvements in decision-making accuracy, using t-tests to compare the accuracy of 
decisions with and without AI/XAI. I also applied a chi-squared test to observe whether 
departures from original decisions were beyond what could be expected through random 
decision-making. I also performed multivariate regression to quantify the added benefit of AI 
and XAI on overall diagnostic accuracy, adjusting for potential confounding factors, such as 
individual patient effects. For further details, refer to Paper II. 

Qualitative	data	methods	
In Paper II and III (Rosenbacke, 2024a, 2024b), investigating the decision-making processes of 
clinicians, the study adopted qualitative data collection methods that offered insight into the 
cognitive underpinnings of medical diagnosis. I used semi-structured interviews complemented 
by "think-aloud" protocols, (Van Someren, Barnard and Sandberg, 1994), a technique that 
enables participants to verbalize their thoughts in real-time as they engage in diagnostic tasks. 
This method is particularly valuable for capturing the sequence and structure when studying 
cognitive challenges. 

Compared to structured interviews or surveys, the semi-structured nature of these interviews 
afforded a degree of flexibility, allowing for deeper exploration of topics as they arose naturally 
during the dialogue. The "think-aloud" component provided a live commentary of the 
physicians' reasoning, giving me a window the mental operations that guided the physicians’ 
judgment. 

Other qualitative methods, such as focus groups or narrative analysis, may reveal broader 
patterns and shared experiences but can lack the specificity and detail that "think-aloud" 
protocols can elicit when examining individual cognitive processes. 

The "think-aloud" method is not without limitations. It relies on participants' ability to articulate 
their thought processes, which can be challenging under the cognitive load of complex tasks. 
Moreover, physicians might have been influenced by the observer's paradox (Gordon, 2013)—
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the presence of me, as a researcher with open-ended questions, may have altered the behavior of 
the physicians.  

A thematic analysis was conducted on the qualitative dataset following Braun and Clarke's 
methodology (Braun and Clarke, 2006, 2012). It involves 6 stages: 1) Familiarization with the 
data, 2) Generating codes, 3) Searching for themes, 4) Reviewing themes, 5) Defining and 
naming themes, and 6) Writing (Paper II and III). 

Software	
The software used in the different studies are shown in Table 1. 

Software Paper 

Mendeley reference manager II-V 
Microsoft Excel I-V 

Microsoft Word  I-V 
Random forest: Python package (API 
Reference — scikit-learn 1.1.3 
documentation) 

II, III 

R software for statistical computing and 
graphics 

V 
 

SPSS II, V 

XAI: SHapley Additive exPlanations (SHAP) II, III 

Zotero reference manager I 

Table 1: Software. 

To conclude, this research employed a mix of systematic review, quantitative, and qualitative 
methods to investigate human-AI collaboration in healthcare settings. With quantitative data 
methods offering a macro perspective on decision accuracy and qualitative approaches capturing 
the nuances of human cognition, this mixed-methods approach allowed for a multidimensional 
exploration. 

The following chapter will build upon these methodologies by diving into the problematization 
of current literature and a summary of the key findings and contributions of each of the five 
included papers in the thesis, with a focus on decision-making errors, trust in AI, and the 
cognitive mechanisms shaping human-AI interaction. 

  



Cognitive Challenges in Human-AI Collaboration 

  33 

Cognitive	challenges	in	Human-AI	collaboration	
In this chapter, I explore the cognitive challenges in human-AI collaboration, focusing on how 
clinicians engage with AI systems and the errors that arise in this interaction, as presented in 
five interconnected papers.  

In the first paper, I conducted a systematic literature review (published in the Journal of Internet 
Medical Research AI) to determine if explainable AI increases trust among clinicians 
(Rosenbacke et al., 2024b). While most studies suggested that XAI enhances trust, I found that 
overreliance on AI due to increased trust can lead to new errors when the AI advice is incorrect. 
This finding called for a deeper exploration of the balance between trust and accuracy, leading 
to the second paper. 

Most existing literature focuses on whether and to what extent physicians adjust their decision-
making when AI models are correct, but there is little research on how XAI impacts diagnostic 
accuracy. In the second paper, I developed a framework categorizing different types of errors in 
AI-human collaboration. It highlighted how clinicians navigate incorrect and correct AI advice, 
revealing that while XAI can improve accuracy by convincing incorrect clinicians to change, it 
can also mislead them when the AI advice is wrong (Rosenbacke, 2024a). This paper 
demonstrates the importance of understanding the cognitive biases behind these errors, which 
are further explored in the third paper. 

In the third paper (published in Proceedings of ECIS 2024), I analyzed the cognitive biases and 
heuristics—such as commitment bias and false confirmation bias—that drive decision-making in 
AI-human collaboration (Rosenbacke, 2024b). These biases explain why clinicians may either 
over-rely on or reject AI advice, leading to errors. These insights form the basis for the 
discussion in the fourth paper, which addresses the role of AI as a second medical opinion. 

The fourth paper contributes to a debate in the British Medical Journal of Ethics on whether AI 
can act as a reliable second opinion in clinical settings (Rosenbacke et al., 2024a). My findings 
emphasize the dangers of False Confirmation errors, where clinicians stop investigating after 
being incorrectly confirmed by AI advice. These errors can reduce accuracy by up to 30 
percentage points, highlighting the risks of using AI and XAI without proper oversight. This 
prompted me to test the reproducibility of these findings. 

In my fifth paper (published in Nature Communications), I applied my framework to a larger 
dataset from a previous study published in the same journal (Chanda et al., 2024; Rosenbacke, 
Melhus and Stuckler, 2024). This replication confirmed my previous findings, showing that the 
same errors occur in different clinical contexts, demonstrating the robustness of my framework.  

Together, these papers provide a comprehensive understanding of the cognitive challenges in 
human-AI collaboration and offer valuable guidance for improving AI integration in healthcare. 
These contributions are distinct and represent, to my knowledge, the first thorough exploration 
of how cognitive bias, trust dynamics, and diagnostic errors in human-AI collaboration intersect. 
What makes this body of work particularly powerful is that each paper adds a unique layer to the 
understanding of these interactions, while the combined insights form a synergistic whole. The 
sum of the findings in the kappa offers a more comprehensive understanding than what each 
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single paper could provide on its own, creating a framework that is not only novel but greater 
than the sum of its parts. 

A	systematic	literature	review	to	understand	trust	in	XAI	(Paper	I)	
Problematization	
Recent developments in explainable AI seek to address the transparency problem, particularly in 
sensitive domains like healthcare, where opaque AI systems often struggle to gain user trust 
(Nazar et al., 2021; Loh et al., 2022). XAI promises to bolster decision confidence by providing 
clearer insights into how AI reaches its conclusions, thereby fostering greater clinician 
engagement and improving safety and adoption rates (Antoniadi et al., 2021; Evans et al., 2022; 
Chanda et al., 2024). However, critics argue that current XAI systems may oversimplify 
complex AI processes, risking misunderstandings and misplaced trust (Ghassemi, Oakden-
Rayner and Beam, 2021). Despite these limitations, proponents like Reddy (2022) emphasize 
XAI’s alignment with evidence-based medicine, advocating for its role in enhancing clinical 
accountability and patient autonomy. 

Ultimately one way to resolve this debate is through data; by evaluating whether and how 
clinicians engage with XAI, and whether or not they outperform AI. However, partly owing to 
the novelty of XAI, there is a lack of research on trust and uptake of XAI, and whether it could 
improve the decision-making and ultimate patient outcomes over and above AI alone. 

Although it is highly plausible that XAI could enhance trust in AI systems, as suggested by 
Reddy, recent systematic reviews indicate a lack of concrete evidence to support this 
assumption, most papers just assume that explanations will increase trust. One systematic review 
found that most studies neglect trust, instead evaluating user satisfaction as an indicator of 
whether or not explanations are effective (Jung et al., 2023). Only two studies out of the 882 
screened articles actually discussed the impact of XAI on clinicians trust (Jung et al., 2023). 
Another systematic review focused on explanations to the end-using clinician to create a 
trustworthy environment. However, they only assume that transparency and explanations go 
hand-in-hand with clinicians trust in the algorithm (Nazar et al., 2021); another review 
speculated that XAI could enhance decision confidence and trust for clinicians (Antoniadi et al., 
2021), while another forcefully argued that XAI could instill trust in the users, and assist 
clinicians in decision-making (Giuste et al., 2023). The systematic reviews suggest that 
providing explanations for AI algorithms promote transparency, which in turn can enhance the 
perceived trustworthiness of the algorithm. Knowing the inner workings of the algorithms is 
believed to foster a sense of reliability in the technology. However, this perceived 
trustworthiness is not synonymous with the actual behavior of trust by clinicians. The choice of 
clinicians to trust and follow AI advice is distinct from the notion that an algorithm is 
trustworthy simply because it has higher accuracy than human clinicians.  

Curiously, these researchers, despite conducting extensive reviews, appear to presuppose that 
XAI will boost clinicians' trust and their likelihood of using AI recommendations. Yet empirical 
support for this is scarce, which leads to my first research question:  
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RQ1: How does XAI impact clinicians' trust based on empirical evidence? 

To address this question, I conducted a systematic literature review, Paper I (Rosenbacke et al., 
2024b), published in the Journal of Internet Medical Research AI. I evaluated empirical 
evidence of the impact of XAI on trust and uptake in physician-AI collaboration. As discussed 
in the methods section, systematic reviews are frequently employed in health sciences and, 
increasingly, in Information Systems research. This method differs from a conventional 
narrative literature review in that it involves a structured, transparent, and replicable process for 
gathering, appraising, and summarizing the current research and professional contributions 
(Okoli and Schabram, 2012; Boell and Cecez-Kecmanovic, 2015).  

Key	findings	and	contribution	
Many argue that XAI can build trust by making AI decisions more transparent. My research 
provides, to the best of my knowledge, the first systematic empirical evidence supporting this 
claim; however, it also reveals an important caveat: the increased trust in XAI can sometimes 
lead to overreliance, especially when AI-generated advice is incorrect.  

Briefly, I found that the vast majority of studies report greater clinician trust in XAI over AI 
without explanations. Noteworthy, two studies found explanations could decrease trust, 
especially when physicians could not understand the explanation provided. In general, the 
included studies paid scant attention to the phenomenon of “too much trust”, or overreliance, 
which can manifest as blind trust. A few studies also highlighted the difference between affect-
based trust /System 1) and cognitive-based trust (System 2) (Naiseh, Al-Thani, et al., 2021; 
Naiseh et al., 2023). This points to the cognitive challenges associated with how explanations 
are presented, as well as searching for means to better optimize trust.  

It also emerged from the review that studies had yet to investigate how trust related to AI 
performance. Specifically, doctors could trust XAI, but in so doing, make more errors if AI was 
actually incorrect. In a study where pathologists used AI to detect cancer, the authors concluded 
that when the AI advice was incorrect, overall accuracy decreased significantly, irrespective of 
clinicians’ experience or how difficult the case was (Kiani et al., 2020). Hence, more detailed 
studies are needed to identify the dynamics of trust and decision-making in relation to the actual 
accuracy achieved in AI-clinician collaborations, especially when the AI advice is incorrect, 
which leads us to my second paper. 

Errors	in	human-AI	collaboration	and	associated	cognitive	challenges		
(Paper	II)	
Problematization	
Prior studies have tended to focus on whether and to what extent physicians adjust their 
decision-making when AI models are correct or perform significantly better than clinicians. To 
the best of my knowledge, the only study to examine the cognitive difficulties faced by 
clinicians when AI systems provide erroneous advice is by Jussupow and colleagues (2021). 
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This study focuses solely on AI, but I extend the research by incorporating XAI to provide a 
more comprehensive understanding. In their seminal work, they note that “most prior work has 
assumed that provided [AI] system advice is correct and beneficial. In doing so, it has largely 
neglected the cognitive challenges entailed in incorrect system advice”(Jussupow et al., 2021).  

It is worth noting that, even with best efforts and significant algorithmic improvements, AI will 
not achieve 100% accuracy in the foreseeable future. As long as AI remains imperfect, 
explanations will be an important instrument to identify potential errors, for example, since 
medical data sets are naturally imperfect (Amann et al., 2020). Yet even if perfect accuracy were 
theoretically attained, there is no assurance that the AI system would be devoid of biases, 
particularly when trained with diverse and intricate datasets typical in medical contexts that 
differ from clinical practice (Reddy, 2022). 

Since AI is imperfect, like any model, it is critical to investigate the cognitive processes that 
doctors implement to evaluate it when AI models provide results that are incorrect (Jussupow et 
al., 2021; Naiseh et al., 2023). Drawing on the work of Jussupow et al., Figure 6 categorizes the 
possible missteps that can arise during human-AI interaction (Jussupow et al., 2021). I extend 
their 2x2 matrix to label each quadrant to highlight the four possible errors, which I label: True 
Confirmation, True Conflict error, False Conflict error, and False Confirmation error. In the 
original, Jussupow classified only “confirmation I and II” and “disconfirmation I and II”, yet, as 
I will argue and demonstrate, it is fundamental to differentiate these errors and their associated 
cognitive underpinnings.  

    

Figure 6: Potential errors in Human-AI collaboration and decision-making, adapted from 
Jussupow et al., (2021). 
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Taking each of the four decision-making outcomes where errors can arise (either by the 
physician or the AI or both) in turn: 

i) True Confirmation: The first confirmation occurs when both the clinical diagnosis 
and the AI advice are correct. In normal cases this is not a source of error unless the 
physicians suddenly change mind and override both their initial clinical diagnosis 
and the AI advice.  

ii) True Conflict errors: The first conflict occurs when there is a discrepancy between a 
physician’s incorrect clinical diagnosis and the correct diagnosis made by AI. This 
situation creates a dilemma for the physician: should they adhere to their own clinical 
assessment or override their initial judgment, trusting the "black-box" AI prediction? 
Adding explanations to the AI advice is an intervention that can potentially reduce 
these errors.  

iii) False Conflict errors: A second conflict emerges when physicians are correct, but AI 
makes an incorrect judgment. Using and trusting a correct algorithm is intuitively a 
correct judgment; however, algorithms can err, and in this conflict scenario, high 
trust by physicians can potentially be counterproductive. Explanations for AI advice 
can potentially lead to physician overreliance by creating a false sense of trust in the 
AI’s decision-making process. 

iv) False Confirmation errors: The third main error arises when both the physician and 
AI system are incorrect. In this case, the AI falsely confirms a physician’s erroneous 
judgment, which could create a false degree of confidence. When conflict occurs 
between clinical diagnosis and AI, it may seem natural for physicians to probe the 
underlying reasons for this divergence. However, this error has been described as a 
clinical “worst-case scenario” as clinicians potentially will fail to detect the problem 
(Jussupow et al., 2021). 

The prevalence and impact of different types of errors on diagnostic accuracy, particularly how 
they differ between AI and XAI systems, and how they vary with physicians' experience or 
specialization, are not yet well understood. Clarifying these variations is essential to improve 
diagnostic reliability and AI-human collaboration in clinical settings. 

In True Conflict cases, there is evidence that clinicians are quite ‘sticky’ and unlikely to adjust 
their decision-making. This ‘stubbornness’ in the face of new evidence is not only seen with AI 
but also in reluctance to adopt new technologies and diagnostic tools into their practice 
(Petersson et al., 2022). Qualitative studies have suggested that physicians, like humans in 
general, are “resistant to change” and “creatures of habit” (Gupta, Boland and Aron, 2017). 
Extensive research has proposed that XAI, with its explanations, is an intervention that will help 
clinicians to understand the AI rationale and foster greater AI uptake in clinics (Antoniadi et al., 
2021; Evans et al., 2022; Reddy, 2022; Haque, Islam and Mikalef, 2023; Chanda et al., 2024). 
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Turning to False Conflicts, the main threat is that AI convinces a physician with low decision 
confidence to switch from a correct to an incorrect diagnosis. While on the surface, this may 
seem unlikely, there is evidence, partly summarized above, that this indeed does happen, 
especially with XAI (Ribeiro, Singh and Guestrin, 2018; Lucic, Haned and de Rijke, 2020). For 
instance, explanations might engender undue confidence in AI recommendations; researchers 
have found that simply providing explanations boosts trust in the AI prediction, a “mere 
exposure effect” (Kliegr, Bahník and Fürnkranz, 2021), (note that this definition differs from the 
term "mere exposure effect" originally coined by Zajonc (Bornstein and D’Agostino, 1992).  
Eiband and colleagues demonstrate that placebic (false) explanations can engender a level of 
trust comparable to genuine explanations (Eiband et al., 2019). Additional research (Fürnkranz, 
Kliegr and Paulheim, 2020; Chromik et al., 2021; Nourani et al., 2021) has revealed that 
explanations can lead to cognitive errors, such as backward reasoning, a cognitive process where 
individuals begin with a conclusion and work backward to find supporting evidence, often 
overlooking contrary evidence.  

A much more devious cognitive challenge occurs in cases of False Confirmation, where the AI 
and its explanations confirm the clinician’s initial incorrect clinical diagnosis. An undue trust in 
an explainable AI system can emerge from confirmation bias (Wang et al., 2019), a 
psychological tendency where humans are more likely to trust an AI system that consistently 
produces outputs aligning with their pre-existing beliefs or initial hypotheses (Naiseh et al., 
2023), and a reluctance to seek disconfirmatory evidence. This over-reliance on XAI can pose 
significant risks, particularly when the outputs of the systems are erroneous but reaffirm the 
user's prior convictions (Naiseh et al., 2023). These findings underscore the risks of 
implementing AI system explanations in critical situations without confirming their congruence 
with the cognitive mechanisms of users (Bertrand et al., 2022). However, previous research has 
yet to investigate whether and to what extent False Confirmation errors occur in XAI 
collaboration, and how they can potentially be mitigated. The only prior study, to my 
knowledge, reported False Confirmation in cases of human-AI collaboration as the “Worst-case 
scenario as decision makers do not detect problem,”  noting “participants felt confirmed by 
incorrect [AI] advice” (Jussupow et al., 2021). 

It is clear that more research is needed to identify these specific errors and how they are 
improved or exacerbated by differing features of AI and XAI. For example, Jussupow and 
colleagues, who found physicians' metacognitive challenges when aided by AI hindered 
accuracy gains, called for research on whether explainable AI may help overcome these 
challenges (Jussupow et al., 2021). Evans and colleagues call for “empirical studies of user 
interaction with explainability elements embedded into more true-to-life workflow would 
provide further valuable insights.” (Evans et al., 2022). Furthermore, Naiseh and colleagues call 
for “future work to explore XAI design modalities and principles to mitigate potential over-
reliance risk when explanations are provided” (Naiseh et al., 2023). In response to these calls 
for research, I elaborate a series of study designs to investigate the cognitive challenges, trust or 
decision confidence implications, and potential errors introduced by XAI with the following 
second research question: 
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RQ2: What are the implications of trust or decision confidence on errors in physician-XAI 
collaboration? 

In my second paper (Rosenbacke, 2024a), I conducted a mixed-methods field study to 
differentiate better trust (or decision confidence) and errors that emerge when AI is correct or 
incorrect and either confirms or conflicts with doctors’ diagnoses. I intentionally designed an AI 
setup where, a significant portion of the time, the AI system was incorrect (40%). This enabled 
me to hold constant ‘trustworthiness’, by which I commonly refer to the objective aspects of AI 
system (here, accuracy), and ‘trust’, referring to subjective perception of the AI systems’ 
reliability, credibility, and the degree to which individuals are willing to rely on AI systems. 

The design involved a series of decisions, with incrementally provided AI and XAI information. 
Initially, physicians made a clinical diagnosis, then received AI advice, and finally, they got 
explanations for the AI advice, with opportunities to revise their diagnosis after each new piece 
of additional advice. Data were collected both quantitatively and qualitatively at every stage. 
Employing "think-aloud" protocols enabled a deeper exploration of the physicians' reasoning 
and decision-making processes.  

Key	findings	and	contribution	
This paper addresses a critical, previously unexplored gap in the literature: while most studies 
examine how AI impacts decision-making when its advice is correct, little attention has been 
paid to the role of XAI in scenarios where AI advice is incorrect and the implications for 
diagnostic accuracy. My research systematically investigates these error types and introduces a 
novel framework for understanding them, offering groundbreaking insights into how XAI 
shapes clinician decision-making and diagnostic accuracy in these challenging contexts. 

In terms of uptake, physicians exhibited “stickiness” in their diagnostic decisions in about two-
thirds of all cases, consistent with AI distrust and a potential commitment bias (Dolan et al., 
2012). Adding explanations with XAI did persuade more physicians to use it, but nonetheless 
about half of the doctors remained unchanged with the aid of XAI. In cases of conflicts, drawing 
on the qualitative data, I could clearly identify the physicians' hard cognitive work (System 2) 
where they tried to understand why there was a conflicting view from the XAI. However, 
virtually none of the physicians altered their decisions when AI confirmed their incorrect 
diagnosis and increased the physicians’ decision confidence (a “False Confirmation”), which 
accounted for two-thirds of all errors identified in my study. The qualitative analysis showed 
that physicians neglected the possibility of AI error in cases of confirmation reminiscent of a 
confirmation bias (Nickerson, 1998) or a System 1 error.   

Physicians' commitment to their own clinical diagnosis is in line with previous research that has 
focused on True Conflict errors where physicians override correct AI advice. However, the 
findings highlight a critical oversight in previous research: There has been a lack of 
investigation into cognitive challenges cases where AI or XAI provides erroneous advice that is 
accepted by the physician.  
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Both the commitment to their clinical diagnosis and the acceptance of a False Confirmation 
seem to be intuitive System 1 errors. They are consistent with doctors employing a bias rather 
than a reasoned approach to decision-making, which leads to the next topic in my third paper: 
what cognitive processes are behind these errors? 

Beyond	AI	algorithm	aversion	or	appreciation	(Paper	III)	
Problematization	

Much research in information systems has reported that decision-makers are generally more 
likely to trust and incorporate advice from humans than AI algorithms. A recent systematic 
literature review investigated 80 empirical studies on algorithm aversion and found that, in 
general, “People tend to rely less on algorithms even when algorithms provide better decisions” 
(Mahmud et al., 2022, p. 17). This phenomenon is typically defined as “algorithm aversion” 
(Dietvorst, Simmons and Massey, 2015) (when rejecting advice), or “algorithm appreciation” 
(Logg Jennifer, 2018) (when incorporating it).  

While studies have recognized that people tend to exhibit algorithm aversion much more than 
appreciation, the reasons are not fully understood. The aforementioned systematic review found 
that these studies of algorithmic aversion have tended to be conducted in artificial laboratory 
settings, often with students or crowd-sourced workers (like Mechanical Turk), which may not 
reflect the actual performance of AI systems in real-world settings. Mahmud and colleagues call 
for more qualitative studies with practitioners, noting that “scholars should undertake more 
qualitative research on this area [algorithm aversion], involving practitioners” (Mahmud et al., 
2022, p. 15).  

However, these terms—aversion and appreciation—might have been useful descriptions in early 
research but are too simplistic for understanding the nuanced interactions in physician-AI/XAI 
collaboration. I argue that this simplistic dichotomy is analytically unhelpful or, even worse, 
inaccurate. Aversion can be useful when the AI advice is incorrect, and appreciation can be 
useful when the AI advice is correct and vice versa.   

There is a lack of psychological depth in the analysis of human trust in AI and XAI, and the 
analysis is often driven by medical or computer science in this space. There are risks of 
implementing AI explanations in critical situations without confirming their congruence with the 
cognitive mechanisms of users (Bertrand et al., 2022). Researchers have started employing 
insights into human cognition and behavior, such as the dual-process theory (Kahneman, 2011), 
to understand better XAI and cognitive challenges (Miller, 2019; Wang et al., 2019). Buçinca 
and colleagues argue that trust is not as rational as many assume, “Informed by the dual-process 
theory of cognition, we posit that people rarely engage analytically with each individual AI 
recommendation and explanation, and instead develop general heuristics about whether and 
when to follow the AI suggestions.” (Buçinca, Malaya and Gajos, 2021). 
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In line with previous research, I draw on the dual-process theory to better understand the 
cognitive challenges physicians face in AI/XAI-collaboration. This theory posits that human 
cognition operates through two distinct processes: intuition (fast thinking System 1) and 
reasoning (slow thinking System 2) (Kahneman, 2011). When acquiring new skills, such as 
reading, the slower-thinking System 2 engages in intensive cognitive processing to identify 
patterns within each letter. With prolonged practice, when System 1 is effectively trained, it 
becomes capable of swiftly recognizing letter patterns, enabling effortless recognition of words 
and even entire sentences without exerting conscious effort. System 1 functions efficiently when 
individuals have undergone extensive training and have become adept in a particular domain. 
However, these mental shortcuts, or heuristics, may not be well-suited for new contexts, 
highlighting the potential for misjudgments and mistakes when intuitive thinking is applied 
outside its accustomed domain (Kahneman, 2011). While the term “bias” or “heuristic” often 
suggests judgment errors, in line with previous research on XAI and heuristics (Bertrand et al., 
2022), I frame it as cognitive or mental shortcuts. These shortcuts can sometimes lead to 
mistakes, but as my findings (Rosenbacke, 2024a) highlight, they can also serve as beneficial 
heuristics. 

It is most likely the case that algorithm aversion or appreciation is fueled by System 1 and its 
associated heuristics pertaining to trust. A systematic review of how cognitive biases affect 
XAI-assisted decision-making argues that heuristics like AI algorithm aversion and appreciation 
are trust-related heuristics that arise from System 1 (Bertrand et al., 2022).  To trust AI, or have 
the intention to use AI, can be based on cognition-based trust (System 2), where trust is derived 
from the perceived understandability, reliability, and technical competence of AI, rooted in 
reasoning. However, trust can also be intuitive or affect-based (System 1), involving emotional 
attachment and faith (Madsen and Gregor, 2000; Lewicki and Brinsfield, 2011). Independent of 
which one of these facets of trust that is engaged, trust can serve as a System 1 decision-making 
shortcut, enabling the decision-maker to select information while ignoring other information to 
simplify a complex decision.  

Surprisingly, little effort is spent on understanding the cognitive challenges of decision 
augmentation with AI-based systems in healthcare, although these systems make it more 
difficult for decision-makers to evaluate the correctness of system advice and to decide whether 
to reject or accept it. Furthermore, there seems to be even less research on what happens when 
adding explanations to the AI-advice.  As little is known about the cognitive mechanisms that 
underlie such evaluations, leading to my third research question:  

RQ3: What heuristics drive algorithm aversion and appreciation? 

In Paper III, a qualitative thematic analysis study, I examined 330 clinical decisions using “think 
aloud” protocols to identify heuristics employed with AI and explainable AI  (Rosenbacke, 
2024b). The paper has been published in the proceedings of the European Conference on 
Information Systems (ECIS).  
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Key	findings	and	contribution	
Current literature falls short in thoroughly examining the nuanced psychological factors that lead 
clinicians to either over-rely on or avoid AI and XAI in clinical decision-making. Terms like 
'algorithm aversion' and 'algorithm appreciation' are overly simplistic, failing to capture the 
complex cognitive mechanisms and biases at play. This research challenges these limited 
frameworks, offering a deeper investigation into the cognitive processes that shape clinician 
interactions with AI and XAI. By filling this critical gap, it introduces a more sophisticated 
understanding of the cognitive dynamics that influence these behaviors, paving the way for new 
approaches to optimizing human-AI collaboration in healthcare. 

I found that algorithm aversion or appreciation arises from underlying decision-making 
heuristics such as pro-innovation bias, ambiguity aversion, commitment bias, mere exposure 
effect, and false confirmation bias. The “mere exposure effect” occurred commonly with XAI, 
when physicians, feeling uncertain about their diagnoses, altered their decision to an incorrect 
AI diagnosis.  

However, in nearly 50% of cases, physicians demonstrated a strong commitment to their initial 
clinical diagnosis, which suggests the presence of commitment bias. However, this adherence 
was somewhat mitigated when explanations accompanied the AI advice, indicating that 
explainability may partially reduce such biases by encouraging a more open-minded approach to 
alternative perspectives. 

False Confirmation errors were observed in instances where the AI confirmed an incorrect 
diagnosis, which led clinicians to refrain from seeking further information in virtually all cases. 
This behavior reflects a reliance on System 1 thinking—driven by cognitive shortcuts and 
confirmation bias—rather than the more deliberate, analytical processes of System 2 reasoning. 
As a result, clinicians may inadvertently accept AI-confirmed errors without critically evaluating 
alternative diagnoses. 

In the paper I also discuss how cognitive interventions could redress these heuristics in decision-
making to better optimize clinical accuracy. For further elaboration of AI/XAI and trust related 
heuristics or biases, please refer to Appendix VI. 

Having developed this rich framework for identifying errors, and understanding the potential 
cognitive challenges and associated biases which underpin them, I then was able to apply these 
insights to contemporary academic discourse to break new ground. I contribute to emerging 
academic debates on AI in healthcare, including Paper IV (Rosenbacke et al., 2024a), published 
in British Medical Journal-Journal of Medical Ethics (BMJ Medical Ethics), and Paper V 
(Rosenbacke, Melhus and Stuckler, 2024), published in Nature Communications, and finally an 
additional paper (not included in this thesis) in the proceedings of the Cancer Prevention 
Research Conference, American Cancer Society (Weis et al., 2024).  
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Can	AI	serve	as	a	‘Second	Opinion’	in	medicine?	(Paper	IV)	
Problematization	

AI has been argued to have the potential to ‘disrupt medicine.’ One way it could potentially alter 
practice is through the institution of a ‘second opinion’. This can occur when AI algorithms 
analyze medical data, such as imaging or tabular information, to support or challenge diagnoses 
and treatment plans proposed by human clinicians. This leads to my fourth research question: 

RQ 4: What are the risks of using AI or XAI as a second medical opinion? 

Whether or not AI can be a real second opinion is, at the time writing, a source of considerable 
debate in BMJ Medical Ethics. Kempt and Nagel argue for a “rule of disagreement”, by which 
AI can provide a second opinion (Kempt and Nagel, 2022). When AI diagnosis concurs with the 
initial physician assessment, no further action is required, but when it differs substantially, 
another human opinion is imperative. However, responding to Kempt and Nagel, Jongsma and 
Sand disagree, arguing that there is “symmetry in the burden of proof” in both agreement and 
disagreement (Jongsma and Sand, 2022). They emphasize the inherent fallibility of both human 
and AI judgements, advocating a second human opinion regardless of the concurrence or dissent 
of AI. 

Key	findings	and	contribution	

I draw upon my physician-AI collaboration framework to argue that the crux of this debate 
hinges on the prevalence and impact of “False Confirmation”, a scenario where AI erroneously 
validates an incorrect human decision (Rosenbacke et al., 2024a). These errors seem 
exceedingly difficult to detect, reminiscent of bias akin to confirmation bias. Furthermore, this 
debate has yet to engage with the emergence of explainable AI, which elaborates on why the AI 
tool reaches its diagnosis.  

To progress this debate, I draw upon my framework for conceptualizing decision-making errors 
in physician-AI collaborations. The False Confirmation error rate was 26% in the Swedish 
dataset and 9% (Rosenbacke, 2024a) in the German study (Rosenbacke, Melhus and Stuckler, 
2024). Through a series of simulations, I show that, even in the most accurate AI systems, False 
Confirmations are likely to be pervasive in clinical practice, decreasing overall diagnostic 
accuracy to between 5% and 30%. For further elaboration, please also refer to Appendix VII.  

Based on these insights, I develop a pragmatic approach to employing AI as a second opinion, 
with three main recommendations: i) emphasizing the need for physicians to make clinical 
decisions before consulting AI; ii) employing nudges to increase awareness of False 
Confirmations and reduce blind trust; and iii) critically engaging cognitively to understand the 
clinical rationale associated with XAI explanations to avoid the mere exposure effect 
(Rosenbacke et al., 2024a). This approach underscores the necessity for a cautious, evidence-
based methodology when integrating AI into clinical decision-making. 
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Reproducing	the	findings	–	the	role	of	False	Confirmation	in	recent	published	
studies	(Papers	V)	
Problematization	

Research reproducibility is a cornerstone in science. It confirms the validity of research findings 
and exposes potential errors or biases, thereby reinforcing the credibility of scientific 
knowledge. It ensures that results are not just isolated occurrences but reliable indicators of 
broader truths (Ioannidis, 2018). 

To test if my findings were reproducible, I used my novel framework (Rosenbacke, 2024a) and 
spotted papers published in leading journals that completely omitted False Confirmation errors 
(as well as False Conflict errors), leading to the fifth research question: 

RQ5: What are the error rates of False Conflict and False Confirmation when reproduced in 
other data sets? 

I revisited the most recent and largest study conducted in which dermatologists draw upon 
explainable AI to diagnose melanoma (Chanda et al., 2024). This original study reports that XAI 
enhances both trust and confidence among physicians. However, the paper considers only 
overall accuracy, which masks key decision-making errors and overlooks the specific user 
groups who stand to gain the most from AI applications.  

My work was featured in the ‘Matters Arising’ section in Nature Communications (Rosenbacke, 
Melhus and Stuckler, 2024), paper V. According to the journal, ‘Matters Arising’ papers are 
exceptionally interesting and timely scientific comments and clarifications on original research 
papers published in Nature.  

Next, given the constrained format of Nature's 'Matters Arising' papers, I will expand on my 
findings in this section, delving further into the details and extending the insights beyond those 
presented in my original paper. Additionally, I will incorporate relevant findings from a co-
authored paper in the proceedings of the Cancer Prevention Research Conference, American 
Cancer Society (Weis et al., 2024). 

Key	findings	and	contribution	
Accuracy for best performing versus worst performing physicians 

The original data includes 4,512 diagnoses made by 109 clinicians (Chanda et al., 2024). I found 
a rate of False Confirmation of 6.7%, rising to about one in ten for the worst performing 
physicians. As shown in Figure 7, for the best-performing physicians, I also found that 
performance worsened even more with XAI than with AI.  This echoes the points of my first 
paper (Rosenbacke et al., 2024b) that trust in AI can be ‘double-edged’- here, worsening 
accuracy (inducing False Conflict errors) for the best performing physicians.  
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Consistent with my hypotheses, I found that AI, for the lowest-performing clinicians, helped 
stamp out True Conflict errors. For these clinicians, accuracy could have increased to 76.1% had 
they fully trusted the AI. It's also worth noting that AI accuracy for cases shown to the worst 
performers was 76.1%, slightly lower than the overall average of 80.4%, while for the best 
performers, it was 80.9%. Thus, the lower performance among the worst-performing clinicians 
seems not only to be due to lower performance, but it may also partly reflect the increased 
difficulty of cases they faced.  

 

Figure 7: Clinical accuracy for best and worst performers across different error types. 

Note: P1 is the initial clinical accuracy for the physicians.  
True Conflict: Accuracy improves after accepting correct AI advice. 
False Conflict: Accuracy decreases after accepting incorrect AI advice  
False Confirmation: Slight improvement after rejecting incorrect AI and changing diagnosis. 
True Confirmation: Accuracy decreases after rejecting correct AI advice and changing an 
initially correct diagnosis. 
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AI accuracy reference point is the AI accuracy for the cases presented to the respective group. 
Light grey lines represent diagnosis with AI advice and dark grey XAI advice. 

Diagnostic accuracy in cases with high trust versus low trust in XAI 

In the original study conducted by Chanda and colleagues, physicians were asked to rate their 
trust in the XAI advice for each diagnosis on a Likert scale from 1 to 10. The total number of 
diagnoses analyzed was 1,508. A key distinction to highlight is that this trust rating is based on 
individual cases, not on physicians’ overall trust in XAI. This means that even the same 
physician could report high trust in some cases and low trust in others. When analyzing the 
impact of XAI on diagnostic accuracy by focusing on cases with low trust (trust < 4, n=164) and 
high trust (trust > 8, n=369), several important findings emerged. This analysis provides a more 
granular understanding of how trust in XAI influences clinical decision-making on a case-by-
case basis. 

I found that for the high-trust cases, clinical accuracy in Phase 1—before receiving any AI or 
XAI advice—was noticeably higher than the average, whereas for low-trust cases, clinical 
accuracy was clearly lower, as seen in Figure 8. Specifically, for cases where physicians 
reported trust in XAI to be >8, the clinical accuracy in Phase 1 was 79.3% (compared to the 
average of 66.3% for all cases). For low-trust cases (trust <4), the clinical accuracy dropped to 
52.6%. This suggests that high-trust cases are relatively easier for both clinicians and the AI, 
while low-trust cases are more challenging. 
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Figure 8: Clinical accuracy for high XAI trust cases (trust >8), low XAI trust cases (trust <4), 
and all cases measured on a 1-10 Likert scale. 

The change rate has significant implications for different error types. In cases of True Conflict 
and False Confirmation, a high change rate is beneficial since the physician is initially incorrect. 
As shown in Figure 9, the change rate for True Conflict cases was 85.7% for high-trust cases, 
whereas, for low-trust cases, the change rate was only 15.8%, indicating missed opportunities 
for improvement. In these cases, high trust and frequent changes lead to better outcomes, as 
physicians adopt correct AI advice. Conversely, in False Confirmation cases, low trust and 
higher change rates are advantageous. Low-trust cases had a change rate of 50.0%, compared to 
2.3% in high-trust cases, where clinicians failed to realize that both they and the AI were 
incorrect, demonstrating a clear confirmation bias. 
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Figure 9: Change rate with XAI in Phase 3.   

True Conflict: The physician should change to correct errors and improve accuracy.   
False Conflict: The physician is correct and should not change.   
False Confirmation: Physicians should change to recognize that both their diagnosis and the 
AI's advice are incorrect. 
True Confirmation: When both the physician and AI are correct, distrust in AI may decrease 
accuracy. 
Dark grey bars represent all cases; light grey bars represent cases with trust <4, and mid-grey 
bars represent cases with trust >8. 
A positive bar indicates accuracy improvement, while a negative bar indicates accuracy loss 

In cases of False Conflict and True Confirmation, where the physician is already correct, a low 
change rate is beneficial. In False Conflict cases, high trust in AI has a detrimental effect, with a 
change rate of 90.9% in high trust cases, leading to new errors. In contrast, the change rate for 
low trust cases is only 5.7%, avoiding errors to a larger extent. In True Confirmation cases, high 
trust cases show a negligible change rate of 0.6%, while low trust cases exhibit a much larger 
change rate of 40.5%, indicating more frequent and unnecessary changes from correct to 
incorrect diagnoses. This highlights that in low-trust cases, the physicians are more likely to 
second-guess themselves, even when their initial diagnosis is correct. However, it is important to 
note that the low trust cases are more difficult. 
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These findings underscore the importance of carefully managing trust in AI within healthcare 
settings. High trust can lead to beneficial changes when the physician is wrong, but in cases 
where the physician is correct, too much trust can result in unnecessary changes, introducing 
errors. These insights can guide healthcare institutions in refining AI adoption strategies to 
optimize outcomes based on the balance between trust and decision accuracy. 

Robustness of findings 

These findings have substantial implications for guiding how healthcare institutions implement 
AI in practice. 

The observed trends in False Conflict and False Confirmation errors in my study have shown 
consistency when applied to new conditions. Notably, Chanda et al.'s research differs from 
mine: i) in its application of XAI to image-based data as opposed to the tabular data in my study, 
ii) the use of a different XAI technique, with them employing an unspecified method and my use 
of SHAP, and iii) the focus on a distinct medical specialty, with their work involving 
dermatology professionals and mine targeting ear infection diagnoses. Despite these variations, 
the robustness of these findings is evident across larger datasets, diverse XAI technologies, and 
multiple medical disciplines. 

Together with the original authors (Chanda et al., 2024), we replicate my framework 
(Rosenbacke, 2024a) and apply it to their much larger data set. We also co-authored a 
conference paper for the Cancer Prevention Research Conference in Boston, American Cancer 
Society (Weis et al., 2024). 

Next, the general discussion will encompass key themes not previously addressed in the 
individual papers, followed by a concluding section for the thesis.	
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General	discussion	
Artificial Intelligence has the potential to revolutionize healthcare, with broad-ranging 
applications that span from early diagnosis and disease detection to personalized treatments and 
even complex surgical procedures. However, despite significant advancements and the 
integration of AI into sectors such as finance and retail, healthcare has been notably slow to 
embrace this technology. This hesitation is attributed to several factors, with the most significant 
being clinicians' lack of trust in AI systems. Additionally, the nature of evidence-based 
medicine, which encourages clinicians to engage in in-depth diagnostic discussions and 
critically assess their decisions, conflicts with the use of opaque AI "black-box" systems. As a 
result, there has been a growing movement toward the development of explainable AI, which 
aims to shift these black-box models into more transparent systems, referred to as "glass-boxes," 
with the goal of enhancing trust and improving adoption among healthcare professionals. 

However, as explored in my first paper, there is a significant assumption in the current literature 
that XAI automatically leads to increased clinician trust and adoption of AI recommendations 
(Rosenbacke et al., 2024b). My systematic literature review addresses this oversight, revealing 
empirical evidence that, while XAI generally enhances trust, it may also lead to overreliance, 
especially when AI advice is incorrect. This highlights a new gap in the current literature; there 
is a need for more detailed research into the dynamics of trust and its impact on diagnostic 
accuracy in clinician-AI/XAI collaborations. 

Building on this, the second paper addresses an additional gap in the literature: the focus on AI's 
influence when its recommendations are correct, neglecting the impact when AI or XAI is 
wrong (Rosenbacke, 2024a). I developed a novel framework to classify different errors that can 
arise in human-AI collaboration, particularly focusing on scenarios where physicians are misled 
by incorrect AI advice. Though XAI can improve diagnostic accuracy in some cases, it can also 
lead to significant errors, particularly when incorrect AI explanations convince clinicians to 
change a correct diagnosis or falsely confirm an error. This leads to a new gap, what are the 
reasons for these errors? 

The third paper dives deeper into the cognitive biases that drive these errors. Previous research 
has focused narrowly on concepts like "algorithm aversion" or "algorithm appreciation," but my 
work looks at underlying heuristics such as commitment bias, confirmation bias, and others 
(Rosenbacke, 2024b). These psychological mechanisms help explain why clinicians might either 
over-rely on or avoid AI advice, highlighting the complexities of trust in AI. 

Fourthly, my findings fed into ongoing debates in the field, such as whether AI could serve as a 
second medical opinion (Rosenbacke et al., 2024a). I explore how False Confirmation errors—
where both AI and clinicians are wrong but confirm each other's mistakes—can severely impact 
clinical accuracy.  

Finally, I was able to replicate these findings by using my novel framework across different 
datasets, demonstrating the robustness of my research and providing critical insights for 
optimizing AI integration in healthcare (Rosenbacke, Melhus and Stuckler, 2024; Weis et al., 
2024; Wies, Hauser and Brinker, 2024). 
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This discussion integrates findings from all five papers, offering a holistic framework that not 
only identifies these cognitive challenges but also proposes theory-building and practical 
directions for improving clinician-AI collaboration. 

Contribution	to	theory	and	practice	
This thesis provides empirical evidence of clinicians' behavior and cognitive challenges in 
collaboration with AI and XAI. To the best of my knowledge, the thesis, for the first time:  

i) Empirically demonstrates that XAI can improve trust in AI compared to "black-box" 
models. However, it also reveals a potential downside: convincing XAI can lead to 
overreliance on algorithmic advice, which may cause new errors when the AI is 
incorrect. 

ii) The research quantifies the types of errors that occur in both human-AI as well as 
human-XAI collaboration and demonstrates how these errors impact diagnostic 
accuracy. 

iii) Identifies the cognitive challenges and how they change with the introduction of XAI 
versus “black-box” AI. 

iv) Describe the underlying reasons for the cognitive challenges and explain why biases 
and heuristics are likely responsible for the errors. 

This discussion highlights the contributions of the thesis, both theoretical and practical, in the 
context of current literature on human-AI and XAI collaboration. It demonstrates how each 
aspect of this research pushes the field forward by addressing specific cognitive challenges and 
decision-making processes involved in AI-assisted clinical environments. Additionally, the 
discussion provides pathways for future research to continue exploring and refining these 
insights, ensuring ongoing advancements in both academic and real-world applications of AI in 
healthcare. 

I will begin by discussing how XAI, compared to traditional AI, can enhance clinicians' trust 
and their willingness to engage with the technology. However, this increased trust may also lead 
to overreliance, which introduces new types of errors, indicating a complex dynamic between 
trust, accuracy, and decision-making. 

XAI	improves	clinicians’	trust	but	can	lead	to	overreliance	
Previous literature have highlighted that transparency is essential for building trust in AI among 
decision-makers (Glikson and Woolley, 2020). To achieve this, it has been suggested that 
additional mechanisms should be incorporated to make AI models more explainable and 
transparent to users, thereby enhancing trust (Barredo Arrieta et al., 2020). 

Current literature suggests that XAI could improve trust in AI, but this assumption lacks 
concrete empirical evidence (Rosenbacke et al., 2024b). Reviews have focused on XAI's 
potential to enhance trust and decision confidence, but the actual impact on clinician trust has 
been largely overlooked. In a recent review, only two studies out of the 882 screened articles 
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actually discussed the impact of XAI on clinicians’ trust (Jung et al., 2023). Several reviews 
have assumed a strong connection between transparency and clinicians’ trust in AI algorithms. 
For example, Nazar et al. (2021) emphasized the role of explanations in fostering trust, while 
Antoniadi et al. (2021) suggested that XAI could enhance decision confidence and trust in 
clinical settings. Furthermore, Giuste et al. (2023) argued that explainability not only instills 
trust but also assists in clinical decision-making. However, despite these claims, there remains a 
gap in empirical evidence to substantiate the direct link between transparency and increased 
trust. 

My systematic review extends previous research by providing empirical evidence that, to the 
best of my knowledge, shows for the first time that clinicians demonstrate higher levels of trust 
in XAI compared to AI without explanations (Rosenbacke et al., 2024b). Nonetheless, some 
studies have identified an issue of “over-trust” or overreliance, where clinicians may develop an 
excessive dependence on AI recommendations, even when the AI is incorrect (Naiseh, Al-
Thani, et al., 2021; Naiseh et al., 2023). 

It also emerged from the review that studies had yet to investigate how trust related to AI 
performance. Only one study found no difference in trust between experts and non-experts but 
reported that the performance of non-experts who drew upon XAI was superior in clinical 
practice (Gaube et al., 2023). This indicates a gap in understanding how XAI affects diagnostic 
accuracy. Addressing this, the papers in this thesis delve deeper into these dynamics, 
investigating how XAI influences diagnostic performance across various clinical scenarios 
(Rosenbacke, 2024a; Rosenbacke, Melhus and Stuckler, 2024). 

The relatively low number of studies included in my systematic review (n=10) poses a limitation 
in terms of generalizability to other populations and settings. Additionally, there was 
inconsistent or weak reporting on the trust measurement instruments used across these studies, 
as well as variability in the number of respondents, which affects the robustness of conclusions 
drawn. Another critical gap identified was that few studies provided information on the accuracy 
of the underlying XAI algorithms, which could also influence the level of trust clinicians have in 
XAI. Future research should aim to improve reporting standards, particularly regarding trust 
metrics and algorithmic accuracy. 

In summary, my systematic review uncovered an unexplored area in current literature: while 
clinicians may trust XAI, there is little research exploring how this trust relates to the actual 
accuracy of AI recommendations. This reveals the need for further detailed studies on how trust 
in XAI affects diagnostic outcomes, which is the focus of my second paper. 

Quantifying	XAI	diagnostic	errors	and	their	impact	on	clinical	accuracy	

Only a few prior studies have discussed errors when AI is correct or incorrect, such as by 
Jussupow et al. (2021) and Naiseh et al. (2023). Jussupow and colleagues specifically explored 
how AI influences different diagnostic errors. Importantly, they called for more research to 
determine if XAI impacts these errors differently compared to regular AI.  

Furthermore, previous studies have largely neglected the distinct effects of AI versus XAI on 
diagnostic accuracy, leaving a notable gap in the literature. This thesis addresses this oversight 
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by exploring how the transparency offered by XAI impacts clinical decision-making accuracy in 
comparison to traditional 'black-box' AI models." 

In both the Swedish study (Rosenbacke, 2024a) and the German (Rosenbacke, Melhus and 
Stuckler, 2024; Weis et al., 2024), diagnostic accuracy improved with both AI and XAI advice 
compared to pure clinical diagnosis. In the Swedish dataset, clinical accuracy improved from 
50% to 53% with AI advice and 57% with XAI advice. In the German dataset, accuracy 
improved from 66.2% to 72.3% with AI and 73.2% with XAI.  

In a previous study, Gaube et al. (2023) found that non-experts who utilized XAI performed 
better in clinical practice. However, my findings from the German dataset take this further and 
offer a more nuanced view. The worst performers initially improved their clinical diagnostic 
accuracy from 46.7% to 63.6% with XAI. On the other hand, for the best performers, XAI 
reduced their clinical accuracy from 87.3% to 81.5%. These findings highlight the crucial 
observation that AI and XAI benefit different groups differently. The worst performers should 
rely more on XAI, as full adherence to XAI advice would have brought their accuracy up to 
80.4% (the same accuracy as the XAI). Conversely, the best performers who outperform XAI 
should avoid relying on it, as it reduces their diagnostic accuracy. 

This distinction between worst and best performers introduces a new dimension to the literature 
on who should and should not use AI or XAI. While the findings are new and insightful, the 
practical challenge of distinguishing between worst and best performers in real-time clinical 
settings remains. Future research is needed to explore how these insights could be applied in 
practice, including whether worst and best performers can be identified ahead of time and how 
AI systems could be tailored to different user groups. 

 Importantly, I go beyond previous research that merely focuses on overall accuracy 
improvements that mask underlying False Conflict and False Confirmation errors. In the 
Swedish study, the net accuracy gains in terms of reducing True Conflict errors was 16%, but 
this was offset by a net accuracy loss of -9% due to False Conflict errors. When I reanalyzed the 
German data, I found that the original authors in the journal Nature Communications (Chanda et 
al., 2024) omitted that the net accuracy gain (by reducing True Conflict errors) was 13%, but 
this was offset by a -4% loss due to new False Conflict errors. The Swedish study had a higher 
rate of False Conflict errors because the AI accuracy was set to 60%, compared to 80% for the 
German AI. As elaborated earlier, most prior studies have focused on situations where AI advice 
is correct, and the incorrect physicians override the AI advice. XAI can potentially help 
physicians understand and accept the advice, but prior recent studies have highlighted that 
explanations can induce overreliance and thus introduce new False Conflict errors (Naiseh et al., 
2023; Rosenbacke et al., 2024b). However, previous studies have not developed a systematic 
framework for identifying, measuring, and quantifying these error rates—an oversight that my 
novel framework addresses for the first time. 
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The most devious errors are the False Confirmation errors, where incorrect physicians are 
confirmed by incorrect AI/XAI advice. In the Swedish study, False Confirmation errors 
contributed to a net accuracy loss of -26%, and in the German study, a net accuracy loss of -9%. 
Again, the higher error rate in the Swedish study is related to the lower AI accuracy of 60% 
compared to the German 80%. With a higher rate of errors by the AI, there will be more False 
Confirmation cases. Only a few prior studies have identified this error, but none have 
investigated its frequency or its reasons (Jussupow et al., 2021; Naiseh et al., 2023). Again, the 
original authors in the German study (Chanda et al., 2024) failed to identify these errors that had 
a significant impact on diagnostic accuracy. 

The most important limitations of these findings are rooted in the fact that both the Swedish and 
German studies focused on specific AI accuracy rates (60% and 80%, respectively), which 
influenced the occurrence of False Conflict and False Confirmation errors. This might not 
represent scenarios where AI accuracy is higher or lower. The findings, therefore, may not 
generalize to all AI systems with varying accuracy levels. Additionally, the sample sizes and 
specific medical contexts (ear infections and melanoma diagnoses) could constrain the broader 
applicability of these results to other clinical settings. 

Future research should investigate AI accuracy across diverse medical datasets to evaluate the 
generalizability of these error rates and explore additional clinical contexts to assess how 
widespread these cognitive errors are. Additionally, the reasons behind False Confirmation 
errors need further examination, and future studies could explore whether specific XAI designs 
could reduce these error types by enhancing critical thinking or skepticism in clinical decision-
making, rather than overreliance on XAI recommendations. Further studies should also aim to 
identify more robust strategies for detecting and mitigating these errors in practice, such as 
tailoring XAI systems to different levels of clinician expertise. In the next section, I will theorize 
the underlying cognitive causes of these errors and the associated challenges clinicians face in 
AI and XAI collaboration. 

Theorizing	underlying	reasons	for	errors	and	cognitive	challenges	in	human-AI/XAI	
collaboration	

My empirical studies have demonstrated various errors and cognitive challenges in physician-
AI/XAI collaboration, highlighting the interplay between reasoning (System 2) and intuitive 
System 1) decisions. I am moving beyond Jussupow and colleagues (2021) by i) investigating if 
other theories than metacognition can explain these phenomena and, ii) examining the 
differences in collaboration with AI versus XAI and, iii) quantifying the different errors and 
their impact on diagnostic accuracy 

Psychologists differ on whether System 1 heuristic or biased errors can be corrected. One view 
suggests they cannot be rectified, only recognized, as Kahneman states, "It’s false to hope that if 
you become more aware of your errors you will make better decisions"  (Matias, 2017). 
Conversely, Klein’s approach integrates heuristic and systematic processes, focusing on 
managing and regulating reasoning (System 2) alongside intuition (System 1) (Klein, 2015). 
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Similarly, Ackerman and Thompson argue that metacognition allows for balancing intuitive, 
heuristic, and deliberate reasoning (Ackerman and Thompson, 2017). In addition, Bandura's 
social cognitive theory emphasizes self-efficacy in decision-making. Enhancing one's belief in 
their ability to make effective decisions can improve both intuitive and deliberate reasoning, 
potentially reducing errors (Bandura, 1986). This perspective adds self-confidence and social 
learning to the discussion, highlighting the importance of belief in one's capabilities alongside 
cognitive strategies. 

Jussupow and colleagues (2021) investigated the cognitive challenges physicians face when 
collaborating with "black-box" AI systems. They argue that physicians employ metacognition 
(Ackerman and Thompson, 2017) by balancing intuitive, heuristic, and deliberate reasoning 
activities. These metacognitive processes are crucial for physicians to fully benefit from AI 
assistance. However, Jussupow et al. argue that diagnostic errors often arise from deficiencies in 
utilizing metacognition, leading physicians to make decisions based on beliefs (System 1) rather 
than actual data (System 2) or to conduct overly superficial information searches. Furthermore, 
Jussupow and collegues argue that without explanations, physicians have limited ability to 
recognize when AI advice is incorrect. They call for research into how physicians collaborate 
with XAI and its explanations. With XAI, physicians might have the opportunity to understand 
the basis of the AI's recommendations, potentially improving their diagnostic decisions. I 
respond to this call by, for the first time, investigating and comparing how physicians interact 
with both AI and XAI, pushing the literature forward in understanding these dynamics. 

Conflict errors 

My empirical studies show, in line with prior studies (Naiseh, Al-Mansoori, et al., 2021; Naiseh, 
Cemiloglu, et al., 2021; Naiseh et al., 2023), that XAI can reduce True Conflict errors, though 
this improvement is largely offset by an increase in False Conflict errors. Interventions like XAI 
involve balancing the reduction of True Conflict errors while minimizing the introduction of 
new False Conflict errors. Naiseh et al. (2023) argue that when introducing XAI, calibrating 
trust is crucial. 

My empirical data show that XAI only slightly reduces True Conflict errors more effectively 
than standard AI, resulting in a net positive effect on accuracy. However, almost 50% of 
clinicians in the studies (Rosenbacke, 2024a; Rosenbacke, Melhus and Stuckler, 2024) did not 
change their initial diagnosis despite being guided by explanations, indicating a stubbornness 
reminiscent of a commitment bias. This commitment to the initial clinical diagnosis was 
illustrated in my qualitative data where one of the physicians stated, ”I don't believe I'm better 
[then the AI], but I can't see a reason why I should change.” (J, Step 2) (Rosenbacke, 2024b). 

Using Kahneman's view that biases, such as commitment bias, are hard to remedy is overly 
simplistic. I have shown that XAI helps reduce overall conflict errors. Instead, drawing on 
Klein’s and Ackerman’s work, it seems that explanations help physicians combine both intuitive 
(System 1) and reasoned (System 2) decision-making. As noted by Jussupow and colleagues, 
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physicians in their study failed to fully use metacognitive processes to reveal all cases where AI 
was correct or not. This pattern is similar in my studies with AI, but I take this further and have 
shown that XAI more effectively helps physicians use metacognitive traits and reduce the total 
number of conflict errors. The physicians’ commitment to their initial clinical diagnosis could 
also be explained by Bandura’s self-efficacy theory. Trust in an algorithm, or decision 
confidence, also relates to self-efficacy.  Decision confidence or belief in one’s own view seems 
not only to differ between physicians (inter-personal) but also for the same physicians across 
patients (intra-personal). For example, for two patients in the Swedish study, the AI advice was 
correct, and cases of True Conflict errors. For patient 2, accuracy increased from 27% to 100% 
with XAI, as all doctors took up its suggestions. However, for patient 9, the accuracy similarly 
starts at 18%, and only one doctor updated the diagnosis with XAI (Rosenbacke, 2024b). With 
strong self-efficacy, trust in AI and XAI seems to be very low. In summary, while Kahneman is 
correct to some extent that commitment bias is difficult to eliminate, Klein and Ackerman’s 
view that decision-makers can reduce intuitive errors (System 1) through deliberate reasoning 
(System 2) is also valid to some extent, and Bandura's self-efficacy also adds an additional layer 
of understanding this phenomenon.  

Furthermore, it is important to note that physicians’ commitment bias to their own clinical 
diagnosis is not always a source of error. In cases where AI is incorrect, it is beneficial to 
override the advice; here, self-efficacy reduces errors. This is particularly important for the best 
physicians. In the German data, the best performers' clinical diagnosis exceeded AI accuracy, 
but they performed worse in AI and XAI collaboration. The top performers would have 
benefited from a higher level of commitment, decision confidence, or self-efficacy in their initial 
diagnosis. In other words, self-efficacy proves advantageous. Next, I turn to confirmation errors. 

Confirmation errors 

Previous studies have only emphasized the errors that arise when AI or XAI incorrectly confirm 
the clinician's mistaken diagnosis (Naiseh, Al-Mansoori, et al., 2021; Naiseh, Cemiloglu, et al., 
2021; Naiseh et al., 2023). My research goes beyond this by not only quantifying these errors 
(Rosenbacke, 2024a; Rosenbacke, Melhus and Stuckler, 2024) but also qualitatively 
investigating the underlying cognitive and decision-making processes that lead to such mistakes 
(Rosenbacke, 2024a, 2024b). For the first time, this approach provides a deeper understanding 
of the reasons behind these errors, offering valuable insights into how overreliance on AI/XAI 
recommendations can develop and its impact on clinical accuracy. 

In False Confirmation cases, virtually all physicians did not consider that they could be wrong. I 
found a strong Pearson correlation (r=0.91, p-value < 0.01) between the initial clinical diagnosis 
and the final diagnosis with XAI advice in scenarios where both the XAI and the physicians' 
assessments were incorrect (Rosenbacke, 2024a). This correlation underscores the tendency of 
physicians to adhere to their original diagnoses when falsely confirmed, indicating a substantial 
confirmation bias. To the best of my knowledge, these studies are the first to quantify False 
Confirmation errors, and it seems that XAI does not help physicians detect these errors. 
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Jussupow and colleagues argued that XAI might help physicians detect this error: “physicians 
may use provided explanations to learn from CAID[Computer Aided Intelligent Diagnosis] 
systems and gain new insights derived from the systems’ pattern analysis” (Jussupow et al., 
2021), but in my studies, XAI had no impact. My qualitative data showed that this error is hard 
to detect. As one physician put it, “I don't change anything where I was right from the 
beginning. That seems foolish” (J, Step 3) (Rosenbacke, 2024b). Unfortunately, being confirmed 
is not the same as being correct. 

Theorizing why this erroneous confirmation happens, neither Klein’s nor Ackerman’s view that 
decision-makers can reduce intuitive errors (System 1) through deliberate reasoning (System 2) 
seems applicable. This confirmation bias aligns more closely with Kahneman’s view that 
System 1 errors are hard to rectify. Bandura's self-efficacy theory is also not applicable. While 
this perspective adds self-confidence and social learning to the discussion, highlighting the 
importance of belief in one's capabilities alongside cognitive strategies, physicians did not show 
any positive signs of this. However, drawing on Bandura’s learning perspective from a negative 
point of view, when False Confirmation errors are undetected, there is a high risk that physicians 
learn from the incorrect AI and its incorrect explanations. This potentially creates a vicious 
circle where False Confirmation further increases overreliance and hence increases False 
Conflict errors. False Confirmation errors are likely to be between 5% to 30% of the total 
diagnoses (Rosenbacke et al., 2024a) and hence likely to have a significant impact on what 
Bandura calls self-confidence and social learning but with a negative outcome. 

Current research commonly addresses variations in trust toward AI, categorizing responses as 
either "algorithm aversion" or "algorithm appreciation." Algorithm aversion, a term introduced 
by Dietvorst, Simmons, and Massey (2015), refers to the tendency to reject AI advice, often in 
favor of human judgment, even when the algorithm has been demonstrated to provide better 
outcomes. In contrast, "algorithm appreciation," coined by Logg Jennifer (2018), describes the 
opposite effect, where users place greater trust in algorithmic advice than in human 
recommendations. 

I argue that the current literature’s simplistic dichotomy of algorithmic aversion or appreciation 
is analytically unhelpful (Rosenbacke, 2024b). Aversion can be useful when the AI advice is 
incorrect, as it prompts physicians to rely on their clinical judgment rather than blindly 
following erroneous AI recommendations. Conversely, appreciation can be useful when the AI 
advice is correct, as it allows physicians to benefit from accurate AI insights. However, these 
terms—aversion, and appreciation—might have been useful descriptions in early research but 
are too simplistic for understanding the nuanced interactions in physician-AI/XAI collaboration 
(Rosenbacke, 2024b). 

Despite the theoretical contributions of this thesis, it is possible that my theory of diagnostic 
errors in physician-AI/XAI collaboration will also be viewed as a simplification over time. As 
physicians and AI systems evolve and learn from their interactions, the patterns of errors and the 
dynamics of collaboration are likely to change. This thesis represents just an entry point in 
investigating these phenomena. As the famous quote by statistician George E.P. Box goes, “All 
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models are wrong, but some are useful" (Box, 1976). This underscores the idea that while 
current models and theories may not capture every detail perfectly, however, they provide a 
valuable framework for understanding and improving physician-AI interactions. 

In this section, I explored the interplay between reasoning and intuition (System 1 vs. System 2 
thinking) in clinical decision-making with AI and XAI, building on and extending prior theories 
like metacognition (Jussupow et al., 2021). One of the key limitations of this work is the 
generalizability of findings. The errors I have identified, particularly True Conflict, False 
Conflict and False Confirmation errors, are specific to the datasets used in this thesis. The 
medical contexts and AI models studied here might differ in other settings or specialties, 
limiting broader applicability. Additionally, the focus on cognitive biases such as commitment 
bias and confirmation bias provides only a partial explanation for decision-making processes; 
other factors like institutional culture, team dynamics, or technology acceptance may play 
important roles but have not been fully considered here. 

Future research could build upon these findings by applying my novel framework across various 
clinical contexts, AI models, and specialties to assess the generalizability of these cognitive 
challenges. Also, exploring how different types of XAI designs or interventions can mitigate 
False Confirmation and Conflict errors will be vital. Lastly, interdisciplinary studies involving 
computer science, psychology, sociology, and medicine could better address how social factors, 
team dynamics, and system-wide trust issues influence human-AI collaboration in healthcare. 
This will lead to a more robust understanding of errors and how to manage them in real-world 
settings. 

This discussion on cognitive biases and decision-making in AI-human collaboration transitions 
to a broader but critical concept: the distinction between "trustworthy AI" and "trust in AI." 
These terms are often used interchangeably, but they represent distinct aspects of AI-human 
interaction that must be clearly delineated to ensure the successful integration of AI systems into 
healthcare.  

Trustworthy	AI	versus	trust	in	AI		
In this thesis, I focus on the clinician’s trust behavior and intention to use AI or XAI algorithmic 
advice. If the algorithms are trustworthy, is a different topic. Trustworthiness (Carter, 2023) 
typically pertains to the system's reliability in terms of accuracy, sensitivity, and specificity. 
These are quantifiable metrics in the natural sciences domain, serving to evaluate the AI 
performance against objective standards. 

The lack of externally validated healthcare AI algorithms is concerning. A comprehensive 
umbrella meta-analysis conducted by Kolasa et al. in 2023, which synthesized data from 220 
systematic literature reviews encompassing more than 7,000 academic articles, reveals a critical 
oversight in the field of healthcare AI. A mere fraction of 1% of AI algorithms in 7,000 studies 
had undergone external validation (Kolasa et al., 2023). This lack of trustworthiness due to the 
lack of external validation signifies a deficit in the rigorous evaluation of AI algorithms, testing 
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them for reliability, and verifying their accuracy outside the confines of their original training 
datasets. 

Conversely, human trust (Carruthers; Carter, 2023) in AI is more nuanced and multifaceted, 
rooted in social sciences and cognitive psychology. It involves the subjective perception of the 
AI systems reliability, credibility, and the degree to which individuals are willing to rely on AI 
systems. This perception is influenced by, for example, past experiences, social context, 
individual differences in risk tolerance, and the ability to understand and predict AI behavior. 
Although AI systems, no matter how advanced, function based on algorithms and data, they lack 
the ethical decision-making framework inherent to humans. This raises significant concerns 
about trust, particularly in scenarios requiring moral or ethical judgment. Users may feel uneasy 
relying on AI for decisions in complex, high-stakes environments like healthcare, where human 
integrity and ethical reasoning play a crucial role. The key question remains: can AI ever be 
truly "trusted" in the same way as humans? 

While there's a correlation between the natural science aspect of AI trustworthiness and the 
social science aspect of human trust in AI, they don't necessarily cause each other. High 
accuracy in an AI system does not automatically engender trust among users, and conversely, a 
person's trust in AI doesn't always imply that the AI outputs will be accurate. This issue is 
examined in Paper V, wherein I found that for the top-performing clinicians, clinical accuracy 
exceeded that of the AI system (Rosenbacke, Melhus and Stuckler, 2024). However, as they 
trusted the AI advice and integrated several AI-induced errors, their diagnostic accuracy 
decreased when collaborating with AI, compared to their solo clinical judgments. The 
intersection of trust versus trustworthy is an area of rich exploration, with implications for AI 
design, regulation, and user education (Reinhardt, 2023). 

The concept of trust is complicated. In my systematic literature review (Rosenbacke et al., 
2024b), we found that in the articles reviewed, there was considerable heterogeneity in the use 
of the term ‘trust’ and how it is operationalized in healthcare research. To avoid potentially 
missing important studies in our search, we adopted a conservative search strategy in which we 
did not specify trust as a keyword but rather manually searched for all papers, including a broad 
set of trust-related outcomes. Generally, the study designs widely varied, from qualitative 
investigations to experimental quantitative studies, making it difficult to draw direct 
comparisons. Another limitation present in several studies was the weak reporting of trust 
measurement instruments, as well as the number of respondents, particularly in qualitative 
studies. Few studies reported the accuracy (trustworthiness) of the underlying XAI algorithm, 
which could also alter the healthcare providers’ engagement and trust in XAI technologies.  

In my studies (Rosenbacke, 2024a, 2024b) I established the foundation for the participating 
physicians by asserting the trustworthiness of the algorithm in use. This trust was instilled by 
informing the physicians that they should assume that the algorithm had been subject to rigorous 
validation processes—a statement framed specifically for the context of the experimental setup. 
This set-up was deliberate to avoid discussions of trust versus trustworthiness. However, I 
deliberately calibrated the AI algorithms at 60% accuracy to be able to study the clinician’s trust 
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and the cognitive challenges when the AI advice was incorrect. Next, I will examine how the 
accuracy of AI systems influences the error rate.	
Frequency	of	False	Confirmation	errors	
To estimate the rate of False Confirmation errors, we must consider the product of the clinician's 
error rate and the AI error rate. Specifically, this is expressed by the formula: 
 
 False Confirmation = (1 - AI Accuracy) x (1 - Physician Accuracy).  

However, an essential preliminary step involves discerning the respective error rates of both the 
AI system and the clinicians. In recent systematic reviews and meta-analyses, the authors 
compared the performance of AI versus physicians (Shen et al., 2019; Nazarian et al., 2021). 
They found that AI accuracy varies from 60% to 99%, with sensitivity and specificity from 60% 
to 99%. Physicians' clinical performance was 48-99% when measuring accuracy, sensitivity, and 
specificity.  

The selection of a 60% accuracy rate for the AI in Paper II was a deliberate methodological 
choice. This figure falls within the lower spectrum of the 60-99% accuracy range for AI as 
reported in recent systematic reviews and meta-analyses (Shen et al., 2019; Nazarian et al., 
2021). In Paper II, the clinicians’ accuracy for the lowest performers was 41% and 65% for the 
best performers. In Paper V, the accuracy for the lowest performers was 47%, and for the best, 
87%. This aligns with the reported variability in the clinical performance of physicians, ranging 
from 48-99% in terms of accuracy, sensitivity, and specificity. By choosing a lower-performing 
AI model, Paper II aimed to illuminate the cognitive challenges faced by clinicians when the AI 
guidance is both correct and incorrect.  

In paper IV I simulate the theoretical likelihood of False Confirmation errors. With an AI 
accuracy of 60% and a clinical accuracy of 50%—particularly relevant for lower-performing 
clinicians that could have even lower accuracy—the estimated rate of False Confirmation errors 
could reach as high as 20% to 30% (Rosenbacke et al., 2024a). However, it is also posited that 
these lower-performing clinicians might experience a marked decrease in True Conflict errors, 
as evidenced by the improved overall accuracy in Papers II and V. For further details, also refer 
to Appendix VII. 

As AI systems become more accurate, the rate of diagnostic errors, including False 
Confirmations, is expected to decrease, leading to more effective collaboration between 
clinicians and AI and enhancing patient outcomes and diagnostic reliability. However, AI will 
never be 100% infallible. Medical data is highly variable and complex, making it challenging for 
AI to generalize across all cases. AI relies on the quality of its training data, which can be 
incomplete or biased, and requires constant updates as new medical conditions and treatments 
emerge. AI may struggle with nuanced interpretations of medical images and tests that require 
contextual and experiential understanding, and it cannot fully grasp the ethical considerations 
often involved in medical decisions. Additionally, AI systems can be prone to technical issues, 
such as software bugs and cyber threats, affecting their reliability. Therefore, I argue that AI 
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should be viewed as a tool to augment human decision-making, combining AI's data-processing 
capabilities with the expertise and judgment of human clinicians for the best outcomes. 

Societal	contribution	
My work on trust and cognitive challenges when introducing explainable AI in clinical decision-
making allowed me to contribute to a study on trust for the World Health Organization (WHO), 
the policy brief “Trust: The foundation of health systems” published by the European 
Observatory on Health Systems and Policies (McKee, Greenley and Permanand, 2023). I 
advised the WHO team of researchers on trust and artificial intelligence in health systems. In 
summary, this study found that “those involved in implementing AI solutions must consider how 
they will be received by those who must use them and, especially, whether they will engender the 
appropriate level of trust, neither too much nor too little. There is some evidence that XAI can 
help but much more research is needed to understand how it can be most effective and in what 
circumstances and therefore when it should be seen as trustworthy (and trusted to the extent that 
is appropriate).”(McKee, Greenley and Permanand, 2023, p. 26). 

The WHO policy brief highlights the importance of not only ensuring that AI and XAI systems 
are trustworthy but also that clinicians trust these systems in practice while managing cognitive 
challenges. In my research, I contributed to the WHO study and policy brief and also responded 
to their call for greater clarity on how to optimize trust in AI for healthcare applications. The 
WHO emphasizes fostering the "right" level of trust—not too much to avoid overreliance and 
not too little to ensure clinicians benefit from AI's potential. This aligns with the findings in my 
systematic review (Rosenbacke et al., 2024b), where I demonstrate that while XAI may enhance 
clinician trust, it can also create risks of overreliance, especially when AI is incorrect. This dual 
aspect—trustworthiness and appropriate levels of trust—must be carefully managed, as 
highlighted in my research, to ensure effective AI integration into clinical decision-making. 

Further, in my other papers, I delve into the errors that occur when clinicians trust AI too much, 
including False Confirmation errors (Rosenbacke, 2024a; Rosenbacke, Melhus and Stuckler, 
2024), and the underlying cognitive biases, such as commitment and confirmation bias 
(Rosenbacke, 2024b), that contribute to these issues. This deepens the WHO's concern regarding 
the fine balance between ensuring AI is trusted enough to be used but not blindly followed.  

I have also contributed to the ongoing call for further analysis in The International Journal of 
Health Planning and Management (Lopes, Martins and Correia, 2024) regarding the 
applications and implications of artificial intelligence in policy, planning, and management 
(McKee, Rosenbacke and Stuckler, 2024). It is important to note that although I refer to this 
contribution, it is not included within the scope of this thesis. However, this additional work 
broadens the impact of my research, highlighting its relevance beyond clinical AI integration 
and into health system management and policy frameworks. 

In my work, I provide empirical evidence and a theoretical framework for understanding these 
dynamics. This makes a meaningful contribution to the global conversation about trust in AI in 
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healthcare systems, offering insights into how these systems can be designed and implemented 
to maximize their benefits while mitigating potential harms. 

The subsequent section will discuss potential strategies for how to improve True Conflict errors 
while avoiding False Conflict and Confirmation errors in human-AI collaborative settings, 
which presents an expansive field for future research.  

Future	research	on	how	to	get	the	most	out	of	a	clinical	AI	collaboration	
In an environment like healthcare, where human-AI interaction is pivotal, a central inquiry is 
whether the synergy between humans and artificial intelligence can surpass the capabilities of 
either part independently. The concept hinges on the effectiveness of each entity in recognizing 
and augmenting the other's strengths, potentially leading to an entity that is greater than the sum 
of its parts (Bansal et al., 2019; Bansal, Wu and Zhou, 2021; Fügener et al., 2021; Hemmer et 
al., 2023). 

Utilizing my framework, in Figure 10, to identify True and False Conflicts, as well as 
confirmation errors, can potentially provide insights into optimizing these interactions. The 
integration of AI in clinical settings should ideally complement clinical expertise, thereby 
increasing diagnostic accuracy. The goal is to correct clinical errors, but introducing AI can also 
bring about new types of errors, such as False Conflicts, which may neutralize some of the 
improvements achieved by resolving True Conflicts. This reflects the challenges seen in my 
studies, where the theoretical benefits of AI assistance were not always realized in practice 
(Rosenbacke, 2024a; Rosenbacke et al., 2024b; Rosenbacke, Melhus and Stuckler, 2024; Weis 
et al., 2024).  

 
Figure 10: How can we create synergies where the human-AI collaboration is better than the 
parts? 
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Without AI, the False Confirmation errors could likely have happened with only a clinical 
diagnosis. However, there is a risk that with AI support, the clinician will not do the same 
diligent and reason-based thought process as soon as confirmed.  It seems that in my studies, 
clinicians have stopped any further diligence. It might be that AI increases these errors. Further 
studies are needed. 

In both my work (Rosenbacke, 2024a) and the work of Chanda et al. (2024), an enhancement in 
diagnostic precision was observed, signifying a net positive effect from AI integration. 
Nonetheless, these studies did not adequately successfully address the phenomenon of False 
Confirmation errors. Specifically, even with the presence of explanatory frameworks and risk 
factor rankings that conflicted with evidence-based medicine or the clinician's perspective, no 
reduction in the incidence of False Confirmation errors was achieved. Interventions such as 
cognitive forcing strategies appeared ineffective in mitigating these errors despite the indications 
that the AI conclusions were inconsistent or incorrect (Rosenbacke, 2024a). This suggests that 
the implementation of AI in clinical settings may require additional methods to manage and 
minimize the occurrence of False Confirmation errors effectively. 

To optimize human-AI collaboration so that it is more effective than its individual components, 
a multi-faceted approach is necessary. Here are several considerations and potential strategies 
that need further research to investigate if they could contribute to such synergy: 

• Regularly engage clinicians in simulated environments where they encounter controlled 
False Conflict and False Confirmation scenarios. This training can sharpen their skills in 
distinguishing between AI errors and correct assertions. 

• Educate healthcare professionals about common cognitive biases that may lead to False 
Confirmations, such as confirmation bias and overconfidence in AI. Training could 
include strategies to mitigate these biases. 

• Maintain comprehensive audit trails for both AI and clinician decisions to facilitate 
retrospective analysis and learn from instances of False Conflicts and False 
Confirmations. 

• Foster collaboration between clinicians, AI developers, data scientists, and cognitive 
psychologists to create a holistic approach to decision-making that considers diverse 
perspectives and expertise. 

• Implementing nudges within AI systems can prompt critical evaluation by physicians. 
These nudges could act as reminders, encouraging doctors to question consensus and 
consider the possibility of errors from both AI and their initial diagnosis.  

• Promoting a comparative analysis of AI explanations (including ranking and weights of 
risk factors) compared to physician clinical judgment. Examining whether they rely on 
the same clinical factors and assign similar weights can uncover discrepancies, 
particularly in cases of False Confirmation.  
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• Finally, in medical diagnostics, 'ground truth' can be elusive due to the ambiguous nature 
of some conditions. These are the gray areas—not strictly positive or negative—where 
symptoms may partially match several different diagnoses. If an AI system, designed to 
aid in diagnostics, operates only in a binary framework, it could erroneously reinforce a 
physician's initial, potentially incorrect judgment, discouraging further investigation. To 
address this, AI could adopt a tri-class system to account for ambiguity, identifying cases 
as positive, negative, or uncertain. This could potentially encourage further scrutiny and 
reduce False Confirmation errors and the risk of premature diagnostic closure, 
acknowledging the nuanced reality of medical practice. Further research is needed. 

I argue that studies of human-AI collaboration demand an interdisciplinary approach, one that 
marries the precision of natural sciences and the nuance of social sciences. Clinicians, who 
primarily rely on evidence-based medicine, operate within a culture accustomed to the 
complexities of human conditions, which often present in shades of gray rather than the black-
and-white outcomes typical in computer science. Furthermore, to harness the full potential of AI 
in clinical settings, it's crucial to integrate insights from cognitive psychology, which aims to 
understand the intricacies of human decision-making.  

My contribution lies at this intersection — serving as an interpreter between the definitive 
stances of computer science, the flexibility of social science, and the variable, patient-centered 
approach of medicine. By facilitating this dialogue, my research aligns with the World Health 
Organization's calls to optimize AI for healthcare, ensuring it complements the nuanced 
decision-making processes of clinicians (McKee, Greenley and Permanand, 2023). Bringing 
together the predictive power of AI with the context-driven acumen of clinicians can create a 
synergistic partnership. This partnership not only improves diagnostic accuracy but also 
enhances the efficacy of healthcare delivery, advancing both the science and practice of 
medicine. 

Nevertheless, this thesis merely scratches the surface of a vast and complex field. There remains 
an extensive scope for further research. As we move forward, it’s essential to pursue a more 
granular understanding of when and how clinicians should place their trust in AI, balancing 
between AI system validation and user-centered design. Recognizing this, my research invites a 
broader conversation and more comprehensive studies to fully unravel the potential and perils of 
AI in healthcare. The journey toward seamless and effective human-AI partnerships in clinical 
settings is ongoing, and much work remains to ensure these partnerships are as productive and 
safe as possible. 
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Conclusion	
In conclusion, this research has unearthed the intricate cognitive challenges that arise from the 
collaboration between clinicians and AI and XAI, particularly highlighting the need for a 
nuanced understanding of errors in the clinician-AI interface. Most of the current literature has 
concentrated on how and to what extent physicians adjust their decision-making when AI 
models provide accurate recommendations. However, there has been a significant oversight 
regarding the impact of AI errors, especially when these are accompanied by explanations. This 
gap leaves unanswered questions about the influence of incorrect AI guidance on clinical 
accuracy and the potential risks of overreliance on AI explanations in such scenarios. 

My novel framework identifies that diagnostic errors are manifold: True Conflict errors, where 
clinicians dismiss correct AI advice; False Conflict errors, where clinicians are misguided by 
incorrect AI; and False Confirmation errors that masquerade as consensus, but the clinician and 
the AI are wrong in their diagnosis, and the clinicians halt further investigation. The 
investigation into these errors is pivotal for the successful integration of AI in clinical practice.  

This research provides a pioneering empirical analysis across diverse datasets and thousands of 
clinical decisions, establishing these error patterns as both replicable and significant. This thesis 
is the first, to the best of my knowledge, to quantify how XAI, despite its potential to enhance 
trust, can also inadvertently increase False Conflict errors due to overreliance on explanations. 
Moreover, it identifies and quantifies False Confirmation errors—a particularly insidious form 
of error where clinicians, misled by incorrect AI advice, prematurely halt further investigation. 
This behavior reflects a tendency toward confirmation bias rather than a deliberate decision. To 
the best of my knowledge, this research is the first to demonstrate that XAI explanations fail to 
effectively mitigate these specific types of errors. The research further demonstrates that even 
experienced clinicians are vulnerable to these errors, especially when falsely confirmed by AI, 
revealing a complex relationship between trust, expertise, and diagnostic accuracy in clinician-
AI collaboration 

By developing a novel systematic framework to measure and understand these errors, my work 
advances the discourse on AI and XAI as a second opinion and provides a practical approach to 
refining AI and XAI applications in healthcare. This research does not just fill a gap; it 
potentially sets a new foundation for future studies aimed at mitigating these errors and 
optimizing the clinician-AI partnership, ultimately contributing to safer and more reliable AI 
integration in medicine. 

Despite that I have been able to reproduce my findings, still the main limitations of this thesis lie 
in its generalizability and scope. The studies are still based on specific medical contexts (ear 
infections and melanoma) and AI accuracy rates, which limit the broader applicability of the 
findings to other clinical settings or AI systems. Additionally, in the systematic review, the 
small sample sizes and inconsistent reporting on trust measures and algorithm accuracy across 
studies constrain the robustness of the conclusions. Future research should broaden the scope, 
exploring different clinical contexts, higher accuracy AI systems, and improving consistency in 
measuring trust and algorithm performance. 
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Nonetheless, it is clear from the findings that we stand at the cusp of a nascent field that 
warrants extensive further investigation. There is a significant gap in understanding the long-
term impacts of AI and XAI on clinical decision-making. This thesis stresses the imperative for 
continued empirical research to mitigate the risks of False Conflict and Confirmation errors and 
to fine-tune AI systems to support rather than undermine critical clinician judgment. 

The insights garnered from this work have laid a foundational understanding of the cognitive 
interplay between clinicians and AI. My research calls for a continuation of this inquiry, 
underscoring the need for systematic and thorough research to navigate the complexities of AI 
integration in healthcare. Only through such dedicated scholarly endeavors can the scope of the 
AI potential be harnessed and its pitfalls adequately addressed to foster better clinical outcomes.  

Echoing the words of the cognitive psychologist Steven Pinker: "The beauty of reason is that it 
can always be applied to understand failures of reason” (Pinker, 2018), this thesis illustrates the 
need to refine and elevate our rational endeavors in healthcare through continued investigation 
and reflection. 

 

Disclaimer: Some sections of this thesis benefited from English language editing provided by 
Grammarly and ChatGPT. These tools were used solely to enhance the clarity of the language 
without influencing the originality or intellectual content of the research.  
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Abstract   
Background: Artificial intelligence (AI) has significant potential in clinical practice. However, 
its "black box" nature can lead clinicians to question its value. The challenge is to create 
sufficient trust for clinicians to feel comfortable using AI but not so much that they defer to it 
even when it produces results that conflict with their clinical judgement in ways that lead to 
incorrect decisions. Explainable AI (XAI) aims to address this by providing explanations of how 
AI algorithms reach their conclusions. However, it remains unclear whether such explanations 
foster an appropriate degree of trust to ensure the optimal use of AI in clinical practice.  

Objective: The objective of this study was to systematically review and synthesize empirical 
evidence on the impact of XAI on clinicians’ trust in AI-driven clinical decision-making. 

Methods: A systematic review was conducted in accordance with PRISMA guidelines, 
searching PubMed and Web of Science databases. Studies were included if they empirically 
measured the impact of XAI on clinicians’ trust, using cognition- or affect-based measures. Out 
of 778 articles screened, 10 met the inclusion criteria. We assessed risk of bias using standard 
tools appropriate to the methodology of each paper. 

Results: The risk of bias of all papers was Moderate or Moderate to High. All included studies 
operationalized trust primarily through cognitive-based definitions, with two also incorporating 
affect-based measures. Of these, five studies reported that XAI increased clinicians’ trust 
compared to standard AI, particularly when the explanations were clear, concise, and relevant to 
clinical practice. Three studies found no significant effect of XAI on trust, and the presence of 
explanations does not automatically improve trust. Notably, two studies highlighted that XAI 
could either enhance or diminish trust, depending on the complexity and coherence of the 
provided explanations. The majority of studies suggest that XAI has the potential to enhance 
clinicians' trust in recommendations generated by AI. However, complex or contradictory 
explanations can undermine this trust. More critically, trust in AI is not inherently beneficial, as 
AI recommendations are not infallible. These findings underscore the nuanced role of 
explanation quality and suggest that trust can be modulated through careful design of XAI 
systems. 

Conclusions: Excessive trust in incorrect advice generated by AI can adversely impact clinical 
accuracy, just as can happen when correct advice is distrusted. Future research should focus on 
refining both cognitive and affect-based measures of trust, and on developing strategies to 
achieve an appropriate balance in terms of trust, preventing both blind trust and undue 
skepticism. Optimizing trust in AI systems is essential for their effective integration into clinical 
practice. 
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Introduction	
Artificial intelligence (AI) is increasingly being promoted as a means to transform healthcare. 
AI can enhance clinical decision-making, reduce medical errors, and improve patient 
outcomes.1,2 Yet to realize its full potential in healthcare, clinicians must trust it and be 
comfortable with its outputs.3 Establishing and maintaining trust is challenging, especially in 
light of growing warnings from some leading AI experts about its potential risks to society.4  

Currently, there is a dearth of studies on how to increase trust in AI among clinicians. In a recent 
systematic review on trust in AI, it was observed that transparency is critical for fostering trust 
among decision-makers.5 To increase transparency, and thus trust in AI, it has been proposed 
that measures should be added to its predictions to make the models more transparent and 
explainable to human users.6 So-called Explainable AI (XAI) can be considered to fall within 
several categories: (i) “local” (specific) explanations of an individual prediction 7; (ii) “global” 
explanations presenting the model’s general logic 8; (iii) “counterfactual” explanations 
indicating a threshold at which the algorithm could change its recommendations; (iv) confidence 
explanations, indicating the probability that the prediction is correct 9; and (v) example-based, 
where the AI justifies its decision by providing examples that have similar characteristics from 
the same dataset. 10  

Trust is a complex concept that has been explored in a range of disciplines, including 
philosophy, economics, sociology, and psychology 11–15, with a recent review by one of us 16 
noting how little interaction exists between these disciplinary perspectives. Here we rely on 
psychological models, which we consider are particularly helpful in this context. In a dual 
theory developed by Daniel Kahneman17, two main ways of thinking exist. The first is quick and 
based on gut feelings or intuition, whereas the second is slower, taking a more thoughtful and 
reasoning approach. Trust forms a mental picture of another person or a system, and when trying 
to untangle all its intricacies it is practically impossible to use only rational thought. 
Consequently, the decision to trust someone or something like an AI tool or a physician is often 
derived from an instinctive judgment or the intuition. In this model, trust is viewed as a 
decision-making shortcut, enabling the decision-maker to select information while ignoring 
other information to simplify a complex decision.18 Applied to empirical research, Madsen and 
colleagues describe these two broad approaches as cognition-based trust and affect-based trust,19 
terms we will use in this study. 

A series of recent reviews has examined XAI from a trust perspective. However, partly 
reflecting the speed of development of the field, these do not include the most recent empirical 
evidence from clinical settings, although they did consistently speculate that XAI could increase 
users’ trust and thus the intention to use AI tools 20 21 as well as enhance confidence in decisions 
and thus the trust of clinicians.22 23 None of these studies differentiated between varying trust 
measures or healthcare domains.  

To fill this gap, we performed a systematic review of empirical evidence on the impact of XAI 
on clinicians’ trust. Additionally, we categorised and differentiated studies according to which 
type of trust measure they employed, cognition- or affect-based trust, as well as types of medical 
data employed (imaging vs. tabular formats). 
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Methods	
Search	Strategy	
Two of the authors (RR and DS) performed a systematic review using the PRISMA method. 24 
On March 23, 2023, we searched the title and abstract fields of PubMed and recognised that the 
topic would be covered by a wide range of disciplines, and hence we also used Web of Science. 
We searched for published articles on XAI and trust within healthcare. Our initial reading 
revealed the use of many words that conveyed some aspect of what we might consider “trust”. 
In light of this work and the many different conceptions of trust 25, we intentionally employed a 
broad search strategy without specifying trust and its alternative variants (such as confidence, 
intention to use, etc) to avoid risk of ‘type-2 errors’ whereby relevant articles which should have 
been included were omitted.  

We operationalised XAI and healthcare using a range of keyword permutations adapted to each 
database (see Appendix 1 for full strategy).  

Inclusion	and	exclusion	criteria	
We applied a range of inclusion and exclusion criteria. Articles were included if they (i) 
measured trust (and related terms) as an outcome, (ii) used XAI as an intervention or exposure, 
(iii) used Machine Learning (ML) in the underlying AI model, (iv) were empirical studies, and 
(v) the evaluation was carried out by practicing clinicians. Articles were excluded if they were 
(i) reviews, commentaries, reports of methodology, or conceptual papers or ii) not applied in a 
healthcare setting from a clinician’s perspective. Two reviewers, RR and DS, performed the 
screening, and any disputes were resolved against these pre-specified criteria and with a third 
reviewer (ÅM). 

Extraction	and	analysis	
We extracted from each included study the following data: author, year of publication, country, 
healthcare domain, discipline behind the study, image versus tabular data input, study design 
and setting, clinical or experimental setting, sample size, intervention or exposure of interest, 
outcome measures, study results, and conclusions. Data were entered into a Microsoft Excel 
spreadsheet for analysis. RR extracted the data using the pre-established data entry format, with 
verification by DS to ensure consistency. We disaggregated the analysis by trust dimensions 
(cognitive versus affect-based) and by type of data evaluated (image versus tabular data). We 
also assessed each paper for risk of bias, using either the Cochrane Risk of Bias (RoB 2) or Risk 
of Bias in Non-randomized Studies of Interventions (ROBINS-I) tool.  
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Results	
Overview	of	search	results	
Our initial search identified 373 publications in PubMed and 713 publications in Web of 
Science, 308 were duplicates, leaving 778 for the screening and eligibility stages. We excluded 
300 records since they were reviews, commentaries, methodological reports, conceptual papers, 
or not related to the healthcare sector. Eighty-three papers did not study XAI, and 347 were not 
empirical studies with trust as an outcome and explanations as an intervention. This left 48, all 
of which were successfully retrieved. We excluded another 38 studies when reviewing the full 
text as they did not measure trust or XAI empirically or the evaluation was not carried out by 
practicing clinicians. This yielded 10 articles for final review (Figure 1). 26–35 

The publications were imported into Zotero reference management software. The PRISMA flow 
diagram of our review is shown in Figure 1.  

 
Figure 1: PRISMA flow chart.  
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Characteristics	of	included	studies	
Table 1 provides a summary of the final studies. There was a clear increase in papers on trust 
and XAI in healthcare during 2022; 70% were published between 2022 and the end of the 
inclusion period on March 23, 2023.  

Title Authors 
(Year) 

Country 

Study 
discipline 

Respondents 

(Sample size) 

Healthcare 
domain 

Tabular/ 
Image 

Description of 
intervention 

Trust 
measureme
nt 

Trust 
improvement 

As if sand were 
stone. New 
concepts and 
metrics to probe 
the ground on 
which to build 
trustable AI 

Cabitza et 
al. (2020) 
Italy 

Computer 
Science, 
Orthopedic 
and Bio 
Medicine 

Physician 

(13) 

Radiology 

Image Measure 
radiologists’ 
confidence score 
as a marker for 
trust 

Quantitative 
confidence 
score, 6-
grade scale. 

No effect 

Doctor's 
Dilemma: 
Evaluating an 
Explainable 
Subtractive 
Spatial 
Lightweight 
Convolutional 
Neural Network 
for Brain Tumor 
Diagnosis 

Kumar et 
al.  

(2021) 
India 

Computer 
Science 

Physicians 

(10) 

Brain tumour 

Image Building an 
explainable deep 
learning model 
to reduce 
complexity in 
MR 
classifications. 

Quantitative 
doctor 
survey using 
5-grade 
Likert Scale. 

Increased trust 

Does AI 
explainability 
affect physicians' 
intention to use 
AI? 

Liu et al. 
(2022) 
Taiwan 

Medical 
Research, 
Cardiology, 
Pediatrics 

Physicians 

(295) 

Image Comparing 
intention to use 
XAI vs AI 

Quantitative 
survey using 
5-grade 
scale. 

Increased trust 

Explainable 
recommendation: 
when design 
meets trust 
calibration. 

Naiseh et 
al.  

(2021) 
UK 

Computer 
Science 

Physicians and 
pharmacists 

(24) 

Oncology 

Tabular Involved 
physicians and 
pharmacists in 
think-aloud 
study and co-
design to 
identify potential 
trust calibration 
errors 

Qualitative 
interviews 
analysed 
using 
content 
analysis. 

Varied, 
depending on 
factors such 
as the form of 
explanation 

How the different 
explanation 
classes impact 
trust calibration: 
The case of 
clinical decision 
support systems 

Naiseh et 
al.  

(2023) 

UK 

Computer 
Science 

Physicians and 
pharmacists 

(41) 

Chemotherapy 

Tabular Trust calibration 
for 4 XAI 
classes 
(counterfactuals, 
example based, 
global and local 
explanations) vs 
no explanations 

Quantitative 
self-
reporting 
cognitive-
based trust 
using 5-
grade scale 
and 
qualitative 
interviews 
was coded. 

Varied, 
depending on 
factors such 
as the form of 
explanation 

Interpretable 
clinical time-
series modelling 
with intelligent 
feature selection 
for early 

Martinez-
Aguero et 
al. 

(2022) 
Spain 

Computer 
Science and 
Intensive 
Care 
Department 
for validation 

Clinicians (no 
specification) 
Antibiotic 
resistance 

Tabular SHAP 
explanations for 
predictors to 
provide 
clinicians with 

Qualitative 
where 
clinicians 
self-report 

Increased trust 
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prediction of 
antimicrobial 
multidrug 
resistance 

explanations in 
natural langue 

Non-task expert 
physicians 
benefit from 
correct 
explainable AI 
advice when 
reviewing X-
rays. 

Gaube et 
al. 

(2023) 
US/ 

Canada 

Medicine, 
Psychology 
and 
Computer 
Science 

Internal/ 

emergency 
medicine 
physicians and 
radiologists 

(223) 

Radiology 

Image Visible 
annotation on 
the X-ray done 
by human or 
XAI 

Quantitative 
self-
reporting 
using 7-
grade scale 

No effect 

The 
explainability 
paradox: 
Challenges for 
XAI in digital 
pathology 

Evans, et 
al. 

(2022) 

Computer 
Science and 
Bio Medicine 

Board-certified 
pathologists 
and 
professionals in 
pathology or 
neuropathology 

(6+25) 

Pathology 

Image Saliency maps to 
explain 
predictions 
through 
visualizations 

Quantitative 
self-
reporting 
using 7-
grade scale. 
Qualitative 
semi-
structured 
interviews. 

Increased trust 

Trustworthy AI 
Explanations as 
an Interface in 
Medical 
Diagnostic 
Systems 

Kaur et 
al. 

(2022) 

US 

Computer 
Science 

Physicians 

(2) 

Breast Cancer 
Prediction 

Image Involved 
physicians 
evaluate 3 
different systems 
and rate the 
"Trustworthy 
Explainability 
Acceptance" 

Quantitative, 
trust 
calculated 
using both 
impression 
and 
confidence 

Developed 
framework to 
measure trust. 
No effect 
identified. 

UK reporting 
radiographers’ 
perceptions of AI 
in radiographic 
image 
interpretation 
Current 
perspectives and 
future 
developments 

Rainey et 
al. 

(2022) 

UK 

Health 
Science, 
Radiography, 
Computer 
Science 

Radiographers 

(86) 

Radiography 

Image - Quantitative 
self-
reporting 
using 10-
grade scale 

Increased trust 

 

Table 1: Summary of extraction table. 

The studies displayed marked heterogeneity in methods, disciplinary collaboration, and 
perspectives of trust. All but one involved computer scientists; four were conducted solely by 
computer scientists without involvement by experts with a medical background, and the 
remaining five involved collaborations between medical experts and computer scientists. The 
inputs to the AI tools were medical imaging or tabular data formats. The risk of bias in each 
study is reported in the Appendix 2. In all studies, the risk of bias was moderate or moderate to 
high. 

We begin by looking at studies of medical imaging and tabular data separately, providing an 
overview of the characteristics and results before moving on to talk about the different ways in 
which studies conceptualize or measure trust (as we found that this seemed to be a key 
consideration in interpreting studies’ results).  
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Medical	imaging	
Of the seven medical imaging studies reviewed, four (57%) identified a significant and positive 
association between use of XAI and perceived trust, one study (14%) reached no clear 
conclusions, while two (29%) found a limited or no significant impact. 

One study by Liu et al. 35 asked 295 physicians across three hospitals in Taiwan if explanations 
increased their trust in the algorithm and their propensity to use XAI compared to AI. They 
found that physicians were more inclined to trust and implement AI in clinical practice if they 
perceived the results as being more explainable or comprehensible. Similarly, an online 
experiment by Evans et al. 30 surveyed trust levels among board-certified physicians in 
pathology or neuropathology in using XAI to interpret pathology images. The XAI instrument 
highlighted the areas in medical images that determined whether the prediction was made with 
high or low confidence. Seventy percent agreed that their level of trust increased as a result of 
the explanations provided, while approximately 10% disagreed, and the rest were undecided.  

One study by Cabitza et al. 26  differentiated Gold Standard labels (categorising cases as positive 
or negative) from Diamond Standard ones, where the reason for categorisation was annotated 
and indicated confidence in the allocation. Thirteen radiologists were then asked to evaluate 
images of knees. Confidence in the allocation was  considered a proxy for trust and there was no 
association between confidence and accuracy. Gaube et al. 33 conducted a qualitative 
investigation of 117 clinical residents or practicing emergency medicine physicians and 106 
radiologists. They reported that explanations had little or no significant impact on trust and/or 
perceived usefulness of AI. The participants were shown x-rays with and without annotations as 
explanations. Internal and emergency medicine physicians (IM/EM), who lacked specialist 
training in radiology, achieved better diagnostic accuracy when provided with explanations (p 
IM/EM = 0.042), but there was no such benefit for radiologists (p Radiology = 0.120). In neither 
group did annotations have any meaningful effect on confidence in their own final diagnosis (p 
IM/EM = 0.280, p Radiology = 0.202). The authors did not find convincing evidence for either 
algorithmic appreciation (a tendency to trust algorithms) or algorithmic aversion (a tendency not 
to trust algorithms).  

Tabular	data	
The three studies using XAI techniques with tabular data found positive relationships between 
explanations of AI and perceived trust. However, in two of the studies, results varied, and the 
authors argued that an inappropriate use of explanations can induce under- or over-trust.  

A qualitative study by Martinez-Aguero and colleagues 34 asked whether XAI, when compared 
with AI, increased trust among clinicians searching for multidrug-resistant bacteria in intensive 
care units. The authors concluded that both visual and textual explanations helped clinicians 
understand the model output and increased trust in the XAI. However, neither the number of 
respondents nor the instrument used to measure trust was clearly reported. 

Naiseh and co-workers 28 performed a qualitative study of the influence of XAI on the 
prescribing decisions of physicians and pharmacists in the field of oncology.  For trust they used 
the terminology used by Lee and colleagues of appropriate reliance 36. They initially performed 
semi-structured interviews with 16 participants to understand how these providers engaged with 
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five distinct types of explanations—local, global, counterfactual, example-based, and 
confidence-based. The authors coded the providers as exhibiting ‘high’ or ‘low’ trust only if this 
behavior was consistent across all five explanation types in the study. Although the physicians 
and pharmacists were generally favorable towards explanations, they exhibited a lack of trust 
and skepticism about XAI’s accuracy. They further identified two primary causes of errors in 
trust calibration: (i) skipping explanations or (ii) misapplication of explanations. Skipping 
occurred when providers made decisions with AI without fully engaging with the accompanying 
explanations. This was due to: i) disinterest in understanding the explanation, ii) decision delays 
due to the explanation, iii) perceived redundancy, complexity, or context irrelevance. 
Misapplication occurred when the providers misunderstood the explanations or simply sought 
after them to confirm their initial judgement. They then conducted co-design sessions with eight 
participants. From these, they proposed enhancing XAI interface designs to help avoid skipping 
or misinterpreting explanations. The designs included active and/or cognitive engagement of 
decision-makers in the decision-making process, challenge of habitual actions in the XAI system 
by introducing alternative perspectives or recommendations that may not align with the clinical 
decision-maker's prior experiences or assumptions, friction that requires the decision-maker to 
confirm their decision before it is implemented, and support consisting of training and learning 
opportunities for clinical decision-makers to enhance the understanding and usage of the system.  

This same team studied 41 medical practitioners who were frequent users of clinical decision 
support systems.29 They sought to develop interventions that would enable physicians to have an 
optimal level of trust (or reliance), as defined by the authors, in predictions by AI models and to 
avoid errors that might arise from excessive under- or over-trust. The clinicians used four 
different XAI classes (global, local, counterfactual, and example-based – their other study had 
included confidence-based) and the research group explored the clinicians' experiences using 
semi-structured interviews. In a subsequent mixed-methods study on chemotherapy 
prescriptions found differences in the trust generated by different explanations. Participants 
found example-based and counterfactual explanations more understandable than the others but 
there were no differences in perceptions of technical competence, a view supported in semi-
structured interviews, largely because they were easier to comprehend. Additionally, the 
researchers identified a potential for over-reliance on AI, as providers were more inclined to 
accept AI recommendations when they were accompanied by explanations, although 
explanations did not help them identify incorrect recommendations. They made a series of 
suggestions as to how the interface design might be enhanced although they also noted that it 
could be very difficult to incorporate the many different types of questions that users might ask. 
Some might seek very detailed explanations while others could be deterred by the resulting 
cognitive overload. As the authors note “long and redundant explanations make participants 
skip them”. Perhaps more fundamentally, several of those interviewed said that they would be 
reluctant to use this tool because of the high cognitive load involved in seeking to understand 
some decisions.  

Conceptualizing	and	Measuring	Trust	
The studies reviewed take two broad approaches to defining trust: cognition-based trust and 
affect-based trust 19. The initial approach, cognition-based trust, revolves around the perceived 
clarity and technical ability of XAI, fundamentally grounded in rational analysis. On the other 
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hand, affect-based trust encompasses emotional bonds and belief, originating from previous 
experiences and sentiments towards AI, as opposed to logical deliberation. All ten studies 
applied cognitive-based trust. However, two studies also investigated trust in terms of affect or 
emotions.  

Eight of the studies employed quantitative surveys to measure trust, integrating them with 
qualitative interviews in two instances. The remaining two exclusively utilized qualitative 
interviews. We found marked heterogeneity in the questions used. 

Naiseh and colleagues noted that explanations affected both cognitive and affect-based trust and 
could result in either over-trust or under-trust. In the 2021 study 28, they used qualitative think-
aloud methods and suggested that one reason for users skipping or misapplying explanations 
could be that affect-based trust overrides cognitive and deliberate trust. Two years later, they 
published a new study29, in which they investigated whether different XAI classes or methods 
increased or decreased cognitive-based trust. They found that some types of explanation could 
introduce a cognitive over-reliance on the AI, but they questioned whether biases and affect-
based trust also played roles.  

Discussion		
Principal	Results	
We examined empirical evidence on the impact of explainable AI on physicians’ trust levels and 
intention to use AI. Of the 10 studies included, 50% reported that XAI increased trust while 20% 
observed both increased and decreased trust levels. Both over-trust and under-trust appeared to 
be modifiable by brief cognitive interventions to optimise trust. 28,29 In two studies (20%), no 
effects of XAI were shown, and one study (10%) did not reach any conclusions. Only small 
differences of no consequence were identified between studies using tabular data formats and 
image data.  

Before interpreting these findings further, we must note several important limitations of our 
study’s search strategy. First, there is considerable heterogeneity in the use of the term ‘trust’ 
and how it is operationalised in healthcare research. To avoid potentially missing important 
studies in our search, we adopted a conservative search strategy in which we did not specify 
trust as a keyword but rather manually searched for all papers including a broad set of trust-
related outcomes. Related to this, the rapid evolution of AI has been associated with conceptual 
confusion about its meaning. Several recent studies have sought to operationalise AI in 
markedly varying ways drawing on technology, for example, which is not actually based on AI-
algorithms37,38. For clarity, we specifically constrained our search to AI algorithms which used 
machine-learning techniques. Second, we use two main databases of peer reviewed studies, 
PubMed and Web of Science. The former broad coverage in medicine and social sciences, but 
could potentially missed emerging studies in computer science, but Clarivate, who publish Web 
of Science, note that it has “Strongest coverage of natural sciences & engineering, computer 
science, materials sciences, patents, data sets”. 39 We do, however, accept that, in a rapidly 
developing field, we may have missed material in preprints or non-peer reviewed conference 
papers. Additionally for coherence across platforms we did not employ MeSH terms in PubMed, 
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as they are not used in Web of Science and we wanted to achieve consistency. The keyword, 
‘clinical’, also may potentially have excluded studies in some clinical specialities. However, the 
vast number of potential specialist terms that could be used make it virtually impossible to 
implement a wider strategy in practice. Finally, there has been extensive study of psychological 
biases in how decision-makers, including clinicians, respond to new data and update prior 
beliefs in incorporating evidence to make decisions.17,40 Studies by psychologists are needed to 
evaluate the role these biases (including but not limited to default bias and confirmation bias) 
play in medical decision-making when using XAI.  

There were also a series of limitations identified in the included studies themselves. Generally, 
the study designs widely varied, from qualitative investigations to experimental quantitative 
studies, making it difficult to draw direct comparisons. However, we have sought to the extent 
possible to identify emerging themes and patterns across tabular and visual XAI applications, as 
well as a series of methodological limitations to address in future studies. Additionally, the 
relatively low number of studies (n= 10) limits generalisability to other populations and settings. 
Another limitation present in several studies was weak reporting of trust measurement 
instruments, as well as the numbers of respondents, particularly in qualitative studies. Few 
studies reported the validity of the underlying XAI algorithm which could also alter the 
healthcare providers’ engagement and trust of XAI technologies. Future research should seek to 
improve reporting of this necessary information.  

Although our review focused on how XAI impacted clinicians' trust levels and intention to use 
this technology, a few additional observations are of interest. Gaube and co-workers 33 found no 
difference in trust between experts and non-experts but reported that the performance of non-
experts who drew upon XAI was superior in clinical practice. Future studies are needed not just 
to evaluate the impact of XAI on its adoption and trustworthiness but also its potential clinical 
efficacy. In this context, it is worth noticing that while all included studies offered explanations 
that could be added to AI predictions, the validity of those explanations has yet to be critically 
evaluated. 41 It is unclear how XAI can overcome limitations inherent in clinical domains where 
mechanistic understanding is lacking. That is, XAI will likely struggle to explain what is 
currently unexplainable at the frontier of clinical medicine. This could potentially lead to 
explanations which, albeit perceived as trustworthy, are not founded on established clinical 
knowledge and instead are ‘misconceptions’ by AI. The XAI explanations are still 
simplifications of the original AI model, and when the abstraction level is heightened, the 
granularity is usually reduced.  

This review also points to the need to understand how trust in XAI can be optimised, rather than 
simply being evaluated in terms of increased or decreased with the help of different types of 
explanations. Clinical decision-making inevitably involves an element of judgment. While AI 
may be able to process more information than a human, humans may also be able to incorporate 
insights that are not included in algorithms. 41 Thus, the challenge is to achieve an appropriate 
level of trust in AI, neither too limited, in which case the clinician will be reluctant to use it, nor 
too extensive, as this may cause experienced clinicians to subordinate their own judgment to the 
AI outputs.  

Yet, while it is apparent that neither blind trust nor blind distrust may be appropriate, it is 
unclear what an appropriate or optimal level of trust should be. None of the studies attempted to 
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explore what this should be, which remains an important area for future research. However, the 
studies reviewed indicated that the levels of trust that healthcare providers place in AI depend on 
multiple clinically-relevant factors, including but not limited to the accuracy of the algorithm, 
the validation, and the potential impact on patients.  

Our study also points to several further directions for future research. First, while the 
interdisciplinary literature featured prominent computer scientists and clinicians, there was a 
notable absence of psychologists. There is considerable scope to improve the appropriate uptake 
and adoption of AI by drawing upon evidence from the wider psychological literature on 
medical decision-making. One such framework is a dual process model, which integrates both 
cognitive and affect-based means of decision-making jointly. Kahneman argue that the human 
mind uses two processes for decision-making: the fast thinking and intuitive process, including 
heuristics, biases, and cognitive shortcuts that recalls affect-based trust, and the slow thinking 
and reasoning process that recalls cognitive-based trust. 17 Furthermore, Thaler and colleagues 
have found that both these processes can be influenced (or nudged), especially the rapid thinking 
intuitive judgments. Brief cognitive interventions like nudging have sometimes proven to be 
useful in health. 42 The extant literature appears to incorporate mainly reasoning-based cognitive 
markers but misses out on intuitive and emotional-based processes for evaluating trust levels in 
emerging technologies. 

Conclusions	
A majority of the included studies showed that XAI increases clinicians' trust and intention to 
use AI; two of these studies showed that explanations could both increase and decrease trust and 
in three studies, explanations fell through or did not add any value. However, in healthcare, 
when AI tool incorporates associated explanations, they must avoid two common psychological 
pitfalls. First, they must be made sufficiently clear to avoid risks of blind distrust when 
physicians do not understand them. Second, they must avoid oversimplification and failing to 
disclose limitations in models that could lead to blind trust among physicians with an artificial 
level of clinical certainty. Explanations can both increase and decrease trust, and understanding 
the optimal level of trust in relation to the algorithm's accuracy will be critical. When AI 
algorithms surpass physicians in terms of accuracy, the integration could be facilitated through 
means such as providing explanations. Yet, the provision of explanations is not a failsafe 
method to detect errors in the algorithms, as it might inadvertently foster excessive trust. How to 
find an optimal level of trust and how to best to communicate AI to physicians will remain a 
defining healthcare challenge of our time.  

 

  



  

 

88 

Contribution 

RR contributed with the idea, collaborated with DS in data collection, performed the review and 
drafted the manuscript. All authors contributed to the interpretation, writing and editing of the 
manuscript. 

 

Conflicts of Interest 

Competing interests: None declared. 

Funding: The authors have not declared a specific grant for this research from any funding 
agency in the public, commercial or not-for-profit sectors. 

 

Abbreviations 

AI: Artificial intelligence 

XAI: Explainable artificial intelligence 

 

  



  

 

89 

References	
1. Schwalbe N, Wahl B. Artificial intelligence and the future of global health. Lancet Lond 

Engl. 2020;395(10236):1579-1586. doi:10.1016/S0140-6736(20)30226-9. 
PMID: 32416782 

2. Rajpurkar P, Chen E, Banerjee O, Topol EJ. AI in health and medicine. Nat Med. 
2022;28(1):31-38. doi:10.1038/s41591-021-01614-0. PMID: 35058619 

3. Cutillo CM, Sharma KR, Foschini L, Kundu S, Mackintosh M, Mandl KD. Machine 
intelligence in healthcare—perspectives on trustworthiness, explainability, usability, and 
transparency. Npj Digit Med. 2020;3(1):1-5. doi:10.1038/s41746-020-0254-2. PMID: 
32258429 

4. Ienca M. Don’t pause giant AI for the wrong reasons. Nat Mach Intell. Published online 
2023:1-2. https://doi.org/10.1038/s42256-023-00649-x 

5. Glikson E, Woolley AW. Human trust in artificial intelligence: Review of empirical 
research. Acad Manag Ann. 2020;14(2):627-660. doi.org/10.5465/annals.2018.0057 

6. Arrieta AB, Díaz-Rodríguez N, Del Ser J, et al. Explainable Artificial Intelligence (XAI): 
Concepts, taxonomies, opportunities and challenges toward responsible AI. Inf Fusion. 
2020;58:82-115. https://doi.org/10.1016/j.inffus.2019.12.012 

7. Ribeiro MT, Singh S, Guestrin C. “ Why should i trust you?” Explaining the predictions of 
any classifier. In: Proceedings of the 22nd ACM SIGKDD International Conference on 
Knowledge Discovery and Data Mining. ; 2016:1135-1144. https://doi-org.esc-
web.lib.cbs.dk/10.1145/2939672.2939778 

8. Wu W, Su Y, Chen X, et al. Towards global explanations of convolutional neural 
networks with concept attribution. In: Proceedings of the IEEE/CVF Conference on 
Computer Vision and Pattern Recognition. ; 2020:8652-8661. 

9. Zhang Y, Liao QV, Bellamy RK. Effect of confidence and explanation on accuracy and 
trust calibration in AI-assisted decision making. In: Proceedings of the 2020 Conference 
on Fairness, Accountability, and Transparency. ; 2020:295-305. https://doi-org.esc-
web.lib.cbs.dk/10.1145/3351095.3372852 

10. Liao QV, Gruen D, Miller S. Questioning the AI: Informing Design Practices for 
Explainable AI User Experiences. In: Proceedings of the 2020 CHI Conference on Human 
Factors in Computing Systems. CHI ’20. Association for Computing Machinery; 2020:1-
15. doi:10.1145/3313831.3376590 

11. Mechanic D. The functions and limitations of trust in the provision of medical care. J 
Health Polit Policy Law. 1998;23(4):661-686. PMID: 9718518 DOI: 10.1215/03616878-
23-4-661 

12. Fukuyama F. Trust: The Social Virtues and the Creation of Prosperity. Simon and 
Schuster; 1996. ISBN 0684825252 



  

 

90 

13. Seligman AB. The Problem of Trust. Princeton University Press; 2000. ISBN 6-691-
05050-1 

14. Arrow KJ. Uncertainty and the welfare economics of medical care. In: Uncertainty in 
Economics. Elsevier; 1978:345-375. https://doi.org/10.1016/B978-0-12-214850-7.50028-0 

15. Berg J, Dickhaut J, McCabe K. Trust, reciprocity, and social history. Games Econ Behav. 
1995;10(1):122-142. https://doi.org/10.1006/game.1995.1027 

16. McKee M, Greenley R, Permanand G. Trust: The foundation of health systems. Published 
online December 12, 2023. https://eurohealthobservatory.who.int/publications/i/trust-the-
foundation-of-health-systems.  

17. Kahneman D. Thinking, Fast and Slow. macmillan; 2011. ISBN: 9780141033570 

18. Lewicki RJ, Brinsfield C. Framing trust: trust as a heuristic. Fram Matters Perspect Negot 
Res Pract Commun. Published online 2011:110-135. 

19. Madsen M, Gregor S. Measuring human-computer trust. In: 11th Australasian Conference 
on Information Systems. Vol 53. Citeseer; 2000:6-8. 

20. Jung J, Lee H, Jung H, Kim H. Essential properties and explanation effectiveness of 
explainable artificial intelligence in healthcare: A systematic review. Heliyon. Published 
online 2023. PMID: 37234618 

21. Nazar M, Alam M, Yafi E, Su’ud M. A Systematic Review of Human-Computer 
Interaction and Explainable Artificial Intelligence in Healthcare With Artificial 
Intelligence Techniques. IEEE ACCESS. 2021;9:153316-153348. 
doi:10.1109/ACCESS.2021.3127881 

22. Antoniadi A, Du Y, Guendouz Y, et al. Current Challenges and Future Opportunities for 
XAI in Machine Learning-Based Clinical Decision Support Systems: A Systematic 
Review. Appl Sci-BASEL. 2021;11(11). doi:10.3390/app11115088 

23. Giuste F, Shi W, Zhu Y, et al. Explainable Artificial Intelligence Methods in Combating 
Pandemics: A Systematic Review. IEEE Rev Biomed Eng. 2022;PP. 
doi:10.1109/RBME.2022.3185953 

24. Page MJ, McKenzie JE, Bossuyt PM, et al. The PRISMA 2020 statement: An updated 
guideline for reporting systematic reviews. Int J Surg. 2021;88:105906. 
doi:10.1016/j.ijsu.2021.105906 

25. Trust: The foundation of health systems. Accessed March 11, 2024. 
https://eurohealthobservatory.who.int/publications/i/trust-the-foundation-of-health-
systems 

26. Cabitza F, Campagner A, Sconfienza LM. As if sand were stone. New concepts and 
metrics to probe the ground on which to build trustable AI. BMC Med Inform Decis Mak. 
2020;20(1):219. doi:10.1186/s12911-020-01224-9. PMID: 32917183 

27. Kumar A, Manikandan R, Kose U, Gupta D, Satapathy S. Doctor’s Dilemma: Evaluating 
an Explainable Subtractive Spatial Lightweight Convolutional Neural Network for Brain 



  

 

91 

Tumor Diagnosis. ACM Trans Multimed Comput Commun Appl. 2021;17(3). 
doi:10.1145/3457187 

28. Naiseh M, Al-Thani D, Jiang N, Ali R. Explainable recommendation: when design meets 
trust calibration. World Wide Web. 2021;24(5):1857-1884. doi:10.1007/s11280-021-
00916-0 

29. Naiseh M, Al-Thani D, Jiang N, Ali R. How the different explanation classes impact trust 
calibration: The case of clinical decision support systems. Int J Hum-Comput Stud. 
2023;169. doi:10.1016/j.ijhcs.2022.102941 

30. Evans T, Retzlaff C, Geissler C, et al. The explainability paradox: Challenges for xAI in 
digital pathology. FUTURE Gener Comput Syst- Int J ESCIENCE. 2022;133:281-296. 
doi:10.1016/j.future.2022.03.009 

31. Kaur D, Uslu S, Durresi A. Trustworthy AI Explanations as an Interface in Medical 
Diagnostic Systems. In: Barolli L, Miwa H, Enokido T, eds. Indiana University System. 
Vol 526. ; 2022:119-130. doi:10.1007/978-3-031-14314-4_12 

32. Rainey C, O’Regan T, Matthew J, et al. UK reporting radiographers’ perceptions of AI in 
radiographic image interpretation - Current perspectives and future developments. Radiogr 
Lond Engl 1995. 2022;28(4):881-888. doi:10.1016/j.radi.2022.06.006 

33. Gaube S, Suresh H, Raue M, et al. Non-task expert physicians benefit from correct 
explainable AI advice when reviewing X-rays. Sci Rep. 2023;13(1):1383. 
doi:10.1038/s41598-023-28633-w 

34. Martinez-Aguero S, Soguero-Ruiz C, Alonso-Moral J, Mora-Jimenez I, Alvarez-
Rodriguez J, Marques A. Interpretable clinical time-series modeling with intelligent 
feature selection for early prediction of antimicrobial multidrug resistance. FUTURE 
Gener Comput Syst- Int J ESCIENCE. 2022;133:68-83. doi:10.1016/j.future.2022.02.021 

35. Liu CF, Chen ZC, Kuo SC, Lin TC. Does AI explainability affect physicians’ intention to 
use AI? Int J Med Inf. 2022;168:104884. doi:10.1016/j.ijmedinf.2022.104884 

36. Chiou EK, Lee JD. Trusting automation: Designing for responsivity and resilience. Hum 
Factors. 2023;65(1):137-165. PMID: 33906505 DOI: 10.1177/00187208211009995 

37. Broussard M. Artificial Unintelligence: How Computers Misunderstand the World. The 
MIT Press; 2018. doi:10.7551/mitpress/11022.001.0001 

38. Jiang F, Jiang Y, Zhi H, et al. Artificial intelligence in healthcare: past, present and future. 
Stroke Vasc Neurol. 2017;2(4). doi:10.1136/svn-2017-000101 

39. Matthews T. LibGuides: Resources for Librarians: Web of Science Coverage Details. 
Accessed September 25, 2023. https://clarivate.libguides.com/librarianresources/coverage 

40. Kliegr T, Bahník Š, Fürnkranz J. A review of possible effects of cognitive biases on 
interpretation of rule-based machine learning models. Artif Intell. 2021;295:103458. 
doi:10.1016/j.artint.2021.103458 

41. Sanchez-Martinez S, Camara O, Piella G, et al. Machine Learning for Clinical Decision-
Making: Challenges and Opportunities in Cardiovascular Imaging. Front Cardiovasc Med. 



  

 

92 

2022;8. PMID: 35059445 PMCID: PMC8764455 Accessed July 4, 2023. 
https://www.frontiersin.org/articles/10.3389/fcvm.2021.765693 

42. Thaler RH, Sunstein CR. Nudge: Improving Decisions about Health, Wealth, and 
Happiness. Penguin; 2009. ISBN 10: 014311526X  ISBN 13: 9780143115267 

 

 	



  

 

93 

Appendix	1.	Search	Strategy	
 

PubMed: 

(XAI[Title/Abstract] OR "explainable artificial intelligence"[Title/Abstract] OR "explainable 
AI"[Title/Abstract]) AND (Healthcare[Title/Abstract] OR medical*[Title/Abstract] OR 
clinical*[Title/Abstract]) 

Web of Science:  

#1 XAI OR "explainable artificial intelligence" OR "explainable AI" (Topic)  

#2 healthcare OR medical* OR clinical* (Topic) 

#1 AND #2  
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Appendix	2.	Assessment	of	risk	of	bias		

Title 

Authors 
(Year) 

Country Tool Risk Reasons 

As if sand were stone. New 
concepts and metrics to 
probe the ground on which 
to build trustable AI 

Cabitza et al. 
(2020) Italy 

Cochrane Risk of 
Bias (RoB 2) Moderate 

Potential biases in labeling 
due to human judgment 
variability, potential 
deviations in rater 
performance, and how these 
issues are managed in the 
study's methodology. 

Doctor's Dilemma: 
Evaluating an Explainable 
Subtractive Spatial 
Lightweight Convolutional 
Neural Network for Brain 
Tumor Diagnosis 

Kumar et al.  

(2021) India 
Cochrane Risk of 
Bias (RoB 2) 

Moderate 
to high 

Lack of representativeness, 
over-reliance on technical 
outcomes, and insufficient 
real-world validation of the 
model's performance and 
explainability. 

Does AI explainability 
affect physicians' intention 
to use AI? 

Liu et al. 
(2022) Taiwan 

Risk of Bias in 
Non-randomized 
Studies of 
Interventions 
(ROBINS-I) 

Moderate 

Potential confounding 
factors, the use of 
convenience sampling, and 
the subjective nature of the 
self-reported outcomes. 

Explainable 
recommendation: when 
design meets trust 
calibration. 

Naiseh et al.  

(2021) UK 
Cochrane Risk of 
Bias (RoB 2) 

Moderate 
to high 

Qualitative and non-
randomized design, potential 
deviations due to 
participants' familiarity with 
AI, and subjective nature of 
the data collection and 
reporting processes 

How the different 
explanation classes impact 
trust calibration: The case 
of clinical decision support 
systems 

Naiseh et al.  

(2023) 

UK 

Risk of Bias in 
Non-randomized 
Studies of 
Interventions 
(ROBINS-I) 

Moderate 

While the study uses 
validated tools and 
consistent application of 
interventions, limitations 
such as lack of participant 
randomization, potential 
order effects, and reliance on 
self-reported measures could 
affect the robustness of the 
findings. 

Interpretable clinical time-
series modelling with 
intelligent feature selection 
for early prediction of 
antimicrobial multidrug 
resistance 

Martinez-
Aguero et al. 

(2022) 
Spain 

Risk of Bias in 
Non-randomized 
Studies of 
Interventions 
(ROBINS-I) 

Moderate 
to high 

Potential confounding, 
selection bias, handling of 
missing data, and reliance on 
EHR data quality. 
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Non-task expert physicians 
benefit from correct 
explainable AI advice when 
reviewing X-rays. 

Gaube et al. 

(2023) 
US/ 

Canada 

Risk of Bias in 
Non-randomized 
Studies of 
Interventions 
(ROBINS-I) 

Moderate 

Potential confounding 
factors, selection bias due to 
the recruitment strategy, and 
the use of self-reported 
measures that could affect 
validity. 

The explainability paradox: 
Challenges for XAI in 
digital pathology 

Evans, et al. 

(2022) 

Risk of Bias in 
Non-randomized 
Studies of 
Interventions 
(ROBINS-I) 

Moderate 

Risk of selection bias, 
potential confounding due to 
uncontrolled participant 
variability, and measurement 
bias from self-reported data. 

Trustworthy AI 
Explanations as an Interface 
in Medical Diagnostic 
Systems 

Kaur et al. 

(2022) 

US 

Cochrane Risk of 
Bias (RoB 2) 

Moderate 
to high 

Reliance on simulated expert 
profiles, the absence of 
detailed handling of missing 
data, and lack of a real-world 
clinical validation 
component. 

UK reporting 
radiographers’ perceptions 
of AI in radiographic image 
interpretation Current 
perspectives and future 
developments 

Rainey et al. 

(2022) 

UK 

Risk of Bias in 
Non-randomized 
Studies of 
Interventions 
(ROBINS-I) 

Moderate 
to high 

Risk of selection bias from 
convenience sampling, 
potential confounding 
factors that were not 
controlled, and reliance on 
self-reported data. 
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Abstract			
Artificial Intelligence-based diagnostic systems are increasingly prominent in healthcare 
systems, although they face multiple cognitive challenges to their acceptance and effective use 
among healthcare professionals. One major issue is low trust among doctors in AI advice, 
especially when this advice appears “black box” lacking clear diagnostic explanations. 
However, another challenge is that doctors may blindly trust and accept incorrect AI 
diagnostics. Here we investigated doctors’ trust and decision-making errors in collaborating with 
AI and explainable AI in a field study of 11 physicians making 330 diagnostic decisions on 
recurrent ear infections. We calibrated the AI at 60% accuracy so to better differentiate trust and 
errors that emerge when AI is correct or incorrect, and either confirms or conflicts with doctors’ 
diagnoses. To deepen understanding of cognitive mechanisms, we performed “think-aloud” 
protocols during qualitative interviews where doctors describe their reasoning when using or 
discarding AI diagnostic advice. Turning first to accuracy, we found that physician-AI 
collaboration outperformed physician decision-making alone. However, accuracy was 
substantially reduced in scenarios when doctors lacked confidence in their decisions and shifted 
from a correct diagnosis to an incorrect AI diagnosis. In terms of uptake, physicians exhibited 
“stickiness” in their diagnostic decisions in about two-thirds of all cases, consistent with AI 
distrust and a potential commitment bias. Adding explanations with XAI did persuade more 
physicians to use it, but nonetheless about half of the doctors remained unchanged with the aide 
of XAI. Virtually none of the physicians altered their decisions when AI confirmed their 
incorrect diagnosis (a “false confirmation”), which accounted for two-thirds of all errors 
identified in our study.  Our qualitative analysis showed that physicians neglected the possibility 
of AI error in cases of confirmation. We conclude with proposing an agenda for future research 
that could tap the power of cognitive psychology and explainable AI to improve physician-AI 
collaboration and balanced trust in AI applications in healthcare settings.  
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Introduction	
AI technologies are rapidly emerging as indispensable instruments for decision-making in 
modern healthcare (Schwalbe and Wahl, 2020; Rajpurkar et al., 2022). AI in clinical decision 
support systems has the capacity to improve clinical diagnostic assessments, reduce medical 
errors, and improve overall patient outcomes (Sutton et al., 2020). Yet, for the healthcare field to 
realise the full potential of AI, it is necessary for clinicians to trust, and employ effectively 
(Cutillo et al., 2020). This trust is further challenged, from widespread popularized concerns 
about generative AI, (Ienca, 2023), but also from a deeply rooted culture of evidence-based 
practice in healthcare (Amann et al., 2020).  

There is a common perception among doctors that AI operates as a “black box”, without 
providing clear justification for its health-related advice (Fazal et al., 2018; Wadden, 2021). 
Unlike rule-based systems, AI platforms are less transparent, making their errors harder to 
anticipate (Jussupow et al., 2021). Commonly employed AI algorithms in healthcare draw upon 
intricate statistical frameworks, such as deep neural networks, that are inherently difficult for 
humans to interpret (Castelvecchi, 2016). When healthcare providers do not understand clinical 
advice, they are much less likely to use it (Cui and Zhang, 2021).  

Recently, explainable AI (XAI) has been developed to overcome these limitations, increasing its 
uptake in diverse management domains as well as healthcare. An emerging body of research 
claims that XAI is essential for securing the safety, approval, and adoption of AI systems in 
clinical settings (Antoniadi et al., 2021; Evans et al., 2022; Reddy, 2022; Haque, Islam and 
Mikalef, 2023; Chanda et al., 2024). The central goal of explainable AI is building trust and 
doing so through greater transparency (Gerlings, Shollo and Constantiou, 2021). For example, 
the US defense XAI program DARPA underscores the necessity of XAI for understanding, 
trusting, and effectively managing the next wave of AI technologies (Gunning and Aha, 2019).  

Although it is highly plausible, XAI would improve trust, a series of recent systematic reviews 
reveal that, apart from assumptions that it will work, there is disappointingly little evidence it 
actually does so. One study highlighted the importance of trust assessment when developing 
XAI in healthcare (Jung et al., 2023); another study focused on explanations to the end-using 
clinician to create a trustworthy environment (Nazar et al., 2021); another review speculated that 
XAI could enhance decision confidence and trust for clinicians (Antoniadi et al., 2021), while 
another argued that XAI could instill trust in the users, and assist clinicians in decision-making 
(Giuste et al., 2023).  

To address this lack of evidence on how XAI shapes trust, we performed a field study that 
directly compares how clinicians engage with AI and XAI to make complex diagnoses. We 
combine quantitative and qualitative methods to identify the main cognitive challenges 
physicians face when incorporating AI and XAI advice, and especially those which correlate 
with decision-making errors. Thus specifically we sought to answer: How does diagnostic AI 
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and XAI advice influence physicians' trust and decision-making processes, particularly when AI-
generated advice either conflicts or confirms the physicians own diagnoses? 

Briefly, we found that explainability of XAI increases trust and usage intentions, significantly 
over and above AI alone. This led to a significant rise in diagnostic accuracy. Nevertheless, it 
did not overcome the oft-seen “stubbornness” among physicians. We found a substantial portion 
of doctors adhered to their initial diagnoses when contradicted by AI/XAI. Additionally, we 
were able to detect a more subtle error in which XAI confirms an erroneous physician diagnosis, 
a “false confirmation.”  

The rest of this paper is as follows. First, we outline streams of literature on AI in healthcare. 
Furthermore, we draw on cognitive psychology theories of decision-making in relation to AI and 
XAI in healthcare. Next, we identify decision errors and cognitive challenges in human-AI 
collaboration, which we use to develop our study’s hypotheses. We then describe the mixed 
methods used in our field study, followed by presenting the results. We conclude by 
reinterpreting our data in light of contemporary theories of decision-making, with implications 
for how to better promote effective physician-AI trust and collaboration.  

 

AI’s	uptake	in	healthcare	settings	
Research on artificial intelligence healthcare is progressing swiftly. A recent meta-analysis 
performed an umbrella review of 220 systematic literature reviews on machine learning AI 
applications in healthcare in the past decade, which collectively analyzed over seven thousand 
original research studies. The predominant applications were identified as clinical prediction and 
disease prognosis using imaging data in oncology and neurology (Kolasa et al., 2023). The 
authors found generally poor and variable reporting quality of research focusing on the 
development and adaptation of ML algorithms for clinical use. Furthermore, only two-thirds of 
these studies included evaluations of system accuracy. Despite the proliferation of published AI 
algorithms, their actual influence on clinical practice appears to be low. 

 The reasons for slow uptake are multiple. In general, it seems that many clinicians are 
hesitant to adopt and integrate these technologies into their routine practices and, when they do 
so, may not tap their full benefit for patients. A recent scoping review examining the studies on 
attitudes of healthcare providers towards AI (Chew and Achananuparp, 2022). It found 
providers were generally positive, as a result of AI’s perceived accessibility, user-friendliness, 
and the potential to enhance service efficiency and reduce costs in the healthcare sector. 
Curiously, however, the providers expressed reluctance to actually use it, due to concerns about 
trustworthiness, data confidentiality, patient safety, the current state of technology, and the 
prospect of complete automation so making doctors redundant. 

One frequently cited barrier is AI’s "black-box" nature, or the opaqueness with which AI 
systems make predictions. Clinical practice and culture centre around understanding 
mechanisms and explanations of disease processes. Clear, transparent decision-making is a 
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cornerstone of clinical medicine, especially based on the emphasis on evidence-based practices 
(Amann et al., 2020; Kundu, 2021). Thus, any perceived lack of clarity in, or difficulty 
comprehending, AI predictions could deter their use in clinical practice (Cui and Zhang, 2021; 
Loh et al., 2022).  

Many argue that a newer generation of XAI tools, which provide understandable explanations 
alongside AI-generated diagnoses, will enhance trust and resulting uptake among clinicians 
(Antoniadi et al., 2021; Evans et al., 2022; Reddy, 2022; Haque, Islam and Mikalef, 2023). Yet 
it is unclear whether or not these additional explanations actually better persuade doctors to use 
them, and if doing so translate into better diagnoses and ultimately patient outcomes. 

Next, we focus on the cognitive challenges that physicians meet when the AI/XAI advice is both 
correct and incorrect and the implications on physicians’ trust and intention to use it.  

 

Cognitive	challenges	in	physician-AI	collaboration:	the	role	of	dual	process	
theory	
Much research has found that decision-makers more generally are more likely to trust and 
incorporate advice from humans than AI algorithms. This phenomenon, perhaps most 
extensively studied in information systems research, has been variously defined as algorithm 
aversion (Dietvorst, Simmons and Massey, 2015) (when rejecting advice), or algorithm 
appreciation (Logg Jennifer, 2018) (when incorporating it). A recent systematic literature review 
investigated 80 empirical studies on algorithm aversion and found that, in general, “People tend 
to rely less on algorithms even when algorithms provide better decisions” (Mahmud et al., 2022, 
p. 17). However, these studies of algorithmic aversion have tended to be conducted in artificial 
laboratory settings, often with students or crowd-sourced workers (like Mechanical Turk), which 
may not reflect the actual performance of AI systems in real-world settings. Mahmud and 
colleagues call for more qualitative studies with practitioners, noting that “scholars should 
undertake more qualitative research on this area [algorithm aversion], involving practitioners” 
(Mahmud et al., 2022, p. 15).  

In line with previous studies (Buçinca, Malaya and Gajos, 2021; Jussupow et al., 2021; Naiseh, 
Cemiloglu, et al., 2021; Bertrand et al., 2022), to better understand the potential cognitive 
challenges in physician-AI collaboration, we must first revisit cognitive psychological theories 
of decision-making. One widely accepted framework is dual-process theory. It argues that 
humans (doctors included) mainly use so-called “System 1” thinking, an intuitive, rapid, and 
automatic mode of thinking that operates effortlessly without conscious control (Tversky and 
Kahneman, 1974), as opposed to the more analytical System 2 thinking, which is slower and 
requires more mental effort. For the vast majority of decisions, System 1 is adequate. However, 
System 1 relies on mental shortcuts to swiftly make judgments and decisions, hence opening the 
door to cognitive biases, which can lead to potentially flawed decisions (Tversky and 
Kahneman, 1974). A systematic review of how cognitive biases affect XAI-assisted decision-
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making argues that heuristics like  AI algorithm aversion and appreciation are trust-related 
heuristics that arise from System 1 (Bertrand et al., 2022).   

Trust in AI encompasses more than just its technical attributes, such as reliability and accuracy 
(related to System 1); it extends to encompass a range of human cognitive, motivational, 
heuristics, and behavioral factors (related to System 2) (Liu et al., 2022). From a cognitive 
psychology perspective, System 1 thinking can be understood as a heuristic approach to trust, 
while the behavioral tradition views trust as System 2 rational-choice behavior (Lewicki and 
Brinsfield, 2011). In human-computer trust interactions, these two fundamental trust types are 
commonly referred to as affect-based (System 1) and cognition-based trust (System 2) (Madsen 
and Gregor, 2000). When provided an AI recommendations, clinicians inherently face a 
dilemma in deciding to accept or reject them intuitively (System 1) or to engage in an effortful 
and time-consuming cognitive analysis (System 2). Hence, decision-makers often develop their 
own personal heuristics for when to trust and follow AI advice, and explanations can reinforce 
these heuristics  (Buçinca, Malaya and Gajos, 2021). 

Psychologists are divided as to whether System 1 heuristic errors can be rectified. One 
prevailing view is that they cannot; at best, decision-makers can recognise common decision-
making pitfalls and try to circumnavigate them. As the architect of dual process theory, 
Kahneman explains, “It’s false to hope that if you become more aware of your errors you will 
make better decisions” (Matias, 2017). In contrast, Klein’s naturalistic decision-making has a 
more positive notion. Naturalistic decision-making does not isolate heuristic and systematic 
processes but instead examines the broader cognitive processes that enable decision-makers to 
oversee and regulate their reasoning (System 2) in relation to their intuition (System 1) (Klein, 
2015). 

Several strategies have been proposed to shift people towards analytical thinking (System 2), so 
as to minimise the influence of heuristics and cognitive biases (System 1) on decision-making. 
The two main strategies involve educational approaches and cognitive forcing functions 
(Croskerry, 2003). Education aims to improve future decision-making through awareness and 
training (where AI explanations could be part of the learning). However, evidence shows that 
diagnostic errors often result from biases, not actually an underlying lack of knowledge (Graber 
et al., 2012). Alternatively, cognitive forcing functions occur in real time of the decision-making 
to encourage analytical thinking. Studies indicate that these real-time interventions are more 
effective than education in enhancing diagnostic accuracy, and these interventions have been 
tested with XAI (Sherbino et al., 2014; Lambe et al., 2016; Buçinca, Malaya and Gajos, 2021; 
Naiseh et al., 2023). Cognitive forcing functions can take the form of checklists, moments to 
pause and reconsider diagnoses, or requests for the individual to consciously eliminate an 
alternative option. Two cognitive forcing interventions that have demonstrated effectiveness are: 
(i) Making a decision first – studies reveal that people are better decision-makers when they 
form their own opinions before seeing AI recommendations, avoiding anchoring bias (Green 
and Chen, 2019); and (ii) delaying AI recommendations – research in human-computer 
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interaction shows that merely postponing the display of AI suggestions can enhance decision 
quality (Park et al., 2019). 

Thus, to mitigate the likelihood of diagnostic errors arising from various heuristics and biases 
associated with intuitive (System 1) thinking and to have the physicians engage in analytical 
(System 2) thinking, we drawn upon both educational interventions (in the form of explanations 
of the AI’s risk factors and weights), and cognitive forcing function interventions (such as 
“making a decision first” and “delaying AI recommendations“). As we describe further below in 
developing our study’s hypotheses, we place a special emphasis on two potentially present 
sources of decision-making bias which have been found in healthcare: i) commitment bias 
(Dolan et al., 2012), which could occur here when the AI/XAI contradicts the physician and ii) 
confirmation bias (Nickerson, 1998), which could take place when the AI and its explanation 
falsely confirm an initial incorrect clinical judgment.  

 

Problematization	and	hypotheses	
Prior studies have tended to focus on whether and to what extent physicians adjust their 
decision-making when AI models are correct or perform significantly better than clinicians. For 
example, scholars noted that “most prior work has assumed that provided system advice is 
correct and beneficial. In doing so, it has largely neglected the cognitive challenges entailed in 
incorrect system advice”(Jussupow et al., 2021). 

Clinicians face three cognitive challenges when drawing upon AI support in decision-making 
(Jussupow et al., 2021). These arise when AI and clinical judgment come into conflict (Jacobs et 
al., 2021; Naiseh et al., 2023). However, a third, hidden, challenge emerges, when AI and 
clinical judgment coheres, but are both incorrect. We discuss each below, as depicted in Figure 
1.  

Scholars have identified a critical need for research into the implications of XAI and its 
explanations on the cognitive challenges faced by physicians, as well as the potential for errors 
in clinical decision-making. Jussupow and colleagues studied physicians' metacognitive 
challenges when aided by AI and called for research on whether explainable AI may lessen 
these challenges (Jussupow et al., 2021). Evans and colleagues call for “empirical studies of 
user interaction with explainability elements embedded into more true-to-life workflow would 
provide further valuable insights.” (Evans et al., 2022). Furthermore, Naiseh and colleagues call 
for “future work to explore XAI design modalities and principles to mitigate potential over-
reliance risk when explanations are provided” (Naiseh et al., 2023). In response to these calls 
for further research, we investigate the cognitive challenges introduced by XAI in a clinical set 
up. 

 



  

 

 

 

 

105 

    
Figure 1: Potential errors in Human-AI collaboration and decision-making 

 

 

True	Conflict:	Convincing	the	physician	when	AI	is	correct	
When AI makes a diagnosis or judgment that differs from that made by the physician, there is 
evidence that clinicians are quite unlikely to adjust their decision-making (Petersson et al., 
2022). This “stubbornness”, in light of new evidence, is not only seen with AI, but also in 
reluctance to adopt new technologies and diagnostic tools into their practice. A series of 
qualitative studies have suggested that physicians, like humans in general, are “resistant to 
change” and “creatures of habit” (Gupta, Boland and Aron, 2017). 

 

We derive our first hypothesis:  

 

H1: Physicians tend to stick to their initial diagnoses — and do not change their clinical 
diagnoses when AI contradicts them. 

 

Explanations that accompany AI advice have been suggested as an intervention to enable 
“learning” among physicians so that they can better understand when they have made an 
incorrect clinical judgment and that this learning process could increase both trust and 
diagnostic accuracy. A limited number of studies have found empirical evidence that 
explanations can increase clinicians' trust (Kumar et al., 2021; Liu et al., 2022; Martínez-Agüero 
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et al., 2022). A recent study showed that non‑task experts benefitted considerably more than 
task-experts from correct explainable AI advice. However, this research argues that further 
investigation is required to examine the impact of explanations on physicians' dependence on 
advice, particularly when that advice is inaccurate (Gaube et al., 2023). This situation presents a 
second conflict.  

 

False	Conflict:	Over-trust	problems	when	AI	is	incorrect	
A second conflict emerges when physicians are correct, but AI makes an incorrect judgment. 
Using and trusting a correct algorithm is intuitively a correct judgment; however, algorithms can 
err, and in this conflict scenario, high trust by physicians can potentially be counterproductive.  

Although explanations are likely to increase clinicians' trust, they could worsen decision-making 
if doctors dispense with accurate judgements for inaccurate ones.  Studies found that 
explanations not only increase trust but can potentially do it to an extent where optimal trust 
turns into overreliance or even blind trust (Naiseh, Al-Mansoori, et al., 2021; Naiseh, Al-Thani, 
et al., 2021; Naiseh et al., 2023). Naiseh and colleagues argue that trust should be optimized 
since overreliance can lead to another error when clinicians change their correct assessment 
based on incorrect AI advice. 

At present, current trends in research are seeking to enable physicians to better calibrate their 
trust so as to optimize across true and false conflicts through cognitive interventions in addition 
to explanations. One is cognitive forcing, which aims to disrupt heuristic reasoning, prompting 
analytical thinking (Lambe et al., 2016). In brief (as described above), such interventions 
“force” physicians to think hard. They have been tested with XAI, examples include checklists, 
diagnostic time-outs, or asking the decision-maker to make a clinical assessment before seeing 
the AI diagnosis and its explanations (Buçinca, Malaya and Gajos, 2021; Naiseh et al., 2023). 

Thus we hypothesise that in cases of true conflict, XAI could be beneficial by promoting trust 
and uptake, but have a dark side, persuading physicians to an incorrect answer, in cases of false 
conflict:  

 

H2: Physicians are more likely to change their clinical diagnoses when contradicted by XAI 
explanations than when contradicted by AI explanations alone. 

 

Curiously little research at present, however, covers a third, hidden cognitive challenge, which 
we term “False Confirmation”: when both physician and AI err. 
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False	Confirmation	-	challenges	when	both	physician	and	AI	are	incorrect	
 When conflict occurs between clinical diagnosis and AI, it may seem natural for 
physicians to probe the underlying reasons for this divergence. However, a more subtle error 
may arise when the AI falsely confirms an incorrect clinical judgment.  

Over-trust in an explainable AI system can emerge from confirmation bias, a psychological 
tendency where humans are more likely to trust an AI system that consistently produces outputs 
aligning with their pre-existing beliefs or initial hypotheses (Naiseh et al., 2023), and a 
reluctance to seek disconfirmatory evidence. This over-reliance on XAI can pose significant 
risks, particularly when the system's outputs are erroneous but reaffirm the user's prior 
convictions (Naiseh et al., 2023).  

It may seem intuitive to blindly accept AI or XAI advice when it coheres with clinical judgment, 
where reason silently accepts the AI’s judgment (Kahneman, 2011). Yet, in clinical settings, this 
could pose serious threats to decision-making accuracy since decision-makers would fail to 
detect the problem at least initially (Jussupow et al., 2021; Naiseh et al., 2023). However, 
previous research has yet to investigate the whether, and the extent to which, False Confirmation 
errors occur and can potentially be mitigated. The only prior study to our knowledge reported it 
as a source of error, noting “participants felt confirmed by incorrect [AI] advice” (Jussupow et 
al., 2021). 

 

Thus, we hypothesise: 

 

H3: Neither AI nor XAI helps physicians overcome false confirmation. 

  

Next, we delve into the mixed-methods approach employed in our field study, which 
investigates the influence of diagnostic AI and XAI advice on physicians' trust and decision-
making processes.  

 

Method	
To test our hypotheses, we performed a field study investigating the impact of AI advice, as 
compared with XAI advice, on physicians' decision-making processes. In particular, we pay 
close attention to AI and XAI engagement in scenarios of True and False Conflict, and False 
Confirmation, evaluating the resulting diagnostic accuracy. 

We intentionally designed an AI setup where a significant portion of the time it was incorrect 
(40%), and applied it to an area of medical decision-making fraught with diagnostic challenges: 
detecting and diagnosing recurrent ear infections. We present physicians with both correct and 
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incorrect AI advice to identify how physicians respond cognitively when their judgment comes 
into conflict with the AI advice as well as when AI gives false confirmation.  

The study was divided into three main parts, illustrated in Figure 3: i) an initial part where 
physicians diagnose patients’ risk of recurrent ear infections; ii) a second part where physicians 
have the opportunity to update their judgment when provided with AI advice; iii) finally, the last 
part where physicians had a second opportunity to update their judgment when provided with 
XAI. Throughout each step, both quantitative and qualitative data were collected. Using “think-
aloud” protocols for qualitative data collection, which we describe in more detail below, we 
further seek to deepen our understanding of the physicians’ reasoning and decision-making 
process. 

 

Study	Recruitment	
We selected a total of 11 physicians from three Swedish hospitals for the study. Recruitment 
was achieved by initiating contact via email or telephone, resulting in unanimous consent from 
those approached. The selection aimed to cover a range of medical specialties, thereby providing 
a varied perspective on the use of conventional AI and XAI systems from different fields of 
medical practice. Each participating physician possessed adequate experience to assess the 
patient cases provided for this study. 

The group of physicians primarily consisted of nine consultants, each with at least five years of 
clinical experience. Five held a Ph.D. Two participants were general practitioners without a 
specific specialty. The study did not mandate prior AI experience as it was centered on the 
pragmatic use of AI in clinical settings. Demographic details such as age, gender, and 
professional designations are recorded in Table 1. The interviews for the study were conducted 
from October to November 2022. 
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Age Frequency Percentage 

30-39 5 45% 

40-49 0 0% 

50-59 1 9% 

60-69 5 45% 

Sex 
  

Male 9 82% 

Female 2 18% 

Highest level of experience 
 

Medical doctor (MD) 2 18% 

MD + consultant 4 36% 

MD + Doctor of Philosophy + senior consultant 2 18% 

Professor + senior consultant 3 27% 

Table 1: Participating physicians 

 

Patient	dataset	
In the study we used AI and XAI algorithms on a dataset concerning risk predictors for recurring 
ear infections in young children during their formative years (ages). If an initial ear infection 
arises before 6 months of age, the likelihood of subsequent occurrences is notably high. The 
research was built upon data from a previous vaccination trial conducted at Sweden's Lund 
University Hospital, Department of Otorhinolaryngology, Head and Neck Surgery. This trial 
followed randomized, prospective, and single-blinded protocols, endorsed by Lund University's 
Ethics Committee, with parental consent secured. The outcome materialized in two published 
works (Gisselsson-Solén et al., 2014, 2015).  

 

The	explainable	AI	algorithm	
AI algorithms were employed on the data set, centering on machine learning with the Random 
Forest technique, utilizing the scikit-learn Python package (API Reference — scikit-learn 1.1.3 
documentation). The Random Forest model constructs numerous decision trees, each trained 
concurrently on distinct data subsets, and the final outcome is determined by majority voting. To 
explain the Random Forest predictions, an open-source SHapley Additive exPlanations (SHAP) 
code was utilized (Lundberg, 2022). The SHAP framework is widely regarded as a benchmark 
for local explanations, owing to its robust theoretical foundation and broad applicability (Mosca 
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et al., 2022). A recent systematic review of applications for XAI in healthcare found that 
overall, SHAP is the most widely utilized XAI technique for identifying which clinical features 
are crucial in predicting various diseases or patient outcomes (Loh et al., 2022). 

The study's input parameters (x-values) encompassed family history of recurrent ear infections, 
number of siblings, attendance at public daycare, breastfeeding, parental smoking, previous ear 
infection count before study entry, and pneumococci vaccination status. The output (y-value) 
was defined as children with four or more recurring ear infections by the study's end (12 
months), incorporating the historical ear infection count prior to inclusion. Figure 2 graphs the 
average of SHAP absolute values for each of the seven parameters. The bars illustrate the 
average contribution of each parameter to the risk of experiencing four or more ear infections. 
Longer bars correspond to greater influence of the feature on the output. 

 
Figure 2: Bar plot of risk factors for recurring ear infection. 

Notes: Each parameter is shown by rank and weight. The first risk factor “No of ear infections 
up till inclusion” has more than three times higher weight than risk factor 4 “Brest feeding at 
inclusion” or risk factor 5 “Vaccinated for pneumococci”. 

 

Data	Collection	
 

 

Step 1 (n=110)

Physicians make clinical 
judgment based on 
input parameters 

Step 2 (n=110)

Physicians have 
opportunity to change 
judgment based on AI 
prediction

Step 3 (n=110)

Physician have a second 
opportunity to change 
judgment based on the 
explanations from XAI

Priming (n=77)

Cognitive forcing 
function. Physicians 
rank the input 
parameters in order of 
relative importance
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Figure 3. Process for data collection 

All three steps in Figure 3 involved collecting quantitative data, which were subsequently 
recorded in an Excel file. Qualitative data were collected employing “think-aloud” protocols 
(Van Someren, Barnard and Sandberg, 1994) and semi-structured one-on-one interviews with 
the 11 physicians. This method required physicians to verbalize their thought processes in real-
time as they conducted diagnoses, allowing us to gain insight into their cognitive patterns and 
decision-making strategies. Zoom video conferencing software was used to record interviews 
with physicians who were located in diverse geographical locations across Sweden, with the 
exception of one whom did not give consent. Each interview ranged between 30 and 80 minutes, 
depending on the level of detail shared by the participants regarding their experiences with AI 
and XAI. Finally, we manually transcribed the interviews.  

In Step 1, we asked each physician to sequentially rank the seven established risk factors for 
recurrent ear infections in infants. This totalled 77 judgments. After ranking the seven risk 
factors, we asked each of the 11 physicians to diagnose which of the 10 patients are likely to 
have recurrent ear infections (totaling 110 diagnoses). Overall, 7 out of 10 were diagnosed with 
actual recurrent ear infections; however, this was blinded to the physicians.  

The purpose of having the physicians first rank the parameters and then diagnose the infants was 
to design a study where participants actively thought about their decisions rather than blindly 
trusting or distrusting AI and XAI advice. Existing research emphasizes the need for careful 
thinking when clinicians use such advice for example, strategic application of friction  (Naiseh, 
Al-Mansoori, et al., 2021), cognitive forcing functions (Buçinca, Malaya and Gajos, 2021), and 
ongoing self-reflection (Chromik et al., 2021). We used two cognitive forcing functions 
“making a decision first” and “delaying AI recommendations“ (Green and Chen, 2019). 

We then in Step 2 provided diagnostic judgement made by the AI algorithm for all patients. 
Doctors were given the opportunity to change their initial judgments based on the AI 
predictions. Here, the physicians made another 110 diagnoses. To identify different cognitive 
patterns, we provided the physicians with correct and incorrect AI advice. In the sample, the AI 
algorithm had 60% accuracy, which was blinded for the physicians. Instead, the physicians were 
informed to assume that: “The algorithm is prospectively validated and meets the requirements 
of the National Guidelines.” 

In a final, third step, we made available XAI for all 11 patients, which provided clinical 
explanations for the AI’s predictions. This was in the format of weightings for the same set of 
risk factors the doctors evaluated in Step 1 and is shown in the SHAP bar plot in Figure 2. As 
shown in the figure, the AI placed a 3-fold greater weight on the history of infections at 
inclusion than breastfeeding or pneumococcal vaccination. Following these explanations, the 
doctors were prompted to reconsider their clinical judgments and make another 110 decisions. 

Taken together, this three-step procedure generated a total of 77 cognitive forcing judgments 
and 330 patient diagnoses.  
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Quantitative	analysis	
In the quantitative data analysis, the focus was initially on quantifying physicians' switching 
decisions—instances where doctors either altered or maintained their initial clinical judgment 
upon exposure to AI (in Step 2) or XAI (in Step 3). A heat map was generated (refer to 
Appendix II) to visualize these patterns, which were subsequently labeled and tallied. The 
dataset underwent multifaceted analysis, examining scenarios where AI was accurate or 
erroneous, as well as breaking down the data per patient, per physician, and per type of decision. 

We tested the statistical significance of physician switches with AI and XAI in different ways. 
Following prior papers as a validation exercise (Chanda et al., 2024), we tested whether AI led 
to improvements in decision-making accuracy, using t-tests to compare the accuracy of 
decisions with and without-AI/XAI. Turning to our hypotheses, we evaluated the correlation of 
their initial decision without AI with subsequent decisions with either AI or XAI. A correlation 
coefficient of 1 would reveal that doctors remained perfectly unchanged, whereas 0 would 
correspond to switching every decision. We also applied a chi-squared test to observe whether 
departures from original decisions were beyond what could be expected through random 
decision-making changes (e.g. a doctor simply changing his or her mind upon further reflection). 
In subsequent models we performed multivariate regression to quantify the added benefit of AI 
and XAI on overall diagnostic accuracy, adjusting for potential confounding factors, such as 
individual patient effects (e.g. how complicated their diagnostic cases were).  

 

Qualitative	analysis	
For the qualitative data analysis, we performed a thematic analysis using Braun and Clarke's 
methodology (Braun and Clarke, 2006, 2012), involving 6 stages: 1) Familiarization with the 
data, 2) Generating codes, 3) Searching for themes, 4) Reviewing themes, 5) Defining and 
naming themes, and 6) Writing.  

The thematic analysis was conducted using a systematic approach to uphold the integrity and 
thoroughness of the coding procedure. Initial inductive coding was carried out by the author to 
generate a broad set of codes directly from the data. These preliminary codes and the associated 
data excerpts were then examined in collaboration with another experienced researcher from the 
team, to reduce the risk of subjective bias. This collaborative review introduced a supplementary 
analytical layer, which contributed to refining the coding process and strengthening the 
reliability of the findings. In cases of divergent coding interpretations, a third expert researcher 
was consulted to facilitate a consensus, thus ensuring a critical evaluation of each code, the 
reduction of individual biases, and the establishment of a robust coding framework. 

The coding framework was developed through an iterative process. After the inductive coding, 
we employed a deductive (top-down) approach and linked the themes around cognitive 
challenges of how doctors engaged with AI and XAI to the main decision-making errors 
identified. This enabled us to go beyond relatively crude characterisations of algorithmic 
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aversion and algorithm appreciation (Logg, Minson and Moore, 2019) to understand why certain 
patterns of engagement occurred and further refine whether, and to when extent, they were 
associated with errors in clinical judgment.  

To do so, our initial themes, as presented in our full quantitative and qualitative dataset (see 
Appendix 2), Specifically, we coded positive/negative for when doctors made a correct decision, 
and aversion/appreciation for when they rejected or accepted it. Thus positive appreciation 
corresponded to when doctors used AI advice to ultimately make a correct decision. Based on 
this starting point, we further began to refine patterns consistent with cognitive challenges. We 
identified multiple such challenges, which we further describe below, but these involved 
potential confirmation bias (when doctors did not seek additional information or understanding 
when AI confirmed their decision) (Nickerson, 1998) and commitment bias (when doctors clung 
to their initial decisions irrespective of AI advice) (Dolan et al., 2012). Further we differentiated 
these patterns in specific cases across AI and XAI. For example, when doctors rejected AI and 
XAI advice both, positively, we labeled it as “clinical integrity” in our initial coding, or when 
negatively, as “preserve incorrect frame”. Throughout the analysis phase, we engaged in 
ongoing discussions to ensure the codes were firmly rooted in the data. As themes emerged, they 
were continuously cross-referenced with the existing literature, guaranteeing that our thematic 
construction was both data-driven and theoretically informed. 

Findings	
In the subsequent section, we categorize the decision outcomes from our study, examining the 
relationship of physician decision-making and AI’s advice, with a focus on both accuracy and 
trust. We disaggregate two distinct decision pathways: when the AI or XAI advice is correct or 
incorrect. In so doing, we draw on qualitative interviews to ascertain whether and to what extent 
the physicians may exhibit any cognitive biases or heuristics (including algorithmic aversion or 
appreciation) that explain their observed decision-making patterns and interaction with AI and 
XAI.  

 First, we assess the overall quantitative impact of AI and XAI on physicians’ diagnostic 
accuracy, differentiating physicians by level of clinical performance. Next, to deepen the 
psychological interpretation of these data, we outline a decision process model describing the 
cognitive routes physicians undertake based on whether the AI is correct or not. This draws on 
the qualitative “think-aloud” interviews to identify alternative decision-making approaches 
physicians employ in response to AI and XAI advice, highlighting the balance between human 
judgment, AI suggestions and trust. Following this, we analyse individual patient cases to 
identify incongruences in physician decision-making patterns. In Appendix IV, we developed a 
novel categorization of cognitive patterns we identified in the study. 
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Diagnostic	accuracy	with	and	without	AI	and	XAI	support	
Quantitative	Findings	
 Table 2a charts physician accuracy across three phases of clinical judgment: independent 
clinical decision-making (Step 1); with AI (Step 2), and with XAI explanations (Step 3).  

 

  

Overall 
diagnostic 
accuracy 
n=110 

Physician 
accuracy when AI 
is correct 
n=66 

Physician 
accuracy when AI 
is incorrect 
n=44 

AI's accuracy 60% 100% 0% 

Ste 1: Doctor’s 
Initial Diagnosis 50% 53% 45% 

Step 2: Doctor’s 
Diagnosis with AI 
Support 53% 67% 32% 

Step 3: Doctor’s 
Diagnosis with XAI 
Support 57% 79% 25% 

Table 2a: Physicians' Accuracy Across Different Judgment Steps.  

Note: 11 physicians make judgments for 10 patients, resulting in 110 judgments for each of the 
three steps (n=330) 

 

Overall, the physicians’ initial clinical judgement was 50% accurate (55 out of 110 diagnoses). 
In Step 2, with AI advice, accuracy increased modestly to 53% (58 out of 110). A pairwise 
comparison revealed no statistically significant improvement (p=0.28, two-sided paired t-test, 
n=11). Finally in step 3 with XAI, the accuracy rose to 57% (63 out of 110). The pairwise 
comparison revealed a statistically significant improvement compared to the diagnostic accuracy 
in Step 1 (p<0.01, two-sided paired t-test, n=11). 

These aggregate findings mask important trends and patterns. We next disaggregated scenarios 
into those when AI was correct and where it was not, as AI, by design, was accurate only in 60% 
of diagnoses.  

Turning first to the correct AI diagnoses (corresponding to 66 diagnoses in each step), 
physicians’ accuracy began at 53% but rose to 67% with the aid of AI. A multivariate analysis 
shows that when AI is correct, it increases physicians’ accuracy by 39.9% (95% CI: 19.1% to 
60.6%). This reveals that a significant portion of physicians persisted in an incorrect diagnosis 
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(True Conflict), even with the support of AI. When adding XAI in Step 3, physician accuracy 
jumped to 79%, indicating an important and significant improvement associated with explaining 
the rationale for AI judgment. A multivariate analysis shows that when the XAI advice is 
correct, it increases physicians' accuracy by 50.1% (95% CI: 32.2% to 69.4%). Stated otherwise, 
these data show a significant portion of initially incorrect physicians were better convinced by 
XAI than by AI alone.   

However, in the scenario when AI was incorrect, there was evidence that physicians were also 
influenced adversely. Here, physicians initially were correct in 45% of diagnoses, but this 
dropped in Step 2 with AI assistance (32%) and further declined to 25% with XAI included. 
Thus, in cases of False Conflict, inaccurate AI can supersede correct physician decision-making.  

Top-performing physicians’ clinical accuracy (65%) did not improve with AI advice and slightly 
with XAI (68%), while low performers improved their clinical accuracy (41%) with both AI 
(46%) and XAI (51%) (as shown in Table 2b). In Step 2, all top performers except one make 
two changes but realize no overall accuracy gain. However, on average, the low performers 
make 1.5 changes, accounting for the entirety of the observed accuracy gains. In the third step, 
low performers make 8-fold more changes (on average, two changes versus 0.25), contributing 
to 80% of the total improvements. Clearly, the improvements in clinical accuracy can be almost 
entirely attributed to improvements in judgment among lower-performing physicians.  

 

 Mean 
accuracy 
Step 1 

Mean 
accuracy  
Step 2 

Mean 
accuracy  
Step 3 

Step 2 net 
additional 
correct 
diagnoses  

Step 3 net 
additional 
correct 
diagnoses  

Total physicians (n=11) 53% 56% 61% 3 5 

Top-performing 
physicians (≥ 60% 
accuracy, n=4) 65% 65% 68% 0 1 

Low performing 
physicians (< 60% 
accuracy, n=7) 41% 46% 51% 3 4 

 

Table 2b: Performance metrics for top-performing physicians (n=4) compared to low 
performers (n=7).  

Notes: Maximum total correct answers are 10 per physician in each step. Mean is total number 
of correct answers (or number of improvements) divided by 11 physicians. Top physicians are 
defined as having the same accuracy as AI or better (60%, six or more correct answers of 10 
patients), and low performers are less than AI (41% accuracy on average).  
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Qualitative	observations	
To identify “thicker” descriptions of the reasoning process engaged by physicians and their 
corresponding trust in AI, we accompanied these judgments with interviews, prompting them to 
explain their logic.   

All physicians articulated that trust increased with XAI, as shown in Table 3. Doctor F, for 
example, said, “I believe more in the XAI compared to black-box AI.” Similarly, Doctor G said, 
“I would argue that XAI improves trust.” Doctor C reinforced this point, “I interpret the XAI as 
more trustworthy when I see that the weights and parameters” Doctor B also concluded, “It is a 
must to have the explanation available.” There was considerable appreciation of XAI over AI 
alone. This enhanced trust assists physicians in reducing True Conflict errors, as they are more 
inclined to follow the advice provided by XAI. However, conversely, a significant portion of 
these benefits is negated by an increase in False Conflict errors. This occurs when physicians are 
persuaded to switch to an incorrect diagnosis due to inaccurate XAI recommendations. 

Curiously, despite voicing greater trust in XAI, some physicians trusted the AI without 
explanations in their decision-making. For example, Doctor B said, “Before I use the [AI] 
algorithm, I need to understand how it works.” Yet, Doctor B still made four changes based on 
the pure AI prediction and did not change any judgment when XAI explained the parameters.  

 In the above quantitative analysis, we observed that physicians with lower performance 
derived greater benefits from the AI-generated explanations; the qualitative data corroborate this 
finding. Doctor C argued, “I would rather trust an experienced doctor making his own “black-
box” clinical judgment than an unexperienced physician using AI.” Doctor H argued in the same 
direction, “There are good and bad physicians; for the bad physicians, the black-box AI is much 
more dangerous than the XAI. However, the data indicate that lower performing physicians 
benefit more from both AI and XAI. 

 

Doctor Quotes 

A 
"The will be more skepticism against the black-box AI. Yes, I would probably 
say that I trust the explanatory AI a bit more." " 

B 
"It is a must to have the explanation available… "exactly, a greater intention 
[to use XAI]." 

C 
"I interpret the XAI as more trustworthy when I see that the weights and 
parameters." 

D "I can trust an AI if I understand how it handles the data." 

E "When I got answers to what is important, I trust this [XAI] support more."  
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F "I believe more in the XAI compared to the black-box AI." 

G "I would argue that XAI improves the trust." 

H "[XAI's] risk factors, the top three I trust a lot." 

I "I would not trust the AI unless I know what parameters it used." 

J 
"The XAI helps me understand; that gives me comfort and I trust the algorithm 
more." 

Table 3: Qualitative evaluation of XAI's influence on physicians' trust and intention to use. 

 

 Overall, our study found that AI boosts physician decision-making accuracy; this effect 
is amplified when explanations are provided with XAI. However, these improvements are 
substantially offset when incorrect AI and XAI suggestions are adopted by physicians, reducing 
accuracy.   

 

Identifying	patterns	in	decision-making		
We next evaluated decision “switches,” from incorrect to correct or vice-versa, by following 
doctors’ clinical judgments at each step of the decision-making process. To do so, we employ a 
“decision process model,” shown in Figures 3a and 3b. At each step of the model, we evaluate 
both the quantitative and qualitative data to ascertain the potential presence of cognitive 
decision-making biases or heuristics that can account for the observed decision-making patterns. 
Appendix IV further depicts our underlying coding of each potential switch using a 3x4 matrix 
(corresponding to 3 decisions and 4 possibilities of AI correct/incorrect and physician 
correct/incorrect), with accompanying quotes corresponding to each juncture in Appendix V.  

A significant observation is that almost all physicians tend to cling to their preliminary judgment 
framework when it is validated by AI; unfortunately, this pattern persists even when the AI is 
incorrect, a decision-making pattern we describe below as False Confirmation or a 
“confirmation bias.” Furthermore, in cases where AI contradicts the physicians' stance, a clear 
majority of physicians remain steadfast in their initial perspective. This strategy proves 
advantageous only for False Conflict when the AI is incorrect. In cases of True Conflict, where 
the AI is correct and the physicians incorrect, the clear majority remain steadfast. We label this 
commonly observed pattern as “commitment bias”. 
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Figure 4a: Scenario 1 where AI is correct (n=198): implications of belief and validation 
conflicts on clinical accuracy: a comparison without and with AI and XAI] 

Notes: Doctors made a total of 198 clinical decisions, distributed across three steps. In Step 1, 
physicians were asked to rank seven risk factors (n=77) and make an initial judgment (n=66); 
in Step 2, physicians were provided with AI’s diagnosis and given the opportunity to update 
their judgment; in Step 3, physicians were provided by SHAP explanation to the AI prediction. 
The different patterns or themes (e.g., A1) are described in Appendix IV. 
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Figure 4b: Scenario 2 where AI is incorrect (n= 132): implications of belief and validation 
conflicts on clinical accuracy: a comparison without and with AI and XAI. 

Notes: Doctors made a total of 132 decisions when AI is incorrect. The different patterns or 
themes (e.g., C1) are described in Appendix IV. 

 

STEP	1	–	Cognitive	forcing	and	its	implications	
In Step 1, we employed cognitive forcing to engage the physicians. They ranked the clinical 
significance of seven risk factors for recurrent ear infections (n=77 judgments) and made 
clinical diagnosis for the 10 patients (n=110). We did this intentionally to activate deliberate 
reasoning among physicians. The importance of fostering deliberate reasoning in AI-augmented 
medical practice has been emphasized in studies, calling for strategic friction, cognitive forcing 
functions, and continuous self-reflection as discussed in section 1.2.  

Then in the subsequent Step 2, the doctors were provided with AI advice, and we identified 
several True Conflict and False Conflict situations. Here, we noticed that (likely due to the 
cognitive forcing) the doctors engaged in reason based (System 2) analysis when they compared 
their own ranking with the AI and sought to understand how the AI ranked the clinical factors to 
arrive at its conclusion. For example, Doctor C commented, “Patient 10, where I thought the 
number of ear infections was more important, but according to the algorithm, it's vaccination 
and breastfeeding”. The doctors initially pointed to difficulty comprehending the AI’s judgment. 
For example, Doctor D argued, “I don't understand its reasoning, so I can't say, because I don't 
understand what it's based on.”  
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In the third step, physicians were presented with XAI they began to actively compare their own 
ranking of clinical parameters with those of the AI. We again noticed that this reasoning 
included hard cognitive work (System 2) leading in some cases to an informed re-assessment. 
Doctor J said in a case of True Conflict “The patient has 2 ear infections before inclusion and 
heredity, which are the two most important parameters. So, I suppose I'll have to change my 
stance here as well; I understand why.” Doctor I commented, “Breastfeeding at inclusion, no 
heredity... no, that one must be negative, there should be some logic. AI says it's positive; I don't 
really understand why it's positive, because it's breastfeeding, it's been vaccinated, it has a 
sibling in daycare—no, I remain negative on this one". 

The cognitive forcing approach, in the first step, we argue helps mitigate False Conflict errors 
like blind trust (an extreme of algorithm appreciation (Logg, Minson and Moore, 2019)) or True 
Conflict errors like distrust (an extreme of algorithm aversion (Dietvorst, Simmons and Massey, 
2018)), enabling physicians to incorporate AI advice in a reasoned manner rather than as an 
automatic substitute for their judgment. However, cognitive forcing may provoke two important 
biases, namely confirmation bias and commitment bias. In cases of False Confirmation, the 
confirmation bias erodes the clinical accuracy when the AI errs. Commitment bias helps 
physicians stand against incorrect AI in False Conflict. However, as demonstrated in the 
following section, when AI is correct (True Conflict), this bias may lead to a failure to realise 
the potential accuracy gains from AI support. 

 

STEP	2	–	Potential	commitment	bias	in	clinical	decision-making	
We identified evidence supportive of potential “commitment bias” in step 2, reflecting how 
physicians fail to change their judgement where the AI disagrees. By commitment bias we 
invoke the definition by Cialdini “to believe more strongly in choices, once made”(Cialdini, 
2007). Here 71% of the time (True Conflict) when the AI provided a correct diagnosis, while the 
physician’s judgment was incorrect, the physician failed to update their diagnosis to the correct 
one.  

 

This failure appears to be linked to a conflict between their own self-confidence and their 
confidence in the AI system’s capabilities. When conflict arises with AI, the doctors appear to 
exhibit intuitive trust (System 1) in their own diagnosis in the majority of cases. As argued by 
Doctor J “I don't believe I'm better, but I can't see a reason to change my decision”. To further 
corroborate this, we also find that the doctors who initially are correct, when the AI is incorrect 
(False Conflict) also maintain their (accurate) position in 70% of the cases when this situation 
arises.  

This commitment bias appears to impede physicians from reaping the full benefits of AI’s 
potential to improve their judgment. True Conflict is the only explanation of why physicians’ 
accuracy only increases from 53% to 67% when AI is correct. On the other hand, when the AI is 
incorrect (False Conflict), the self-commitment preserves the accuracy to a large extent. When 
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AI is wrong, it is beneficial for doctors to trust their own diagnosis, but this appears to occur 
more due to bias than deliberate choice since this happened in about 70% of the cases, 
regardless of whether AI is correct.  

Our first hypothesis was confirmed; it posited that physicians tend to stick with their first 
clinical diagnosis when AI disagrees, regardless of whether the AI advice is correct or incorrect. 
We found a moderately weak Pearson correlation between initial clinical diagnoses and those 
diagnoses influenced by AI in Step 2 (r=0.38, p = 0.01), consistent with the hypothesis that 
doctors tend to stick to their original diagnoses. This was also statistically significant based on 
chi-square tests of independence for physicians’ decisions with and without AI (χ2(1) = 7.31, p 
<0.01).  

To quantify the impact of AI on doctor’s decision-making changes, we then performed a 
multivariate regression. We found that the probability of doctors’ changing their diagnoses when 
contradicted by AI was, overall, 29.5% (p-value < 0.01, 95% CI: 16.8% to 42.2%), even after 
adjusting for whether or not the patient diagnosis was positive or the AI was accurate or not. 
Stated otherwise, 70% of the time, doctors clung to their initial diagnosis. Of note, whether or 
not the AI was accurate had no significant effect on physicians’ decision-making changes.  

It is additionally worth noting that when AI agreed with physicians, none altered their clinical 
decision, indicating a confirmation bias. Importantly, this applied also to inaccurate physician 
decisions, creating the potential for AI to reinforce and exacerbate erroneous decision-making. 
False Confirmation was described by Doctor J "I don't change where I'm already correct". An 
agreement with AI is not the same as being correct, both can still be wrong. This is in line with 
our third hypothesis that neither AI nor XAI helps physicians overcome false confirmation. 

Of the total incorrect judgments with incorrect AI advice (n=24+6=30) in Step 2, False 
Confirmation and confirmation bias correspond to 80% of the errors, explaining the major 
reason why physicians’ accuracy decreases so much when the AI errs. The remaining 20% of 
the errors stem from False Conflict where the AI convinced physicians to change to an incorrect 
frame despite the fact that they initially made a correct clinical judgment. 

 

STEP	3	–	Explanations	increase	doctors’	confidence	in	the	AI	system’s	capacity	
When physicians are presented with explanations, they learn from the explanations and update 
their cognitive frame. However, despite the learning, we identify that the commitment bias 
remains, and the learning is not applied in full. Furthermore, there is still a confirmation bias, 
and it seems they are not able to combine their own clinical experience with newfound 
knowledge from the explanations. In cases of False Confirmation when both the physicians and 
the AI are incorrect, we could not identify any reason based hard cognitive work (System 2) to 
identify errors, all except one physician blindly keep their incorrect frame. 

The physicians argue that the explanation not only helps them understand the AI; it also teaches 
them something new, especially in areas they lack expertise in. Doctor H discussed the 
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importance of learning and argued that XAI not only helps to understand but also educates "XAI 
is preferred, it is education, and then it becomes more interesting". Doctor H elaborated further, 
saying that once the XAI had explained the risk factors, there was no longer a need for the 
algorithm. Doctor C discussed the value added of XAI’s explanations “If I have explanations, 
XAI can be a good support, especially in fields where I am not a specialist”. Learning seems to 
be one of the outcomes of adding explanations to AI predictions. 

Furthermore, the explanations help the physicians to some extent to change their incorrect frame 
in cases for True Conflict. In the cases where AI is correct, and the physician is incorrect, an 
additional 39% change to the correct diagnosis. Unfortunately, in cases of False Conflict, when 
AI is incorrect, and the physician is correct, 27% change to a wrong diagnosis.  

The commitment bias to cling to the initial wrong clinical judgment prevails despite the 
explanations where 61% preserve the incorrect frame. When the AI errs, the physicians' self-
confidence helps them to resist the wrong advice in 73% of the cases. In total, the explanations 
improve the overall accuracy.  

However, the explanations also wrongly led 27% of the judgments in the wrong direction.  This 
phenomenon was evident with Doctor D, who, using the explanations, made six adjustments—
three correct and three incorrect—resulting in no net gain. Doctor D stated: " When I understood 
which parameters that are important, I used the algorithm”.  Explanation can be harmful in 
False Conflict and lower doctors' accuracy when AI is incorrect. 

Turning to our second hypothesis that XAI would be more convincing to physicians than AI, we 
tested whether the impact of XAI in cases of contradictions was greater than that of AI. To do 
so, we compared physicians’ decisions made with AI to those made in the subsequent step with 
XAI. If XAI had little or no persuasive value, we would see little or no change in decision-
making across these steps. Here we found a moderately weak Pearson coefficient (r=0.35, p-
value<0.05), consistent with the hypothesis that doctors did change diagnoses further when 
given XAI explanations. This was also borne out in tests of independence (χ2(1) = 4.42, p 
<0.01). According to our multivariate regression, the probability of physicians changing their 
diagnosis in Step 3 versus their diagnosis in Step 2 was 20.9% (p-value < 0.01, 95% CI: 7.6% to 
34.2%), indicating that XAI is more persuasive than AI. Whether or not the AI was accurate had 
no significant effect on these changes. 

Taken together, the overall impact of XAI on physicians changing from Step 1 to 3 was 
considerable, at 50.4% (p-value <0.01, 95% CI: 35.5% to 65.2%), revealing a substantial effect 
of XAI collaboration on decision-making. Nevertheless, approximately half did not change their 
minds when contradicted by AI (irrespective of whether it was accurate or not).  

As anticipated, little changed when physicians who were already in agreement with AI were 
presented with explanations of XAI; the confirmation bias prevailed. The physicians argued that 
the explanations taught them new things, and they updated their cognitive frame. They 
selectively compared their own ranking of the parameter with the XAI and made changes 
accordingly for the patients where there was a disagreement with the AI advice. However, 
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despite cognitive forcing and explanations, in cases of False Confirmation, all except one 
(Doctors D) did not revisit the cases where they agreed with the AI to look for potential errors in 
the algorithm. This False Confirmation bias corresponds to 88% (29 of 33) of the errors when 
AI was wrong.  

Our third hypothesis asserted that neither AI nor XAI helps physicians to overcome cases of 
False Confirmation. We found a strong Pearson correlation (r=0.91, p-value < 0.01) between the 
initial clinical diagnosis in Step 1 and the final diagnosis in Step 3 in scenarios where both the 
AI/XAI and the physicians' assessments were incorrect. This correlation underscores the 
tendency of physicians to adhere to their original diagnoses when falsely confirmed, thus 
indicating a substantial confirmation bias.  

Curiously, only one of the physicians revisited patients in cases of False Confirmation, where 
there was an agreement with the AI to identify potential errors made by the algorithm. Doctor D 
made only one change in Step 2 and argued, “I do not feel I can change my mind based on AI 
since I do not understand, I lose control of the patient” and “I cannot just trust a computer.” 
When presented with XAI, however, Doctor D made two changes against both their and the AI’s 
judgment.  Doctor D, updated the cognitive frame, arguing, “The first time, I ranked things 
wrong in my mind, but now I understand what is most important.” It seems that the doctors 
struggled between intuitive self-confidence and reason to understand the explanations' validity. 
D argued, “What do you do if you, like your intuition, think this child is at risk, but AI says no, 
or vice versa?” For one of Doctor D’s changes, the AI was wrong, and for the other, the AI was 
correct, implying no improvement in accuracy. 

 

Disaggregating	by	doctor	and	patient:	persistent	evidence	of	blind	trust	and	
distrust	
Next, we evaluated the clinical decisions made for each patient, as shown in Table 4. The 
analysis reveals limited evidence of blind distrust of AI, apart from two physicians who did not 
use either AI or XAI advice. However, several doctors showed signs of blind distrust for 
specific patients when they were very confident, and, conversely, blind trust when they lacked 
confidence in their judgment. For one patient, none of the doctors drew upon AI (erroneously).  
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Patient AI 
Correct 

Step 1: Clinical 
judgment 
(accuracy) 

Step 2:  
AI advice 
(accuracy) 

Step 3:  
XAI advice 
(accuracy) 

1 No 45% 27% 9% 

2 Yes 27% 73% 100% 

3 Yes 100% 100% 100% 

4 Yes 64% 73% 91% 

5 No 18% 18% 18% 

6 Yes 36% 55% 82% 

7 No 36% 9% 18% 

8 Yes 73% 82% 73% 

9 Yes 18% 18% 27% 

10 No 82% 73% 55% 

 

Table 4: Physicians diagnostic accuracy per patient 

Note: Maximum is 11 correct physicians  

 

Blind	distrust	among	physicians:	perceptions	and	practice	
Turning first to evaluating doctors’ engagement with AI as a whole, it appears most doctors 
exhibited a reasoned use of AI, rather than a complete engagement or disengagement. Two 
exception was Doctor F and G, who showed blind distrust of AI and XAI, completely rejecting 
its use, despite the explanations. As the Doctor F said, "I trust my clinical assessment” and “I 
find it hard to believe that AI knows more than me”. 

There emerged an important difference between what the physicians articulated, and how they 
used the available evidence to make clinical decisions. While Doctor G voiced “I would argue 
that XAI improves trust”, he/she still refused to use it. Another Doctor B said, “It is a must to 
have the explanations available,” but in practice, did not alter judgments whatsoever when 
given XAI. Still, Doctor B made four changes with AI advice for ambiguous cases. Of note 
Doctors B and F were among the most experienced doctors in the study sample, refer to 
Appendix I. 
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Inverse	uptake	and	confidence	relationship	
Trust in AI and XAI seems not only to differ between physicians (inter-personal) but also across 
patients (intra-personal).  Patients 2 and 9 illustrate these intra-personal shifts. For both patients, 
the AI advice is correct and cases of True Conflict. For patient 2, accuracy increases from 27% 
to 73% with AI, and to100% with XAI, as all doctors take up its suggestions. However, for 
patient 9, the accuracy similarly starts at 18% but does not change with AI advice. The only 
doctor to update their judgement was Doctor A with XAI, increasing overall accuracy to 27%.  

In the case of True Conflict, the reasons for discrepancy emerge clearly from the qualitative 
data. The physicians felt uncertain about patient 2 and, as a result, were more easily persuaded. 
Doctor I changed for patient 2, when presented with XAI emphasising the importance of 
daycare exposure. Doctor I noted, “That's how it was with our daughter. As soon as she went 
back to daycare, she got it [recurrent ear infection] back”. Doctor also B changed easily for 
patient 2 in the second step, “There are some that I don't want to change, so to speak, but I 
could very well change number 2 to positive, no doubt about it.” 

In contrast, physicians felt more confident in their judgment of patient 9, although it was 
incorrect. In this case, XAI emphasized the role of heredity, which the doctors did not categorize 
as a strong risk factor.  Thus Doctor I was not convinced “AI says that it is positive, I don't know 
why it is positive, because it is breast feeding, it has been vaccinated, a sibling in daycare, no, I 
remain negative there.” Doctor E goes against the AI in Step 2, “I wouldn't change, for example 
[patient 9], I mean that 9 would become positive, that feels strange”, and with explanations, 
remained unconvinced, “I still don't understand” and further argue “[Patient] Nine has no 
heredity and it becomes positive?.” For patient 9, True Conflict disagreements with AI’s 
judgment led to a missed opportunity for improved accuracy.   

It is worth noting another extreme case of False Conflict, patient 1. Here five physicians initially 
make the correct clinical judgment. However, AI persuades them to shift to an incorrect one, 
falling to 27% accuracy with AI and ultimately 9% with XAI. Doctor A argued, “I would 
probably change [the clinical decision for] patients 1 and 2. I changed my mind for those I was 
not sure.” In this False Conflict case, doctors also voiced being unsure, as with patient 2, but 
took up an erroneous AI decision. Taken together, these findings are consistent with the 
possibility that neither cognitive forcing nor XAI is sufficient to eliminate hyperbolic decision-
making, either blind trust or blind distrust. 
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Discussion	
In this study we move beyond characterizing physician engagement with AI as “aversion” or 
“appreciation” to identify the cognitive challenges and patterns that can arise in physician-AI 
collaboration, and specifically how these relate to decision-making errors. We additionally 
compared how physicians trust and assess information from AI relative to explainable AI. 
Following prior literature (Jussupow et al., 2021), we sought to identify recurrent patterns of 
cognition and judgment, especially in scenarios where AI advice came into conflict with 
physicians’ own beliefs.  

To our knowledge, this approach for the first time identifies a comprehensive set of decision-
making errors in human-AI collaboration which is likely to be quite generalizable. Specifically, 
we find evidence, as seen in prior studies (Chanda et al., 2024), that physician-AI collaboration 
can outperform physician decision-making alone. However, systematic errors can arise when 
doctors lacked confidence in their decision-making and draw upon erroneous AI advice. Doctors 
also showed a general reluctance to change decisions when conflicted by AI, consistent with AI 
distrust and a potential commitment bias. Explanations helped mitigate this seeming 
stubbornness but only partially. 

Next we turn to evaluating these observations in light of our main study hypotheses, and their 
implications, both theoretical and practical for designing information systems for healthcare 
applications.  

 

Key	findings	in	relation	to	our	research	question	and	hypotheses	
Turning to our first hypothesis, we posited that physicians would tend to stick to their original 
diagnoses and would be unlikely to change them when contradicted by AI advice. We found 
support for this hypothesis, observing that doctors in about 2/3rds of all decisions clung to their 
initial decision irrespective of whether the AI system was correct or incorrect. These 
observations appear consistent with a “commitment bias”, whereby physicians initial decision 
anchors them, irrespective of new facts and information to the contrary.  

Importantly, we found that explainable AI significantly increases physicians' trust and intention 
to use XAI advice compared with conventional AI advice without explanation, increasing 
uptake by 20%. Our think-aloud protocols revealed that doctors were more willing to 
incorporate XAI decisions when they could comprehend them.  

These observations provided support for our second hypothesis that “Physicians are more likely 
to revise their clinical diagnoses when XAI explanations contradict their assessments than when 
contradicted by AI alone.” Whereas AI convinced about 30% of doctors to change their minds, 
XAI convinced another 20% over and above AI alone. Yet this still left about half of all 
physicians who did not change their diagnosis in light of AI guidance. While it may have been 
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possible that this reflected AI accuracy, we observed no difference in these behaviours whether 
or not AI was correct.  

Finally, our data were also consistent with our third hypothesis: neither AI nor XAI were 
effective in assisting physicians to avoid False Confirmation errors. That is, when AI confirmed 
an erroneous diagnosis, virtually no physician sought further information or to understand its 
explanation (irrespective of whether that explanation was coherent or not with the doctor’s own 
understanding). This was a substantial theme associated with decision-making errors: about two-
thirds of all errors in our study were attributable to false confirmation. Our qualitative interviews 
revealed that physicians were reluctant to seek further information in such cases, thereby 
perpetuating diagnostic errors and obstructing the learning process.  

In terms of accuracy, consistent with other studies (Chanda et al., 2024), we found that 
physician-AI collaboration led to accuracy gains, although in ours this was only significant with 
the incorporation of (the more persuasive) XAI. AI led to greater accuracy gains among weaker 
performing doctors (not necessarily those with more or less experience). However, these 
benefits were in part offset by doctors’ uptake of erroneous AI advice, often arising from 
situations of clinical uncertainty combined with blind trust in AI. 

 

Contributions	to	current	theory	and	evidence	
Our findings hold significance for both theory and practice. From a theoretical standpoint, our 
study illuminates several previously overlooked aspects of clinical decision augmentation 
involving AI and XAI. First, while prior studies have speculated that there could be an 
hypothetical “worst-case” scenario in which decision-makers fail to identify a false AI 
confirmation (Jussupow et al., 2021), our study has empirically demonstrated, to our knowledge 
for the first time, that this can be quite substantial and correlate strongly with overall errors in 
human-AI collaboration. In our study, when AI falsely confirmed physicians they almost 
universally blindly accepted it.  

Second, theoretically, we go beyond identifying aversion or appreciation to connect these 
behaviours to errors and potential underlying cognitive heuristics. For example, we argue that 
the unquestioning acceptance of AI in a false confirmation is consistent with a confirmation 
bias. In medical decision-making, confirmation bias is often defined as “where evidence against 
one’s position is selectively disregarded” (Rollwage et al., 2020). However, future studies 
would be needed to see if doctors actively or passively discard additional information or truly 
selectively seek out only information which would confirm their decision made with AI.  

Additionally, in line with previous studies, we found that explanations lead to fewer True 
Conflict errors where incorrect clinicians override a correct AI (Jussupow et al., 2021; Kumar et 
al., 2021; Martínez-Agüero et al., 2022). Kumar and colleagues found that explanations 
increased physicians' trust and intention to use deep learning models for the diagnostics of brain 
tumors (Kumar et al., 2021). Martínez-Agüero and colleagues found that XAI improved 
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physicians' trust and accuracy when detecting the presence of antimicrobial multidrug-resistant 
bacteria in intensive care units (Martínez-Agüero et al., 2022). On the other hand, as argued by 
Jussupow and colleagues, researchers should focus not only on cases when AI is correct but also 
on cases when AI is incorrect (Jussupow et al., 2021). In line with other studies, we found that 
explanations can also lead to an overreliance on AI, creating more False Conflict errors where 
correct physicians are convinced to change to an incorrect diagnosis (Naiseh, Al-Mansoori, et 
al., 2021; Naiseh, Al-Thani, et al., 2021; Naiseh et al., 2023).  

In our study, we also reveal the importance of doctors’ own confidence in their decision-making 
as a key factor shaping their AI engagement. Thus whether doctors show aversion or 
appreciation changes dynamically. Our interview data show that when physicians feel confident 
in their decisions and perceive low uncertainty, they were less likely to use AI’s suggestions. 
This occurred regardless of whether AI was right or wrong, suggesting it reflects an intuitive, 
System 1 heuristic like commitment bias rather than a product of System 2’s logical reasoning. 
In contrast, when physicians were uncertain, they were more likely to exhibit blind trust in AI, 
taking its diagnosis on board, even when the doctors failed to understand the clinical rationale. 

 Additionally, while there has been speculation that cognitive forcing could shift thinking to 
System 2, and in so doing avoid pitfalls of System 1 heuristics, our data did not support this 
notion. Kahneman argues that “When there are cues that an intuitive judgment could be wrong, 
System 2 can impose a different strategy, replacing intuition by careful reasoning.” (Kahneman 
and Klein, 2009, p. 519). Again, our study did not find evidence to support this. It may be 
possible, however, that alternative cognitive forcing strategies could be more effective in 
averting decision-making errors.  

 

Implications	for	Practice	
Our study also provides a number of recommendations for better optimising effective doctor-AI 
collaboration. First, our findings indicate a potential need to train physicians to use of AI and 
XAI in clinical decision-making. This would likely make physicians better aware of the risks of 
false confirmation and call for critical evaluation.  

Second, while it is tempting to suggest universally XAI, given doctors were more likely to trust 
and deploy its advice, we found that XAI could increase erroneous uptake when AI was 
incorrect. We suggest that XAI systems should test whether including a caveat with its advice a 
prompt reminding doctors of AI fallibility. This could help avert the issue of blind trust, 
especially prominent when doctors feel uncertain about their diagnosis. Clearly much more 
research is needed to optimize the design of AI systems to help mitigate the risks of errors we 
identified in this study. 

Third, system design should likely account for AI’s accuracy as well as the stakes of decision-
making. When AI accuracy approaches 100%, greater trust in and utilization of AI should be the 
norm, and providing explanations could always be utilised to enhance compliance. However, 
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given AI fallibility, especially in high-risk situations, we would call for a true human “Second 
Opinion” rather than unquestioning reliance upon AI. 

 

Limitations	and	Future	Directions	
Our field study has important limitations worth noting. First, our study involved 11 physicians 
who made a total of 330 decisions, which creates a potential for decision-making fatigue as well 
as learning. Thus, physicians may engage differently with AI advice for the first patient relative 
to the last. It is also possible that physicians establish early on a decision-making heuristic, 
which they continue to adhere to throughout, and so the ordering of AI advice could yield 
differing behaviours. Dedicated experimental studies would be needed to disentangle these 
subtle, but important potential influences on AI engagement. Second, we were unable to directly 
ask doctors about trust in AI, as a potential “observer effect” could reinforce or skew their trust 
in AI for successive decisions. Instead, we sought to infer trust from physicians’ actual behavior 
as a “revealed preference.” A more complex and nuanced design would be needed to elicit 
physicians’ trust perceptions without impacting their actual decision-making. Ideally, the study 
could have better assessed the confidence levels of physicians for each individual judgment, 
although carefully doing so to avert potential observer effects.  

Third, while our paper could demonstrate behaviour that was consistent with biases, such as 
commitment or confirmation bias, a bespoke experimental design would be needed to prove 
absolutely their presence. 

Fourth, as with any experimental laboratory setting, ours narrowed the range of real-world 
complexity when doctors make decisions with AI. In our study physician accuracy was likely 
lower than what would be expected in a real clinical setting.  Physicians solely relied on risk 
factor data without considering other clinical inputs which in real-clinical settings would be 
available to them. Future research could try to evaluate decision-making in real clinical settings. 
Additionally, AI accuracy was set at 60%. Ideally future studies could vary accuracy to elicit 
how doctors exhibit more or less trust in relation to perceived and actual AI accuracy.  

Fifth, we intentionally introduced cognitive forcing to trigger System 2 thinking. This could 
have exacerbated commitment bias, leading doctors to cling more forcefully to the initial 
decisions they invested cognitive resources into making. While our research importantly 
demonstrated that cognitive forcing did not alleviate certain common errors, future research 
could be designed to test explicitly the magnitude and type of effects of cognitive forcing on 
decision-making.  

Sixth, our experiment did not involve randomization, which creates an absence of a true control 
group, but instead uses doctors as their own control, incrementally exposing them to AI and then 
later XAI. Future research, with larger samples, could attempt to randomize doctors to different 
intervention arms to more convincingly ascertain AI and XAI effects. 
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Our study also points to several further important directions for future research. To reduce False 
Confirmation errors, future research can explore two key avenues. First, implementing nudges 
within AI systems can prompt critical evaluation by physicians. These nudges act as reminders, 
encouraging doctors to question consensus and consider the possibility of errors from both AI 
and their initial diagnosis. Second, a comparative analysis of AI explanations (including ranking 
and weights of risk factors) compared to physician clinical judgment. Examining whether they 
rely on the same clinical factors and assign similar weights can uncover discrepancies, 
particularly in cases of False Confirmation. 

For now our study also points to important safeguards to implement in clinical practice. Given 
the scale of false confirmation, AI applications in healthcare may consider prompting of doctors 
to consider potentially that the AI advice, when confirming their own advice, could be fallible. 
In the future AI may be able to serve as a “second opinion”, but more research and 
understanding of how doctors integrate AI into decisions is needed before AI can begin to 
substitute for real human-decision making, especially when stakes are high. Better experiments 
not only of AI’s accuracy and validity, but real world studies of how doctors integrate them into 
practice is needed to realise fully the hope and promise of human-AI collaboration.  
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Appendix	I:	Risk	factors	and	physician	performance	
 

 
Table AI-1: Risk factors  

 

 

 
Table AI-2: Physicians’ performance, ranked per best performance in Step 1, clinical judgment 

 

Patient

Number of Ear 
Infections Until 

Inclusion 
(Anamnestic)

Pneumococcal 
Vaccination

Breastfeeding 
at Inclusion / 4 

Months 
Any Parent 

Smokes
Number of 

Siblings

Number of 
Siblings in 

Daycare 

Heredity 
(Includes 

Uncles/Aunts) 
Algorithm 
Response

Correct 
Response

1 1 No Yes No 1 1 Yes 1 0
2 1 No No No 3 0 Yes 1 1
3 6 No Yes No 1 1 Yes 1 1
4 2 No No No 0 0 Yes 1 1
5 1 No No Yes 6 1 No 1 0
6 1 No No No 1 1 Yes 1 1
7 1 Yes Yes No 1 1 Yes 0 1
8 1 Yes No No 4 0 Yes 0 0
9 1 Yes Yes No 1 1 No 1 1
10 2 Yes Yes No 1 1 No 0 1

Doctor

Step 1 
Clinical 

judgment:    # 
correct 

predictions

Step 2        AI 
assistance:    
# correct 

predictions

Step 3      XAI 
assistance:    
# correct 

predictions

Step 2 # 
changes with 
AI assistance

Step 3 # 
changes with 
AI assistance

Step 2 # 
improvments

Step 3 # 
improvments

A 7 7 8 2 1 0 1
C 7 7 7 2 0 0 0
F 6 6 6 0 0 0 0
H 6 6 6 2 0 0 0
I 5 5 6 0 1 0 1
J 5 5 6 2 1 0 1
K 5 4 6 1 4 -1 1
B 4 6 6 4 0 2 2
D 4 5 5 1 6 1 1
E 4 5 5 1 2 1 1
G 2 2 2 0 0 0 0
Mean 5,30 5,60 6,10 1,50 1,50

Physicians>AI 6,50 6,50 6,75
Physicians>AI 4,14 4,57 5,14



Appendix	II:	Heat	map	of	physicians’	performance	

doctor_id patient diag1 diag2 diag3 

Corr 

answer 
AI 
correct #_corr_1 #_corr_2 #_corr_3 Pattern 

1 2 0 1 1 1 Yes 0 1 1 Good AI Appreciation 

1 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

1 4 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

1 6 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

1 8 0 0 0 0 Yes 1 1 1 Preserve Correct Frame 

1 9 0 0 1 1 Yes 0 0 1 Good XAI Appreciation 

1 1 0 1 1 0 No 1 0 0 Bad AI Appreciation 

1 5 0 0 0 0 No 1 1 1 Clinical Integrity 

1 7 0 0 0 1 No 0 0 0 Confirmation bias 

1 10 1 1 1 1 No 1 1 1 Clinical Integrity 

2 2 0 1 1 1 Yes 0 1 1 Good AI Appreciation 

2 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

2 4 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

2 6 0 1 1 1 Yes 0 1 1 Good AI Appreciation 

2 8 1 0 0 0 Yes 0 1 1 Good AI Appreciation 

2 9 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 

2 1 1 1 1 0 No 0 0 0 Confirmation Bias 

2 5 1 1 1 0 No 0 0 0 Confirmation bias 

2 7 1 0 0 1 No 1 0 0 Bad AI Appreciation 

2 10 1 1 1 1 No 1 1 1 Clinical Integrity 

3 2 0 1 1 1 Yes 0 1 1 Good AI Appreciation 

3 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

3 4 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

3 6 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

3 8 0 0 0 0 Yes 1 1 1 Preserve Correct Frame 

3 9 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 

3 1 0 0 0 0 No 1 1 1 Clinical Integrity 

3 5 0 0 0 0 No 1 1 1 Clinical Integrity 

3 7 0 0 0 1 No 0 0 0 Confirmation bias 

3 10 1 0 0 1 No 1 0 0 Bad AI Appreciation 

4 2 0 0 1 1 Yes 0 0 1 Good XAI Appreciation 

4 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

4 4 0 1 1 1 Yes 0 1 1 Good AI Appreciation 

4 6 0 0 1 1 Yes 0 0 1 Good XAI Appreciation 

4 8 0 0 1 0 Yes 1 1 0 Bad XAI Aversion 

4 9 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 
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4 1 0 0 1 0 No 1 1 0 Bad XAI Appreciation 

4 5 1 1 1 0 No 0 0 0 Confirmation Bias 

4 7 0 0 1 1 No 0 0 1 
Good XAI Aversion, 
Why? 

4 10 1 1 0 1 No 1 1 0 Bad XAI Appreciation 

5 2 0 1 1 1 Yes 0 1 1 Good AI Appreciation 

5 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

5 4 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

5 6 0 0 1 1 Yes 0 0 1 Good XAI Appreciation 

5 8 0 0 0 0 Yes 1 1 1 Preserve Correct Frame 

5 9 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 

5 1 0 0 1 0 No 1 1 0 Bad XAI Appreciation 

5 5 1 1 1 0 No 0 0 0 Confirmation Bias 

5 7 0 0 0 1 No 0 0 0 Confirmation Bias 

5 10 0 0 0 1 No 0 0 0 Confirmation Bias 

6 2 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

6 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

6 4 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

6 6 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 

6 8 1 1 1 0 Yes 0 0 0 Preserve Incorrect Frame 

6 9 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

6 1 1 1 1 0 No 0 0 0 Confirmation Bias 

6 5 1 1 1 0 No 0 0 0 Confirmation Bias 

6 7 1 1 1 1 No 1 1 1 Clinical Integrity 

6 10 1 1 1 1 No 1 1 1 Clinical Integrity 

7 2 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

7 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

7 4 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 

7 6 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 

7 8 1 1 1 0 Yes 0 0 0 Preserve Incorrect Frame 

7 9 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 

7 1 1 1 1 0 No 0 0 0 Confirmation Bias 

7 5 1 1 1 0 No 0 0 0 Confirmation Bias 

7 7 0 0 0 1 No 0 0 0 Confirmation Bias 

7 10 0 0 0 1 No 0 0 0 Confirmation Bias 

8 2 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

8 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

8 4 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 
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8 6 0 1 1 1 Yes 0 1 1 Good AI Appreciation 

8 8 0 0 0 0 Yes 1 1 1 Preserve Correct Frame 

8 9 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 

8 1 0 1 1 0 No 1 0 0 Bad AI Appreciation 

8 5 1 1 1 0 No 0 0 0 Confirmation Bias 

8 7 0 0 0 1 No 0 0 0 Confirmation Bias 

8 10 1 1 1 1 No 1 1 1 Clinical Integrity 

9 2 0 0 1 1 Yes 0 0 1 Good XAI Appreciation 

9 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

9 4 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

9 6 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

9 8 0 0 0 0 Yes 1 1 1 Preserve Correct Frame 

9 9 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 

9 1 1 1 1 0 No 0 0 0 Confirmation Bias 

9 5 1 1 1 0 No 0 0 0 Confirmation Bias 

9 7 0 0 0 1 No 0 0 0 Confirmation Bias 

9 10 1 1 1 1 No 1 1 1 Clinical Integrity 

10 2 0 1 1 1 Yes 0 1 1 Good AI Appreciation 

10 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

10 4 0 0 1 1 Yes 0 0 1 Good XAI Appreciation 

10 6 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

10 8 0 0 0 0 Yes 1 1 1 Preserve Correct Frame 

10 9 0 0 0 1 Yes 0 0 0 Preserve Incorrect Frame 

10 1 1 1 1 0 No 0 0 0 Confirmation Bias 

10 5 1 1 1 0 No 0 0 0 Confirmation Bias 

10 7 1 0 0 1 No 1 0 0 Bad AI Appreciation 

10 10 1 1 1 1 No 1 1 1 Clinical Integrity 

11 2 0 0 1 1 Yes 0 0 1 Good XAI Appreciation 

11 3 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

11 4 0 0 1 1 Yes 0 0 1 Good XAI Appreciation 

11 6 0 0 1 1 Yes 0 0 1 Good XAI Appreciation 

11 8 0 0 0 0 Yes 1 1 1 Preserve Correct Frame 

11 9 1 1 1 1 Yes 1 1 1 Preserve Correct Frame 

11 1 1 1 1 0 No 0 0 0 Confirmation Bias 

11 5 1 1 1 0 No 0 0 0 Confirmation Bias 

11 7 1 0 0 1 No 1 0 0 Bad AI Appreciation 

11 10 1 1 0 1 No 1 1 0 Bad XAI Appreciation 
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Appendix	III:	Medical	background	on	ear	infection	
Middle ear infection or acute otitis media (AOM) is the most common bacterial infection during 
childhood. It has been estimated that 60-70% of all children will have had 1-3 episodes before 
the age of two years, and about 10% will have recurrent AOM (rAOM). Recurrent AOM can 
lead to long and repeated periods of antibiotic treatment and hearing impairment. It is defined as 
three AOM episodes in six months or four in a year (Bernstein et al., 1991; Aniansson et al., 
1992). 

Leading otitis pathogens are Streptococcus pneumoniae, Haemophilus influenzae, Moraxella 
catarrhalis, and Streptococcus pyogenes  (Kilpi et al., 2001). During the first four years of life, 
most children are colonized by one or more AOM pathogens in the nasopharynx, the reservoir of 
upper respiratory tract pathogens. From the nasopharynx, the bacteria enter the middle through 
the Eustachian tube. With age, the colonization decreases, and the anatomy changes. AOM is, 
therefore, relatively rare after the age of 12 years. 

If the first AOM occurs before the age of 6 months, the risk is very high (80%) that that child 
will develop rAOM. Several other risk factors of AOM have been studied, including heredity, 
smoking, number of siblings, etc. In a previous vaccination trial performed at the Department of 
Otorhinolaryngology, Head and Neck Surgery Department at Lund University Hospital, 
Sweden, data concerning children with or without rAOM were collected. The trial was 
randomized, prospective, and single-blinded. The Ethics Committee approved the study at Lund 
University, and written consent was obtained from the parents. It resulted in two publications 
(Gisselsson-Solén et al., 2014, 2015).  

A total of 105 children were included in the trial. The children were recruited between March 
2003 and June 2007. For inclusion, the child had to have had at least one AOM episode 
confirmed by an otorhinolaryngologist before the age of six months, thereby having an 80% risk 
of developing rAOM. The first publication investigated the risk factors for the carriage of AOM 
pathogens during the first three years of life (Gisselsson-Solén et al., 2014), whereas the second 
publication explored if a heptavalent pneumococcal conjugate vaccine could decrease the 
number of AOM episodes in a population with a high risk of developing rAOM (Gisselsson-
Solén et al., 2015). To this data set, different algorithms were applied. 
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Appendix	IV.	Synthesising	decision-making	patterns	in	human-AI	
collaboration		
To sum up our quantitative and qualitative analysis we present an analytical framework 
highlight the main decision patterns and evidence of associated cognitive heuristics.  

There are four main potential scenarios, as articulated above: A) True Confirmation – Physician 
correct  / AI correct; B) True Conflict –  Physician incorrect / AI correct; C) False Conflict – 
Physician correct/ AI incorrect; and D) False Confirmation – both the physician and the AI are 
incorrect. We then cross-coded these against decision-making changes: update with AI (1); 
update with XAI (2) ; or no change (3), as shown in Table 5. Taken together, this results in a 
total of 12 outcomes (A1-3, B1-3, C1-3). 

Note: In column "No judgment change in Step 1 or 2" physicians have undergone two 
opportunities to change. For example, in the first row when AI is correct and physician is 
correct all 35 keep their judgment in Step 2, in Step 3 one change their mind and 34 keep their 
judgment. Total n is hence 35+34=69 out of the total judgments 35x2 steps= 70. Percentages do 
not sum to 100% as the denominator differs for each decision-making juncture. 
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Step 1: 

Initial Clinical judgment 

Step2: 

Change with AI 

Step 3: 

Change with XAI 
No judgement changes 
in Step 1 or 2 

True 
Confirmation 

AI 
Correct/ 

Physician 
Correct 

(n=35)" 

A1: Negative AI  
Aversion 
0/35 (0%) 
Physician was initially 
correct, and so was AI, 
but when given AI's 
answer, physician 
changes their diagnosis 
to an incorrect judgment 

 

A2: Negative XAI 
Aversion  
1/35 (3%) 
Physician was initially 
correct and so was AI, 
but when given XAI 
explanation for AI's 
answer, physician 
changes their mind to an 
incorrect judgment 

A3: Preserve Correct 
Frame  
69/70 (99%) 
Physician was initially 
correct, and so was AI. 
Physician's answer 
remains correct 
throughout. 

True 
Conflict 

AI 
Correct/ 

Physician 
Incorrect 

(n= 31) 

B1: Positive AI 
Appreciation 

9/31 (29%) 

Physician initially 
incorrect, but AI correct. 
Physician updates 
judgment to correct 
diagnosis. 

B2: Positive XAI 
Appreciation 

9/22 (41%) 

Physician was initially 
incorrect, but AI was 
correct. Physician did not 
change when given AI 
advise but did change 
with explanations. 

B3: Preserve Incorrect 
Frame  

(Commitment Bias) 

35/53 (66%) 

Physician initially 
incorrect, but AI correct. 
Physician does not 
change despite AI or 
XAI advice. 

False 
Conflict 

AI 
Incorrect/ 

Physician 
Correct 
(n=20) 

C1: Negative AI 
Appreciation 

6/20 (30%) 

Physician initially 
correct, but AI incorrect. 
Physicians update to 
incorrect answer based 
on AI judgement. 

C2: Negative XAI 
Appreciation 

4/14 (29%) 

Physician initially 
correct, but AI incorrect. 
Physicians update to 
incorrect answer based 
on the explanations. 

C3: Clinical Integrity  

24/34 (69%) 

Physician initially 
correct, but AI incorrect. 
Physicians preserve 
correct judgement 
against incorrect AI 
diagnosis. 

False 
Confirmation 

AI 
Incorrect/ 

Physician 
Incorrect 

(n=24) 

 

D1: Positive AI Aversion 

0/24 (0%) 

Physician and AI 
incorrect. Physician 
updates to correct answer 
against AI judgement. 

D2: Positive XAI 
Aversion 

1/24 (4%) 

Physician and AI 
incorrect. Physician 
updates to correct answer 
based on the 
explanations. 

D3: Confirmation Bias 

47/48 (98%) 

Physician and AI 
incorrect, and physician 
maintains flawed 
perspective.  

 

Table AIV-1: Themes of Physicians' Clinical Judgment and Interactions with AI and XAI.  
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Appendix	V.	Illustrative	Quotes	of	Positive	and	Adverse	Decision-
Making	Patterns	in	Human-AI	Collaboration	
We evaluate each outcome in turn with accompanying quotes illustrating the doctors’ decision-
making process for the junctures in the table below, starting with True Confirmation. 

  
Pattern Incidence Quote(s) 

   

Positive   

A3: Preserve Correct Frame 99% "If one has a hypothesis and AI agrees, then it might be more 
likely to be true." (E) 

C3: Clinical Integrity 69% "Find it hard to believe the algorithm knows more than I do" 
(F) 

B2: Positive XAI Appreciation 41% "I made an additional change when I noticed that the number of 
siblings carried significant weight." (A) 

B1: Positive AI Appreciation 29% "I can certainly say that the patients I mentioned as negative 
were, as you understood, merely a guess." (B) 

D2: Positive XAI Aversion 4% "The first time, I ranked incorrectly in my mind, but now I 
understood which one was the most important." (D) 

   

Adverse   

D3: Confirmation Bias 98% "I don't change where I'm already correct." (J) 

B3: Preserve Incorrect Frame 
Commitment Bias 

66% "XAI improve trust but I still do not use it." (G) 

C1: Negative AI Appreciation 30%  "AI could serve as valuable support in situations of ambiguity." 
(A) 

C2: Negative XAI Appreciation 29% "XAI give me more comfort than a black-box AI" (C) 

A2: Negative XAI Aversion 3% "The first time, I ranked incorrectly in my mind, but now I 
understood which one was the most important." (D) 

 

Table AV-1: Incidence and Type of Decision-Making Patterns 

Note: percentages do not sum to 100% as the denominator differs for each decision-making 
juncture. Please see table 5 and figures 2a and 2b for reference 
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A.	True	Confirmation	
In 99% of the scenarios where AI and physicians were correct, the doctors preserved the correct 
judgement (A3). Doctor E argued "If one has a hypothesis and AI agrees, then it might be more 
likely to be true". Hence doctors clearly felt that reinforcement from AI helped increase their 
confidence in their initial judgement. 

 There was one curious exception, with Doctor D, who, when presented with XAI, attempted to 
learn from the XAI ranking and in so doing, altered the clinical judgment to an incorrect one. As 
Doctor D explained, “The first time, I ranked incorrectly in my mind, but now I understood 
which one was the most important.”  

 

B.	True	Conflict		
The second row highlights that physicians tended to stay with their own frame in most cases of 
disagreements, but several were persuaded to change their minds by AI and especially XAI 
when they understood and resultantly trusted it.  

Understanding the algorithm was key to trust in cases of True Conflict. Doctor A stated, “When 
I know what it [the XAI] base its judgment on, it is a support to my own [clinical] judgment”. 
Several doctors completely avoided AI because it lacked explanation and they could not 
understand its decision. Doctor I stated, "I would not trust the AI unless I know what parameters 
it used, then I trust my clinical judgment.” Additionally, when doctors voiced they did not 
understand XAI’s explanation, they disregarded it. For example, Doctor D argued, "I do not feel 
I can change my mind based on AI since I do not understand, I lose control of the patient” and 
“I cannot just trust a computer". Doctor D changed one judgement based on the AI advice and 
another two based on the XAI advice. 

Curiously, even when doctors understood and trusted XAI, they could be reluctant to use it. 
Doctor G argued "XAI improve trust but I still do not use it.” These scenarios portray a potential 
commitment bias (as voicing trust reveals that there was not an overarching aversion to AI). 

 

False	Conflict	
When physicians are correct, but the AI errs, the challenge is to resist the advice, but our data 
shows that with explanations it is harder to resist. In False Conflict scenarios, the desired 
outcome is for physicians to retain their correct stance, resisting AI influence. Yet, 30% (C1) 
changed their judgment based on the AI advice, and 29% (C2) changed to wrong judgment 
based on the explanations. This negative appreciation indicates that when algorithms err, 
explanations may further diminish accuracy. Doctor D further pointed out the importance of 
prudence and reluctance to the AI support in Step 2 “A doctor saying, I looked into a black box 
and will not prescribe penicillin for your child, how trustworthy is that?” 

In False Conflict cases, the inclusion of explanations has the potential to reduce accuracy. 
However, in 74% of instances (C3) where either AI or XAI erroneously suggests that physicians 
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alter their stance, they maintain their clinical integrity by disregarding the advice. Doctor F 
argued "Find it hard to believe the algorithm knows more than I do". Not changing frame 
despite contradictory recommendations from AI and XAI is a positive aspect in this case where 
the AI is incorrect, in contrast to the negative implications indicated in scenario B3. 

 

False	Confirmation	-	The	Dark	Side	of	Confirmation	Bias		
The final row reveals the perilous aspect of confirmation bias, with physicians holding steadfast 
to their wrong clinical assessments in 98% of the cases (D3) where both AI and XAI sanctioned 
the incorrect decision. Doctor J felt that confirmation is similar to being correct, and argued "I 
don't change where I'm already correct". Being confirmed is, unfortunately, not the same thing 
as being correct but a case of False Confirmation. In this case, D3 serves as the negative 
counterpart to A3, and D2 is the positive counterpart to A2, illustrating this dualistic 
phenomenon. 
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Appendix III: Paper III 
 
 
 
 
In Proceedings of the 32th European Conference on Information Systems (ECIS) Association for 
Information Systems. This is the peer-reviewed and accepted version. There can be deviations after 
copyediting and publisher layout. 

 

Citation: Rosenbacke, R. (2024) ‘Heuristics and Errors in XAI-Augmented Clinical Decision-Making: 
Moving Beyond Algorithmic Appreciation and Aversion’, In Proceedings of the 32th European 
Conference on Information Systems (ECIS) Association for Information Systems. AIS Electronic Library 
(AISeL). 
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Abstract			
How do physicians integrate AI tools into medical decision-making? Prior research has analyzed 
extensively whether they exhibit AI algorithmic aversion or appreciation. Yet we argue that 
these behavioral outcomes arise from underlying decision-making heuristics such as pro-
innovation bias, ambiguity aversion, or commitment bias. In this qualitative study, we examined 
330 clinical decisions using “think aloud” protocols to identify heuristics employed with AI and 
explainable AI (XAI). We observed the presence of multiple heuristics, including a “mere 
exposure effect” and “false confirmation bias”. These heuristics were associated with decision-
making errors. The “mere exposure effect” occurred commonly with XAI, when physicians, 
feeling uncertain about their diagnoses, altered their decision to an incorrect AI diagnosis. False 
confirmation errors also emerged when AI confirmed an erroneous diagnosis, precluding doctors 
from seeking alternative information. We also discuss how cognitive interventions could redress 
these heuristics in decision-making to better optimize accuracy. 
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Introduction	
Artificial Intelligence (AI) is emerging rapidly as an important tool for decision-making in the 
healthcare field (Rajpurkar et al., 2022). In theory, AI can help clinicians make more accurate 
judgments and reduce errors. Still, in practice, these decision-support systems are not always 
trusted, and their use in clinical situations is, therefore, not as extensive as maybe wished for.  

There is a common perception among doctors that AI operates in a “black-box” without 
providing clear justification for its health-related advice (Fazal et al., 2018). Unlike rule-based 
systems, AI platforms are less transparent, making their errors harder to anticipate (Jussupow et 
al., 2021). When healthcare providers do not understand clinical advice, they are much less 
likely to use it (Cui and Zhang, 2021).  

Recently, explainable AI (XAI), in which AI diagnoses are accompanied by clinical 
explanations, has been developed to overcome these limitations, increasing its uptake in diverse 
management domains as well as in healthcare. XAI methods aim to make AI systems’ hidden 
logic intelligible to humans, understanding why the AI system makes the predictions it does 
(Bauer, von Zahn and Hinz, 2023). An emerging body of research argues that XAI is essential 
for securing the safety, approval, and adoption of AI systems in clinical settings (Evans et al., 
2022). Several systematic literature reviews argue that XAI could enhance decision confidence 
and trust for clinicians (Antoniadi et al., 2021; Nazar et al., 2021; Giuste et al., 2023). However, 
there is limited empirical evidence for increased trust. 

Much research has found that decision-makers are more likely to incorporate advice from 
humans than AI algorithms. This has been variously defined as algorithm aversion (Dietvorst, 
Simmons and Massey, 2015) (when rejecting advice), or algorithm appreciation (Logg Jennifer, 
2018) (when incorporating it). A recent systematic literature review investigated 80 empirical 
studies on algorithm aversion and found that, in general, “People tend to rely less on algorithms 
even when algorithms provide better decisions” (Mahmud et al., 2022).  

Although the issue of algorithm aversion has been documented extensively (Burton, Stein and 
Jensen, 2019; Mahmud et al., 2022), limited attention has been given to exploring the 
underlying reasons for its presence and how it could be addressed. However, a large body of 
literature (Kahneman, 2011) has found the presence of decision-making “shortcuts”, or 
heuristics, likely to drive decision-making patterns, such as aversion or appreciation.  
Additionally, the studies of algorithmic aversion have tended to be conducted in artificial 
laboratory settings, often with students or crowd-sourced workers (like Mechanical Turk), which 
may not reflect the actual performance of AI systems in real-world settings. In a systematic 
review, researchers call for more qualitative studies with practitioners, noting that “scholars 
should undertake more qualitative research on this area [algorithm aversion], involving 
practitioners” (Mahmud et al., 2022). 
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Another limitation of prior scholarship is that studies have tended to focus on if and to what 
extent physicians adjust their decision-making when AI models are correct or perform 
significantly better than clinicians. For example, scholars noted that “most prior work has 
assumed that provided system advice is correct and beneficial. In doing so, it has largely 
neglected the cognitive challenges entailed in incorrect system advice”(Jussupow et al., 2021). 

Here, we aim to contribute by qualitatively studying physicians in a real-world clinical setting. 
We specifically seek to explore the heuristics used in making clinical decisions, with and 
without the support of AI (and XAI with its explanations) and with AI advice that is both correct 
and incorrect. 

Our data sources come from a prior experimental study calibrating AI accuracy in diagnosing 
recurrent ear infections at 60% (Rosenbacke, 2024). The authors used think-aloud protocols to 
investigate how physicians handled correct and incorrect advice from both AI and XAI. We 
revisited the qualitative data to identify potential cognitive challenges using explanations as an 
intervention with a special focus on whether they used cognitive shortcuts or heuristics that 
could explain algorithm aversion or appreciation in their decision-making process. Although 
prior scholars have conceptualized algorithm aversion and appreciation as heuristics themselves, 
we argue that these are merely behavioural outcomes of the deeper underlying heuristics. We 
aim to move beyond this literature by addressing two unresolved questions:  

1. What are the underlying heuristics that drive algorithm aversion or appreciation, as well as 
decision-making errors? 

2. How are these heuristics affected by the presence of explanations accompanying AI 
support? 

We begin by reviewing background research on human-AI collaboration in medical decision-
making from both cognitive psychology and medical perspectives. Then, we detail the methods 
employed in our qualitative thematic analysis of decision-making heuristics. Subsequently, we 
present the findings that we used to develop a conceptual framework of cognitive challenges, 
heuristics, and potential sources of errors in AI/XAI-augmented decision-making. Finally, we 
propose potential directions for future research and conclude by reviewing alternative 
interventions that could redress the biases in decision-making we observed. 
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Background	and	related	work	
In order to realize the potential of AI in decision-making, it is important that it can align not 
only with the needs of end-users but also how they cognitively process that information. We first 
provide a quick overview of research on AI’s use or non-use in medical decision-making, 
followed by an analysis of dual process theory, which we argue goes beyond the simplistic 
characterisation of AI appreciation or aversion among end-users.  

AI’s	uptake	in	healthcare	settings	
Although AI is emerging rapidly in its applications to healthcare, a series of recent reviews have 
found that clinicians seem to be slow in adapting to it, and employing it effectively in practice. 
A recent scoping review on clinicians perceptions of AI found many were positively disposed 
because of its availability, ease of use, and potential to improve efficiency and reduce the cost of 
healthcare service delivery (Chew and Achananuparp, 2022). However, doctors raised concerns 
regarding the lack of trust, data privacy, patient safety, technological maturity, and the 
possibility of full automation, which limited AI’s use in clinical settings.  

One common factor limiting doctors’ use of AI, emerging from systematic review evidence, is 
AI’s “black-box” nature. This is the way in which AI commonly makes predictions without 
clinical justification, and acts a major barrier to its use in clinical practice (Loh et al., 2022). 
When healthcare providers do not understand clinical advice, they are much less likely to use it 
(Cui and Zhang, 2021). The core of clinical medicine, particularly the practice founded on 
evidence-based medical practice, necessitates clear and transparent decision-making processes 
(Amann et al., 2020; Kundu, 2021). However, a new generation of XAI tools, which advanced 
upon AI diagnoses by accompanying them with explanations that clinicians can understood, 
could help boost trust and associated use of AI. Overall, there are very few studies which 
investigate the organisational and individual factors which influence AI’s application in 
healthcare settings, as well as the potential impact of XAI on usability.  

Alternatively, much AI research in medicine has tended to focus on scenarios of whether or not 
AI yields improvements in clinical decision-making. In these studies, the experimental designs 
are often constructed so that the AI is correct and the physician is incorrect (Jussupow et al., 
2021). This has led to a binary focus on whether physicians reject AI advice (labelled as a 
heuristic of algorithm aversion (Dietvorst, Simmons and Massey, 2015) or where people adhere 
more to advice from an AI (labelled as algorithm appreciation (Logg Jennifer, 2018)).  

However, since  AI is imperfect, like any model, imperfect, it is critical to investigate the 
cognitive processes that take place when AI models provide results that are incorrect (Jussupow 
et al., 2021; Naiseh et al., 2023). A simplistic dichotomy of algorithmic aversion or appreciation 
is analytically unhelpful. Aversion can be useful when the AI advice is incorrect, and 
appreciation can be useful when the AI advice is correct and vice versa.   
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Beyond	aversion	and	appreciation	–	the	role	of	dual	process	theory	
How can scholarship of human-AI collaboration deepen understanding of these processes and, 
in so doing, ultimately design better support systems? We believe there is untapped potential to 
incorporate the now vast body of knowledge from cognitive psychology on decision-making 
heuristics that likely apply to AI-augmented decisions. We utilize this when investigating what 
gives rise to either appreciation or aversion.  

We follow prior information systems (IS) research in this area which has drawn upon the dual-
process theory (Kahneman, 2011), to deepen understanding of the reasoning processes decision-
makers engage in when incorporating information from AI supports. In a previous systematic 
review the dual-process theory was used to better understand cognitive constraints in human-AI 
collaboration, with a focus on cognitive biases (Bertrand et al., 2022). Another IS study used 
dual-process theory to investigate how cognitive decision processes hinder the optimal 
utilization of AI advice among clinicians (Jussupow et al., 2021), and one study used it to 
explain how decision noise impacts users’ information processing related to XAI (Bauer, von 
Zahn and Hinz, 2023). Although these studies drew upon dual process theory, this scholarship is 
still at a relatively embryonic stage of development and considerable literature merely cites 
algorithmic aversion or appreciation, without seeking to identify their potential cognitive 
underpinnings. 

The dual process theory posits that human cognition operates through two distinct processes: 
intuition (fast thinking System 1) and reasoning (slow thinking System 2) (Kahneman, 2011). 
When acquiring new skills, the slower-thinking System 2 engages in intensive cognitive 
processing. With prolonged practice, when System 1 is effectively trained, it becomes capable of 
swiftly recognizing patterns. However, intuitive System 1 uses heuristics that may not be well-
suited for new contexts, highlighting the potential for misjudgments and mistakes when intuitive 
thinking is applied outside its accustomed domain. While “bias” or “heuristic” often suggests 
judgment errors, in line with previous studies on XAI and heuristics, we frame it as cognitive 
constraints inherent in the human explanation process (Bertrand et al., 2022). These shortcuts 
can sometimes lead to mistakes, but as our findings highlight, they can also serve as beneficial 
heuristics. 

It is most likely the case that algorithm aversion or appreciation is fueled by System 1 and its 
associated heuristics pertaining to trust. To trust AI, or have the intention to use AI, can be based 
on cognition-based trust, where trust is derived from the perceived understandability, reliability, 
and technical competence of AI, rooted in reasoning. However, trust can also be intuitive or 
affect-based, involving emotional attachment and faith (Madsen and Gregor, 2000; Lewicki and 
Brinsfield, 2011). Independent of which one of these facets of trust that is engaged, trust can 
serve as a System 1 decision-making shortcut, enabling the decision-maker to select information 
while ignoring other information to simplify a complex decision. 
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In healthcare domains, prior research has identified a number of trust-related heuristics. These 
include the expert halo effect (Austin and Foster, 2019) (the assumption of infallibility to an 
expert) or the “trust heuristic” known as the “argument from authority” (Cummings, 2014) 
which may lead to suboptimal decision-making. Another bias is the availability heuristic, where 
physicians' assessments of the likelihood of an event are affected by how easily the event comes 
to mind (Ly, 2021). Yet the specific heuristics from System 1 that may apply to human-AI 
collaboration in healthcare are not well documented. 

In this study, we contribute by providing insights based on a qualitative study that allows us to 
uncover the heuristics that drive algorithm aversion and appreciation as well as decision errors. 
We also depict how the use of heuristics is affected by the use of XAI. Furthermore, we go 
beyond errors where physicians override correct AI advice to where AI and its explanations 
sway physicians to alter an accurate diagnosis or when physicians’ incorrect diagnoses are 
affirmed by erroneous XAI, leading to the false assumption that the chosen path is correct, 
when, in fact, both are incorrect.  

Materials	and	Methods	
This paper draws on data from a larger research project investigating physicians' accuracy, trust, 
and intention to use AI and XAI (Rosenbacke, 2024). In this field study, the researchers assessed 
physicians' decision-making with and without AI and XAI assistance. The task was to determine 
infants' risk of developing recurrent middle ear infections. The physicians were provided with 
both correct and incorrect advice to study different cognitive challenges, and the AI accuracy 
was set to 60% (blinded to the physician).   

The multi-step study proceeded in four phases, as depicted in Figure 1. These were: i) priming 
decision-making using cognitive forcing functions; ii) physicians' initial judgment on patients' 
risk of recurrent ear infections; iii) an opportunity to change diagnosis based on AI advice; iv) a 
further opportunity to change diagnosis based on AI and its explanations (XAI). The physicians 
made a total of 407 decisions or judgments (n=77+110+110+110). At each step, we collected 
qualitative data, as further described below. 

 
Figure 1. Process for data collection (n=total number of decisions or judgments at each 
step) 

Step 1 (n=110)

Physicians make clinical 
judgment based on 
input parameters 

Step 2 (n=110)

Physicians have 
opportunity to change 
judgment based on AI 
prediction

Step 3 (n=110)

Physicians have a second 
opportunity to change 
judgment based on XAI 
and its explanations

Priming (n=77)

Cognitive forcing 
function. Physicians 
rank the input 
parameters in order of 
relative importance
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Qualitative	data	collection	
We selected a total of 11 physicians from three Swedish hospitals for the study. These 
physicians were identified by reaching out to potential participants through e-mail or phone, 
with all invited physicians consenting to participate. The inclusion was designed to encompass 
physicians with diverse specialty experiences to evaluate the interaction dynamics with 
accessible AI and XAI systems across various domains of medical expertise. Each physician 
selected had the necessary experience to diagnose the sample patient case presented in the study.  

Of the included doctors, nine were consultants (senior doctors), with a minimum of five years of 
clinical experience. Five doctors had a PhD. Only two of the medical doctors were generalists 
without a specialty. Given our focus on studying the realistic clinical application of AI, prior 
experience with AI was not a requirement for inclusion in the study. The demographic details, 
including age, sex, and professional titles, are outlined in Appendix II. The interviews were 
performed from October to November 2022. 

The qualitative data collection involved semi-structured interviews with the physicians using 
“think-aloud” protocols (Van Someren, Barnard and Sandberg, 1994), where participants 
articulated their thought processes while performing diagnoses for us to understand their 
cognitive patterns and decision-making strategies. We used Zoom for recording, except for one 
physician who didn't consent. The interviews ranged from 30 to 80 minutes. All interviews were 
then manually transcribed.  

In the initial step, physicians ranked seven risk factors for recurrent ear infections in infants, 
leading to 77 judgments. They also diagnosed ten patients, totaling 110 diagnoses, with seven 
out of these ten having actual recurrent ear infections (unknown to the physicians). This 
approach aimed to make physicians deliberate in their decisions rather than blindly relying on 
AI and XAI. The emphasis was on reflection, supported by research recommendations such as 
the strategic application of friction and cognitive forcing functions. Two cognitive forcing 
functions were used, “making a decision first” and “delaying AI recommendations“ (Green and 
Chen, 2019). 

In the second step, AI diagnoses were presented, and physicians had the chance to alter their 
initial judgments. Another 110 diagnoses were made, with both correct and incorrect AI advice 
given. The AI accuracy was 60%, but this was undisclosed to physicians, who were only 
informed that the algorithm was validated according to National Guidelines. 

In the third step, XAI explanations were provided, with the weight of different risk factors 
presented, see Appendix I, Figure A1. After observing these, physicians made another 110 
decisions. In total, the study produced 77 cognitive forcing judgments and 330 patient 
diagnoses. 



  

 

 

 

 

 

155 

Qualitative	Analysis	
A thematic analysis was conducted on our qualitative dataset following Braun and Clarke's 
methodology (Braun and Clarke, 2006, 2012). This qualitative method was chosen to 
systematically identify and report patterns within the data, and it consists of six phases: 
familiarization with the data, generating codes, searching for themes, reviewing themes, 
defining and naming themes, and writing.  

In our thematic analysis, we adhered to a structured approach to ensure the integrity and rigor of 
the coding process. The primary researcher conducted the initial inductive (bottom-up) coding to 
establish a comprehensive set of codes derived from the dataset. Following this, the codes and 
corresponding data extracts were reviewed and discussed with a second senior researcher within 
the team to mitigate the potential for subjective bias. This second senior researcher brought an 
additional analytical perspective, thereby enriching the coding process and enhancing the 
reliability of the interpretation. In instances where there was a discrepancy in coding 
interpretation between the primary researcher and the second researcher, we engaged a third 
senior researcher to arbitrate and reach a consensus. This three-tiered review process ensured 
that each code was critically evaluated, individual biases were minimized, and the coding 
scheme was robust. 

The coding framework was developed through an iterative process. After the inductive coding, 
we employed a deductive (top-down) approach to align our findings with established theoretical 
frameworks on cognitive biases and heuristics (Tversky and Kahneman, 1973, 1974; Kahneman, 
2011). This approach focused on how heuristics influence XAI-assisted decision-making 
(Bertrand et al., 2022) and examined the impact of AI/XAI on cognitive challenges encountered 
by clinicians when the advice either conflicts with or confirms their clinical judgment (Jussupow 
et al., 2021).  Throughout the analysis phase, we engaged in ongoing discussions to ensure the 
codes were firmly rooted in the data. As themes emerged, they were continuously cross-
referenced with the existing literature on cognitive biases and heuristics, guaranteeing that our 
thematic construction was both data-driven and theoretically informed. 

Findings	
This section describes the results of our empirical analysis, where we identified four cognitive 
challenges or themes: i) heuristics in clinical decision-making, ii) heuristics related to trust 
(aversion versus appreciation) in AI/XAI, ii) heuristics when AI/XAI advice conflict with the 
physician, and iv) heuristics when AI/XAI confirm the clinical decision. Finally, we synthesize 
these findings into a conceptual framework of heuristics in human-AI/XAI collaboration, see 
Figure 2.  
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Coded by 
Heuristic/Bias 

Description and Application to 
AI/XAI 

Examples of Cognitive Shortcuts 

1: Pre-AI heuristics in clinical decision-making 
Availability 
Heuristic 
(Tversky and 
Kahneman, 1973). 

How readily things come to mind is 
interpreted as how likely the 
outcome is. This can have an impact 
on clinical diagnostic accuracy. 
Furthermore, this can increase the 
acceptance of XAI and its 
explanations. 

"It felt like it [AI] relied a lot on heredity, … 
our own child with ear problems, and we have 
absolutely no one else in the family with it” (I, 
Step 2)) 
“I had ear issues myself, and so did my son, on 
the same ear as mine.”   (C, Step 1) 
“…parents smoking, is number one. The 
rationale is that it's bad [for health].” (J, Step 1) 

Choice Overload 
(Scheibehenne, 
Greifeneder and 
Todd, 2010). 

Limitations of the human mind in 
handling too many parameters or 
options lead to an increased reliance 
on AI support 

“The risk factors, the top 3, I trust a lot … those 
are included in the [human] calculations. … you 
can't handle too many factors; then you need to 
automate it and incorporate it into a function or 
AI.” (H, Step 3) 

2: Heuristics related to trust (aversion versus appreciation) in AI/XAI or humans 
Ambiguity 
aversion (Fox and 
Tversky, 1995) 

The preference for known risks over 
unknown risks, leading to an 
increase reliance on AI/XAI advice 
in cases of uncertainty. 

“The ones that I really pondered over for a 
long time, yes, that's |the AI advice] what 
made me fall over to that side” (A, Step 2)) 
“Those I marked negative … as you 
understood, [was] just a guess. I thought they 
were quite equivalent, so I could very well 
change my assessment. There are some that I 
don't want to change.” (B, Step 2) 

Halo effect (Nisbett 
and Wilson, 1977) / 
Horn effect  
(Burton et al., 2015) 
Messenger bias 
(Dolan et al., 2012) 

A positive/negative impression of a 
human or AI/XAI can give an 
inflated perception of diagnostic 
accuracy. 
A tendency to trust individuals who 
resemble themselves, leading to 
greater trust of human decision-
making and distrust of AI diagnoses 

“At some point, you go to a doctor because 
you want a human being… Getting an answer 
solely from a computer, I'm actually not sure 
how I would feel about that.” (G, Step 2) 
“I still believe it's the doctor who should 
provide the answer”. (E, Step 3) 
“I just can't simply trust a computer, I feel.” 
(D, Step 2) 

Illusion of validity 
(Kahneman and 
Tversky, 1973; 
Tversky and 
Kahneman, 1974). 

A tendency to overestimate our 
capability to interpret data when the 
data seems to “tell” a coherent story, 
leading to an inflated confidence in 
oneself or in XAI  

“Whenever children come to me, I can almost 
always predict: We will see this child multiple 
times, and then we do. Or I think: This was 
nothing, they won't come back, and then they 
don't. I am rarely surprised.” (B, Step 3) 

Mere exposure 
effect  
(Kliegr, Bahník and 
Fürnkranz, 2021) 
 

Simply having an explanation can 
boost trust in AI’s prediction. 
 
 
 

“It could be any quack claiming to have a 
great algorithm, and then when you ask what 
it's based on? They can't reveal that, who 
would believe in that? The basic attitude is that 
science is built on transparency. (C, Step 3) 
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“If the explanation is based on experience and 
evidence-based medicine, if I can see and 
understand that, then I can trust it.” (D, Step 3 
arguing against a mere exposure effect) 

Pro-innovation 
bias / technological 
resistance 
(Rogers, Singhal 
and Quinlan, 2019) 

The belief that technology (here AI 
or XAI) is inherently beneficial 
promoting adoption / inherently 
harmful creating hesitancy in 
adoption 

“Healthcare in general is extremely 
conservative, which can be quite frustrating at 
times… [but] if healthcare was as fickle as the 
tech industry, it would frequently run off 
course.” (C, Step 3) 
“That's probably a generation issue, yes, but 
the old resistant generation that doesn't quite 
understand is on its way out.” (E, Step 3) 

3: Heuristics when the physician and AI/XAI had conflicting view 
(Note that aversion and appreciation are a heuristics in itself but they are also a result of other heuristics) 
Algorithm 
appreciation 
(Logg, Minson and 
Moore, 2019) 
Automation bias 
(Skitka, Mosier and 
Burdick, 1999) 

When people adhere more to advice 
from an AI algorithm than from a 
human. 

A tendency to overly trust AI, often 
resulting in diminished active 
reasoning. 

”If I had to assess these children, I would just 
follow the algorithm instead of making wild 
guesses” (K, Step 3) 

Algorithm 
aversion 
(Dietvorst, 
Simmons and 
Massey, 2015). 

When people adhere more to advice 
from a human than from an AI 
algorithm.  

 

“Find it hard to believe the algorithm knows 
more than I do” (F) 
”I still believe, unfortunately, that clinical 
judgment will be crucial, and here we have the 
biological reality” (I, Step 3) 

Commitment bias 
(Dolan et al., 2012) 
Consistency bias 
(Cialdini, 2007), 

When an individual tends to adhere 
to a pre-made decision to avoid 
internal conflict, trusting their initial 
choice as the optimal one.  

 

”No, it [the AI] place a lot of trust in heredity, 
I don't.” (I in Step 2) 
”I don't believe I'm better [then the AI], but I 
can't see a reason why I should change.” (J, 
Step 2) 

4: Heuristics when AI/XAI confirmed the physicians’ judgement 
Confirmation bias  
(Nickerson, 1998) 

The tendency to favor information 
that aligns with one's pre-existing 
beliefs, expectations, or hypotheses, 
often disregarding contradictory 
evidence 

“[AI] can be a good tool, especially for those 
moments when you are a bit hesitant, and then 
it can feel reassuring to have it as an extra 
support for decisions.” (A, Step 2) 
“I felt very satisfied that I got the first two 
[risk factors] right. Of course, there is value in 
that. One perceives it as more credible when it 
aligns with one's own beliefs.” (C, Step3) 
”I don't change anything where I was right 
from the beginning. That seems foolish.” (J, 
Step 3) 
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Table 2. Clinical Decision-Making Heuristics Interacting with AI/XAI Support 

 

Pre-AI	heuristics	in	clinical	decision-making	
Prior to evaluating the heuristics when doctors were given AI support, we sought the presence of 
heuristics established elsewhere that were not specific to human-AI collaboration. We identified 
two examples of important heuristics at this stage, as summarized in Table 2 (part 1): 
availability heuristic and choice overload. 

We noticed the commonly found availability heuristic in Step 1, where the physicians made an 
initial clinical judgment. Several doctors made decisions based on personal experiences of their 
own children rather than clinical evidence. For instance, Doctor C used experiences from their 
own child to rank heredity as a major risk factor. At the same time, Doctor I questioned the role 
of heredity as a significant risk factor based on personal observations with their children. 
Additionally, Doctor J identified smoking as the most critical risk factor, primarily because of its 
general negative health associations.  

We also noticed the presence of choice overload, or the limitations of the human mind in 
processing a large number of parameters (see Table 2, part 1). Doctor H argued for only using 
the top three most important risk factors, the rest were of no importance. However, the doctor 
argues that AI could be a useful tool to limit choice overload. In one's mind, you can't handle 
too many factors; then you need to automate it and incorporate it into a function or AI.” 

 

Heuristics	related	to	trust	in	AI/XAI	versus	trust	in	humans	
We noticed examples of several heuristics related to trust in an AI or XAI advice but also 
heuristics related to trust in humans, such as ambiguity aversion, halo and horn effect, the 
illusion of validity, mere exposure effect, and pro-innovation bias, see Table 2 (part 2). 

For clinicians to use AI algorithms, it is crucial for them to trust them. Our study showed that 
when the explanations were provided for the AI prediction, trust and intention to use increased. 
When Doctor B was offered to make changes based on the black-box AI in Step 2, the doctor 
argued, “it depends on whether I trust the algorithm or not.” Doctor I commented, ”I probably 
wouldn't trust AI at all if I didn't know the parameters it operates on. I actually place a lot of 
trust in my clinical assessment.” 

Mere exposure effect was observed when just the presence of explanations created trust even if 
they were not used. All physicians unanimously stated that they had more trust in XAI compared 
to black box AI. Doctor C argued that without a clear understanding of the parameters of AI, 
there is potential for skepticism, comparing unexplained AI predictions to "hocus-pocus “It 
could be any quack claiming to have a great algorithm, and then when you ask what it's based 
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on, they can't reveal that. Who would believe in that?”. We also noticed counterarguments for 
the mere exposure effect where Doctor D points out that explanations are not enough; they also 
must be in line with evidence-based medicine: “If the explanation is based on experience and 
evidence-based medicine, if I can see and understand that, then I can trust it.” 

The horn effect was indicated when Doctor G declared skepticism about trusting a machine 
“Getting an answer solely from a computer, I'm actually not sure how I would feel about that.” 
At the same time, Doctor G seemed to put a halo on the human physician (the halo effect), 
arguing that humans with emotions are preferred to a computer;” one loses the depth that an 
emotional being might possess.” A similar heuristic is messenger bias, illustrated by Doctor E, 
who suggested that when AI/XAI is used, the human physician should be the messenger: “I still 
believe it's the doctor who should provide the answer”. 

Furthermore, this study identified that trust in the AI/XAI increased in cases where the 
physicians were in doubt, indicating an ambiguity aversion. Doctor A chose to use the advice for 
cases of uncertainty “The ones that I really pondered over for a long time, yes, that's what made 
me fall over to that side, one might say.” Doctor B argues similarly, accepting the AI advice for 
ambivalent cases, “I can say that those I marked negative, and it was, as you understood, just a 
guess. I thought they were quite equivalent, so I could very well change my assessment. There 
are some that I don't want to change.” 

The opposite of pro-innovation bias, “technological resistance,” was also observed when Doctor 
C argued that “healthcare, in general, is extremely conservative.” Doctor E argued that 
technological resistance is a generation issue: “That's probably a generation issue, yes, but the 
old resistant generation that doesn't quite understand is on its way out.”.  

 

Heuristics	when	the	physician	and	the	AI/XAI	were	in	conflict	
When the AI/XAI is in conflict with the clinician’s judgment, the cognitive challenge for the 
physician is to determine if the physician is correct or the AI/XAI. Explanations are suggested as 
an intervention and act as a help for the physician in this assessment. However, this is not only a 
rational assessment; we identified a number of heuristics that can produce both good and bad 
outcomes, including algorithm aversion and appreciation, that are heuristics in themselves. In 
addition, signs of the more important automation bias and commitment or consistency bias were 
registered, see Table 2, part 3.  

The tendency to prefer human advice over AI advice, i.e., algorithm aversion, was higher for 
black-box AI, but there was also aversion for the explanations. When the black-box AI advice 
was presented to Doctor D, the lack of transparency was key to not using the advice: “I don't 
feel like I change because I don't understand why it wants so many positives”. Doctor I also 
shows algorithm aversion for both AI and XAI. ”I still believe, unfortunately, that clinical 
judgment will be crucial, and here we have the biological reality. It's not possible to confirm 
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anything one way or the other with more parameters in this case. But now, being purely clinical, 
I might be a bit pessimistic.” Doctor F was even more resistant, with blind distrust for both AI 
and XAI. “I trust my own clinical assessment”. The doctor elaborated further, “Find it hard to 
believe the algorithm knows more than I do”. 

When the decision-makers preferred AI advice over human advice, i.e., exhibited algorithm 
appreciation, this heuristic was dualistic in nature. Appreciation is only preferable in cases 
where the AI/XAI is correct, and the clinician is wrong. If the AI is wrong, the optimal outcome 
would be that the physician maintains their correct judgment. Doctor K had limited experience 
with young children with recurrent middle ear infections and hence appreciated a potential 
automated decision, indicating an automation bias: ”If I had to assess these children, I would 
just follow the algorithm instead of making wild guesses. These 10 children with ear issues are 
more than I have examined during my time as a doctor.”  

The study also noticed a third important heuristic, commitment bias or consistency bias. This 
cognitive bias potentially impedes physicians’ receptiveness to new, contradicting advice from 
AI, as it may clash with their prior clinical judgments. Doctor I stood fast on the clinical 
diagnosis when in conflict with the Black-box AI, ”No, it [the AI] places a lot of trust in 
heredity, I don’t. Yes, if I were to be logical in my statement, I would stick to the negative 
viewpoint.” Doctor J is also committed to the initial clinical diagnosis ”I don’t believe I’m better 
[than the AI], but I can’t see a reason why I should change.” Again, this heuristic is dualistic in 
nature and only beneficial when the AI is incorrect. 

When the physicians were provided with explanations, the intention to use doubled (algorithm 
appreciation) and the diagnostic accuracy improved. However, since we provided the physicians 
with both correct and incorrect AI/XAI advice (AI accuracy was set to 60%, which was blinded 
for the physicians), most of the improvements (with correct AI advice) were offset when the AI 
advice was incorrect. However, a more significant and subtle diagnostic mistake occurred when 
the AI wrongly confirmed the physician's incorrect assessment. 

 

Heuristics	when	the	AI/XAI	confirmed	the	physicians’	judgment	
When there were conflicting views, it became natural for the physicians to elaborate on why. 
However, the errors due to the AI/XAI falsely confirming an incorrect clinical judgment were 
silently accepted, revealing a confirmation bias, see Table 2, part 4. Doctor E exemplified the 
difference between conflict and confirmation:”If one has a hypothesis and the AI thinks the 
same, then maybe it's more accurate. But if the AI says no, well then maybe one has to consider 
some additional inputs.” It comes naturally to stand fast when confirmed. When confirmed, 
basically all physicians held on to the initial incorrect judgment. However, the AI accuracy was 
set at 60% in the study. Hence, the given advice was, in many cases, incorrect. The statement 
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“then maybe it's more accurate” opened the door for false confirmation errors. Essentially, no 
one investigated the case that “maybe” both were wrong. 

We noticed that when the AI/XAI validated a physician's incorrect perspective, it led to reduced 
or even no diligence at all in further investigations. Doctor J exemplifies this when making no 
further investigation when confirmed, “I don't change anything where I was right from the 
beginning. That seems foolish.” Being confirmed is not the same as being correct. From our 
qualitative perspective, a false confirmation is a much more subtle error than when in conflict 
with the AI.  

The false confirmation is not only an error that, for most cases, is undetected but also a source of 
potential overreliance leading to new errors. In the study, we found that when physicians were 
confirmed, it increased their trust in the AI/XAI. When Doctor C was provided with the XAI 
ranking list of risk parameters, trust in the algorithm increased. “I felt very satisfied that I got the 
first two [risk factors] right. Of course, there is value in that. One perceives it as more credible 
when it aligns with one's own beliefs.” Relying too much on an imperfect AI/XAI can create a 
dangerous cycle. Many false confirmations can increase trust in the system, leading to additional 
false conflict errors where the physicians are convinced to change from a correct clinical 
judgment to an incorrect A/XAI advice. 

 

A	conceptual	framework	of	heuristics	in	human-AI/XAI	collaboration	
To synthesize the findings of this qualitative study, we developed a conceptual framework that 
outlines underlying heuristics impact on algorithm aversion and appreciation, as illustrated in 
Figure 2. 
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Figure 2: A conceptual framework of heuristics and errors in clinical decision-making with 
AI/XAI advice.  

In line with previous research (Jussupow et al., 2021) we reviewed the cognitive challenges 
when AI either conflict the physicians diagnosis (either physicians are correct and AI is 
incorrect and vice versa) or when it confirms (either both are correct or both incorrect). The 
framework demonstrates how various pre-AI heuristics affect clinical judgments and diagnostic 
accuracy, as indicated by the top box and arrow in the framework (refer to section 4.1, and Table 
2 part 1). Additionally, numerous underlying heuristics shape clinicians' attitudes and trust 
toward the AI algorithm and its explanations (with potential algorithm aversion or appreciation 
as an outcome), as shown by the left box and arrow (refer to section 4.2 and Table 2, part 2). 
These two sets of heuristics significantly influence diagnostic accuracy and contribute to three 
distinct sources of error (Jussupow et al., 2021): clinicians overriding correct AI 
recommendations (refer to section 4.3 and Table 2, part 3), clinicians altering accurate clinical 
diagnoses to incorrect ones based on erroneous AI advice (refer to section 4.3), and instances 
where the AI erroneously confirms an incorrect clinical diagnosis (refer to section 4.4 and Table 
2, part 4). We elaborate further in the following discussion. 
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Discussion	
In this discussion section, we begin by summarizing our findings and discussing them in relation 
to our conceptual framework, as illustrated in Figure 2. We then examine our contributions in 
the context of existing literature and explore their potential implications for practice. Finally, we 
address the study's limitations and offer suggestions for future research. 

Physicians employ heuristics to arrive at clinical diagnoses; these heuristics can sometimes 
enhance efficiency and other times compromise diagnostic precision. We found that clinicians 
relied on availability heuristics (judging likelihood by the ease with which examples come to 
mind) and they limited the number of risk parameters they considered, a sign of "choice 
overload." These heuristics can potentially reduce clinical accuracy, while XAI explanations can 
potentially educate physicians on which risk parameters to focus on. 

We have identified three different sources of error in AI/XAI augmented decision-making, 
increasing the cognitive complexity. i) True Conflict Errors: When AI is correct, and the 
physician is committed to their incorrect clinical judgment (algorithm aversion has a negative 
outcome). ii)  False Conflict Errors: When the physician is correct but is convinced by the 
incorrect AI and/or its explanations (algorithm appreciation has a negative outcome). iii) False 
Confirmation Error: The physician makes an incorrect clinical judgment, and the AI/XAI 
confirms this incorrect diagnosis. 

Our research recognized multiple heuristics that affect physicians’ trust in and intention to adopt 
AI/XAI recommendations. We argue that these trust-related heuristics are the underlying reason 
for algorithm aversion and algorithm appreciation. The simple provision of explanations tends to 
increase their trust in the algorithm (leads to algorithm appreciation), which potentially can 
reduce True Conflict Errors. Additionally, a notable number of physicians exhibited a “halo 
effect” towards human judgment while assigning a “horn effect” to algorithmic advice (leads to 
algorithm aversion), particularly in the case of black-box AI systems. In situations of True 
Conflict, where the AI is accurate, and the physician is not, algorithm appreciation (accepting 
AI/XAI advice) can be beneficial. In contrast, algorithm aversion reduces False Conflict Errors 
while it increases True Conflict Errors.  

Finally, our study also spotlighted an important source of error in human-AI collaboration: 
namely, when AI/XAI erroneously affirms an incorrect clinical judgment, or a False 
Confirmation. Physicians tend to scrutinize the basis of any discrepancy in cases of conflict. 
However, when AI/XAI seemingly validates the initial clinical assessment, physicians almost 
uniformly accept the concurrence without question, presupposing the correctness of both parties. 
This unquestioned acceptance can be problematic, as both AI/XAI and physician assessments 
may be incorrect, consequently diminishing diagnostic precision. We argue that this is not 
algorithm appreciation but a much deeper heuristic akin to confirmation bias (Nickerson, 1998). 
Whereas confirmation bias traditionally involves actively seeking or interpreting evidence to 
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support one's existing beliefs or hypotheses, we observed a that physicians may accept 
confirmatory information without critical engagement or verification. This is not an active 
distortion of evidence, as with confirmation bias, but seemingly a rather passive acceptance of it. 
This reinforcement could perversely lead to a harmful cycle where increased trust (algorithm 
appreciation) potentially leads to further acceptance of incorrect AI/XAI advice and False 
Conflict Errors. 

 

Contributions	to	previous	literature	and	practice	
Our research is consistent with prior studies, focusing on ability to rectify physicians' mistakes 
(True Conflict Errors) (Jussupow et al., 2021), but moves beyond it to identify how AI can 
induce physician mistakes. Importantly, consistent with prior research (Bertrand et al., 2022), 
we argue that in comprehending cognitive challenges, we need to consider not only reason-
based but also heuristic influences on clinical decision-making. 

This approach yields several important contributions. First, we move beyond identifying 
algorithmic aversion, when people adhere more to advice from a human than from an AI 
algorithm (Dietvorst, Simmons and Massey, 2015), and algorithm appreciation, when people 
adhere more to advice from a human than from an AI algorithm (Logg, Minson and Moore, 
2019). Our study is consistent with the notion that these behaviours manifest from underlying 
heuristics like the halo/horn effect, messenger bias, pro-innovation bias, ambiguity aversion, or 
consistency bias, as some examples. Second, while past healthcare literature has focused on 
certain heuristics, like the availability heuristic, ours identifies a series which are specifically 
pertinent to human-AI collaboration.  

Third, by testing the role of XAI, in which explanations accompany AI’s “black-box” diagnoses, 
we found that although this added persuasiveness of explainability can enhance understanding 
and potentially decrease True Conflict Errors, perversely it can introduce risks of False Conflict 
Errors. The explanations affect heuristic decision-making as well, potentially increasing trust 
due to effects such as “mere exposure effect” (Kliegr, Bahník and Fürnkranz, 2021) or creating a 
“halo effect” that may lead to overreliance. Only a few studies (Jussupow et al., 2021; Naiseh et 
al., 2023), have drawn attention to the cognitive difficulties associated with False Conflict 
Errors when AI sways physicians towards incorrect decisions.  

Fourth, we identify the crucial importance of “False Confirmation”, which prior researchers 
have highlighted but largely neglected empirically (Jussupow et al., 2021; Naiseh et al., 2023). 
These errors seem to be much more difficult to cognitively identify and mitigate. Future 
research is needed to better understand the extent to which these errors generalize across 
healthcare domains. 

Fifth, our research highlights a need to optimize trust. Thus far only a handful of studies have 
tested interventions to optimize trust (avoiding distrust and overreliance) in XAI in healthcare 
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(Buçinca, Malaya and Gajos, 2021; Naiseh et al., 2023). To optimize trust, one intervention is 
cognitive forcing, which aims to disrupt heuristic System 1 thinking, prompting analytical 
(System 2) thinking (Lambe et al., 2016). Such interventions “force” physicians to think hard. 
They have successfully been tested with XAI; examples include checklists, diagnostic time-outs, 
or asking the decision-maker to make a clinical assessment before seeing the AI diagnosis and 
its explanations (Buçinca, Malaya and Gajos, 2021; Naiseh et al., 2023). However, despite that 
we used cognitive forcing functions in this study we could not see any indication that it reduced 
the “False Confirmation Bias”. 

However, optimal trust is a narrow term since it depends on both accuracy in clinical judgment 
and AI accuracy. With very high AI accuracy and relatively low clinical accuracy, optimal trust 
should be relatively high since it reduces True Conflict Errors and adds a few False Conflict and 
False Confirmation Errors. While if AI accuracy is modest, low-performing physicians can still 
benefit from trusting the algorithm. However, physicians who perform better than AI in the 
clinic should not trust the algorithm. In theory, trust optimization must be considered 
individually and from case to case, which might be challenging in practice. The most 
challenging situation is if both the AI and the physician have a relatively low accuracy since, in 
many cases, both will be wrong, and the False Confirmation Bias seems very difficult to identify 
and mitigate in practice. 

 

Limitations	and	future	research		
Our qualitative field study underscores the cognitive complexities of discerning the three 
potential errors arising from physicians' reliance on AI/XAI advice. Further empirical work is 
necessary to measure these errors and explore intervention strategies that can mitigate heuristics 
and cognitive errors with a special focus on False Conflict and False Confirmation errors. 

First, we did not aim to evaluate quantitative decision-making accuracy in this study, as this has 
been done previously elsewhere (Rosenbacke, 2024). Second, we have not sought to determine 
causally the presence of specific heuristics but rather to demonstrate the common decision-
making patterns and justifications which are likely to be consistent with their presence. Third, 
our research is unable to differentiate the behavioural outcomes consistent with algorithmic 
aversion/appreciation from underlying cognitive beliefs or states which give rise to it. Future 
research would need to be designed in order to disentangle the behavioural outcomes from 
underlying attitudes and dispositions, as they are likely to be highly correlated and thus 
necessitate an experimental approach. 

Fourth, there may need to be interventions to optimize physician trust to AI’s level of accuracy. 
Thus, low accuracy may involve precipitating a reduction in trust levels, and vice-versa for high 
accuracy. This applies not only to AI, but also clinician’s baseline performance, as clinicians 
with very high accuracy may benefit from lower AI trust. Our study was based on 60% accuracy 
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but to better test these possibility researchers could manipulate directly AI accuracy in their 
study.  

Fifth, we found evidence consistent with the notion that doctors fail to detect False Confirmation 
risks. Future research could explore an opt-in approach for instances where the physician's and 
AI's assessments align. Upon confirmation, a prompt could appear asking the physician, “Are 
you sure that both are not wrong?” with options "Yes" or "No." Further studies could also 
investigate if this can potentially create a new fourth error, True Confirmation Error, where 
physicians are correct and AI is correct. Due to the question “if both can be wrong,” they might 
change a correct judgment to an incorrect one.  

We have noticed several heuristics that impact diagnostic accuracy in human-AI collaboration. 
However, heuristics is seen as an intuitive judgment, and this judgment can likely be nudged as 
described by Richard Thaler and colleagues (Thaler and Sunstein, 2008). Further research could 
investigate explanations and cognitive forcing functions as nudges. If AI accuracy is high, 
maybe explanations should be provided only because the “mere exposure effect” is a nudge that 
potentially increases trust. Furthermore, researchers could investigate default bias (Johnson and 
Goldstein, 2003), where the order of clinical diagnosis versus AI/XAI advice can impact 
physicians' trust. Is it important if the clinical judgment is first or after AI? If the clinical 
judgment is first, will this create a commitment bias? 

 

Conclusion	
Taken together, our study sheds light on the complex dynamics of heuristics in human-AI/XAI 
collaboration within clinical settings. We move beyond existing studies which characterize 
“aversion” or “appreciation” to identify decision-making heuristics that link to decision-making 
patterns and, in several cases, errors. These include, among others: "commitment bias" when 
physicians cling to their initial incorrect clinical diagnoses, and the "mere exposure effect" 
whereby physicians, uncertain of their judgments, shift to an erroneous AI recommendation. We 
also identify a pernicious challenge of "False Confirmation" when AI affirms an incorrect initial 
diagnosis. These findings will help guide future research to enhance the uptake and performance 
of human-AI collaboration in medical decision-making. 
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Appendix	I:	Patient	Dataset	and	the	Explainable	AI	Algorithm	
The data originates from a vaccination trial at the Department of Otorhinolaryngology, Lund 
University Hospital, Sweden, which adhered to randomized, prospective, and single-blinded 
methodologies with ethical approval and parental consent. The study resulted in two published 
articles. (Gisselsson-Solén et al., 2014, 2015).  

We used a Random Forest technique (API Reference — scikit-learn 1.1.3 documentation) to 
process the dataset with AI algorithms. For XAI, we employed the open-source SHAP code 
(Lundberg, 2022). A recent systematic review of applications for XAI in healthcare found that 
SHAP is the most widely utilized XAI technique (Loh et al., 2022). 

The patient dataset included seven input parameters, including family history of middle ear 
infections, siblings count, daycare attendance, breastfeeding, parental smoking, pre-study ear 
infections, and pneumococci vaccination status. The output identified children with four or more 
ear infections by the 12-month mark, factoring in prior infection counts. Figure A1 displays the 
average SHAP values for these parameters, with bar lengths indicating the parameter's impact 
on infection risk.  

 
Figure A1: XAI bar plot of risk factors for recurring ear infection. 

 

 	



  

 

 

 

 

 

168 

Appendix	II:	Participating	physicians	
Age Frequency Percentage 

30-39 5 45% 

40-49 0 0% 

50-59 1 9% 

60-69 5 45% 

Sex 
  

Male 9 82% 

Female 2 18% 

Highest level of experience 
 

Medical doctor (MD) 2 18% 

MD + consultant 4 36% 

MD + Doctor of Philosophy + senior 
consultant 2 18% 

Professor + senior consultant 3 27% 

Table A1: Participating physicians 
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Abstract			
Can AI substitute a human physician’s second opinion? Recently the Journal of Medical Ethics 
published two contrasting views: Kempt and Nagel advocate for using AI for a second opinion 
except when its conclusions significantly diverge from the initial physician's, while Jongsma and 
Sand argue for a second human opinion irrespective of AI's concurrence or dissent. The crux of 
this debate hinges on the prevalence and impact of ‘false confirmation’ – a scenario where AI 
erroneously validates an incorrect human decision. These errors seem exceedingly difficult to 
detect, reminiscent of heuristics akin to confirmation bias. However, this debate has yet to 
engage with the emergence of explainable AI (XAI), which elaborates on why the AI tool 
reaches its diagnosis. To progress this debate we outline a framework for conceptualising 
decision-making errors in physician-AI collaborations. We then review emerging evidence on 
the magnitude of false confirmation errors. Our simulations show that they are likely to be 
pervasive in clinical practice, decreasing diagnostic accuracy to between 5% and 30%. We 
conclude with a pragmatic approach to employing AI as a second opinion, emphasizing the need 
for physicians to make clinical decisions before consulting AI; employing nudges to increase 
awareness of false confirmations; and critically engaging with XAI explanations. This approach 
underscores the necessity for a cautious, evidence-based methodology when integrating AI into 
clinical decision-making.Introduction 

Sometimes patients or their families may request a second medical opinion. There are several 
reasons: to confirm a diagnosis, to explore other treatment options, to confirm what they have 
been told, or because they have lost confidence in their clinical team. A recent systematic review 
found high levels of patient satisfaction with second opinions and, while the figures varied 
among clinical areas, relatively high frequencies of changes in diagnosis or treatment 1. 
However, second opinions are not always advantageous. They can lead to distress, delay 
treatment, and interrupt continuity of care 2.  

While second opinions have always been possible, demand has increased, reflecting patient 
empowerment and greater access to medical information on the internet 3, which may or may not 
be accurate or relevant to the case in question. Some health systems or plans include an explicit 
entitlement to a second opinion in certain circumstances, such as the recently announced 
Martha’s Rule in the English National Health Service, named after a young girl who died after a 
failure to seek such an opinion 4.  

The process of a physician-initiated second opinion has traditionally involved consulting another 
physician, often with specialized expertise, to review and potentially challenge the initial clinical 
decision. This collaborative approach ensures a thorough exploration of diagnostic possibilities, 
with a focus on ensuring the highest standard of patient care. However, the increasing use of 
Artificial Intelligence (AI) in health care offers a potential alternative, albeit one that raises 
significant ethical and practical implications 5.  

The Journal of Medical Ethics published two contrasting views of how AI could fulfill the role 
of a second opinion traditionally reserved for medical professionals. Kempt and Nagel 5 argue 
for a “rule of disagreement”, by which AI can provide a second opinion. When it concurs with 
the initial physician assessment, no further action is required, but when it differs substantially, 
another human opinion is imperative. However, Jongsma and Sand 6 disagree, arguing that there 
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is “symmetry in the burden of proof” in both agreement and disagreement. They emphasise the 
inherent fallibility of both human and AI judgements, advocating a second human opinion 
regardless of AI’s concurrence or dissent. 

Underlying this debate is uncertainty about the prevalence and impact of ‘false confirmation’ – a 
scenario where the AI erroneously validates an incorrect human decision. Very limited data 
exists on the scope or scale of such occurrences 7,8. Our own preliminary empirical research 9 
and simulations reveal false confirmation rates ranging from 5% to as high as 30%, 
underscoring the potential hazard of relying solely on AI for secondary consultations. Perhaps 
more concerning is that in our study, all physicians accepted the incorrect confirmation from AI 
without voicing any concern that both could be wrong 9. This type of error appears very difficult 
to detect; it seems to be a cognitive shortcut, reminiscent of the heuristic known as confirmation 
bias 10, where one accepts confirmatory information without question. 

Here we argue that the threat from false confirmation in AI-assisted medical decision-making 
could be substantial, echoing the concerns raised by Jongma and Sand 6. Yet we posit that this 
does not preclude the role of AI as a valuable tool for second opinions, especially in light of 
recent advances in so-called explainable AI (XAI). XAI offers a platform that supports a more 
detailed discussion and analysis of AI-driven diagnoses, thereby enriching the decision-making 
process, including interrogating the underlying clinical rationale for convergent or divergent 
diagnoses.  

We begin by establishing a conceptual framework to analyse decision-making errors within the 
context of physician-AI collaboration, with focus on the phenomenon of false confirmation. 
Then, we delve into recent empirical studies assessing joint physician-AI decision-making, 
revealing a predominant adherence to the “rule of disagreement” and a concerning lack of 
acceptance of the potential for false confirmation. A subsequent simulation illustrates the high 
incidence of false confirmation at varying levels of AI and physician accuracy, highlighting the 
magnitude of these decision-making errors in clinical practice. Finally, we explore insights from 
cognitive psychology, particularly decision-making rules and techniques such as choice 
architecture and nudging, to propose strategies that could mitigate the risk of false confirmation 
when leveraging AI as a second opinion in clinical practice. 

Framework	to	identify	errors	in	human-AI/XAI	decision-making	
We can differentiate three distinct errors in joint physician-AI decision-making, to which we 
have assigned the following terminology: true conflict error – when the physician is incorrect 
but AI is correct; false conflict error – when the physician is correct but AI is incorrect; and false 
confirmation error – when the physician and AI agree but both are wrong9. (See Table 1). 

 

 Physician right Physician wrong 

AI right Correct True conflict error 

AI wrong False conflict error False confirmation error 

Table 1. Potential sources of error in human-AI/XAI collaboration 9 . 
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Recent studies are beginning to identify how physicians-in-charge respond to these agreements 
or disagreements with AI. Turning to the first error, a recent study by Rosenbacke 9 found that, 
in cases of true conflict error, physicians tended to override a correct AI diagnosis. Previous 
studies found that this arises from distrust in the logic hidden in the ‘black box’ of AI 9,11–13.  

In cases of false conflict errors, however, the physicians tended to express doubt and over-rely 
upon AI, especially when they felt uncertain about their own initial diagnosis. When an 
explanation was added as to why AI reached a diagnosis (as in XAI), it tended to mitigate true 
conflict errors, but exacerbate false conflict errors. This phenomenon whereby even the mere 
exposure to explanations can induce overreliance on AI has been now documented in several 
studies  8,9,14–16.  

It is the third error which is perhaps more concerning. When physicians and AI concurred, 
doctors seemed to accept the diagnoses with little critical questioning. This happened 
irrespective of whether or not an explanation was provided with the AI diagnosis 9. This echoes 
the concern raised by Jongsma and Sand 6, which called for a third opinion in all cases even 
though this approach appeared to question some of the arguments for using AI, i.e. saving scarce 
clinical resources.  

Are these false confirmations rare events, or recurring features of human-AI collaborations? 
Next, we review emerging empirical evidence on their frequency. 

Empirical	evidence	of	the	frequency	of	false	confirmations	
Our recent empirical analyses 9 begin to shed light on the magnitude of false confirmation. We 
investigated decisions made by 11 physicians-in-charge of 10 patients with a possible diagnosis 
of a recurrent middle ear infection, with and without AI and XAI support. The AI system was 
calibrated to make incorrect diagnoses in 40% of the cases. In total, 22% of all diagnoses were 
subject to false confirmation. In all these instances, the physicians accepted the AI confirmation 
without questioning it. Introducing XAI, which should help physicians understand whether their 
logic was consistent or not with that of AI, made little difference, encouraging the physicians to 
question the clinical diagnosis in only one case out of 48.  

This challenges the argument posited by Kempt & Nagel that “If the AI-DSS [AI-Decision 
Support System] confirms the initial opinion, however, no further steps need to be taken.”5. As 
our physicians noted, when discussing their thought process, “I don't change anything where I 
was right from the beginning. That seems foolish.” 9. Seemingly, AI confirmation can increase 
the physician's confidence in their diagnosis, even when they are incorrect. Hence, Jongsma and 
Sand argue that the physician-in-charge must still justify their acceptance of confirmation of the 
diagnosis “If physicians do not want to naively have their views confirmed, they have to justify 
why they consider the AI systems’ output as a confirmation” 6. 

This tendency, to believe that an AI confirmation is the same thing as being correct, is 
reminiscent of “confirmation bias” 10, a decision-making heuristic or shortcut 9 commonly 
employed by physicians in which they avoid actively to seek out conflicting information.  
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Although this single study calibrated AI accuracy at 60%, we next demonstrate through 
simulations that even with high AI accuracy, there will be a substantial incidence of false 
confirmation in virtually all clinically relevant settings. 

Simulating	the	likelihood	of	false	confirmation	at	varying	AI	and	
physician	accuracy	
We simulated the likelihood of false confirmation errors based on a series of theoretical 
calculations of the different outcomes in human-AI/XAI collaboration. For simplicity of 
illustration, we used accuracy, quantifying false confirmation as the percentage AI inaccuracy 
multiplied by the percentage physician inaccuracy (assuming independence of decision-making, 
as in the ideal second opinion the decision should be made ‘blind’, independent of knowledge of 
the other’s diagnosis). Since our study showed that nearly all physicians uncritically accept false 
confirmations as accurate, whether provided by AI or XAI 9, we posited in our theoretical model 
that such errors go undetected and uncorrected. 

In previous cross-field systematic reviews comparing the performance of AI and physicians 17,18, 
AI’s accuracy varied from 55% to 99%, while the comparable figures for physicians ranged 
from 53% to 99%. In practice, accuracy varies considerably, depending on disease prevalence, 
physician experience, and the difficulty of the diagnostic challenge.  

Table 2 shows the projected frequency of false confirmation at varying accuracy levels. Based 
on the aforementioned systematic reviews, at the lower end, where the accuracy of AI is 50% 
and that of the physician is 50%, false confirmation could occur in 1 out of 4 cases. At the 
higher end, when both exhibit an accuracy of 99%, the incidence would be less than 0.1%. Thus, 
it appears in cases where both physicians and AI are highly accurate, or when AI achieves 
accuracy greater than 95%, Kempt and Nagel’s rule of disagreement 5 appears to be sufficient to 
keep the false confirmation rate below 3%. In a clinical context, applying realistic accuracy 
measures, it appears plausible that instances of false confirmations would likely reduce 
diagnostic accuracy between 5% and 30%. 
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Physician accuracy 

 

 
30% 40% 50% 60% 70% 80% 90% 95% 99% 

A
I a

cc
ur

ac
y 

40% 36% 30% 24% 18% 12% 6% 3% 1% 

50% 30% 25% 20% 15% 10% 5% 3% 1% 

60% 24% 20% 16% 12% 8% 4% 2% 0% 

70% 18% 15% 12% 9% 6% 3% 2% 0% 

80% 12% 10% 8% 6% 4% 2% 1,0% 0,2% 

90% 6% 5% 4% 3% 2% 1,0% 0,5% 0,1% 

95% 3% 3% 2% 2% 1,0% 0,5% 0,3% 0,1% 

 

99% 1% 1% 0% 0% 0,2% 0,1% 0,1% 0,01% 

Table 2. The table illustrates the False Confirmation Error rate (total no. False 
Confirmations/total no. clinical decisions. False Confirmation = (1-AI Accuracy) x (1-Physician 
Accuracy) 

Having indicated the pervasiveness of false confirmation, we next revisit cognitive psychology 
literature to assess approaches that might mitigate it.  

Mitigating	the	threat	of	false	confirmation	–	evidence	from	cognitive	
psychology	
Having noted the risk of false confirmation and the difficulty in detecting it 10, we apply insights 
from cognitive psychology, in particular the works of Herbert Simon 19, Daniel Kahneman 20, 
and Richard Thaler 21 who have explored the dual processes of the human mind: rapid, heuristic 
thinking and slower, more deliberate reasoning. By understanding these, we can develop 
strategies to refine decision-making and reduce false confirmation risks when using AI in 
clinical second opinions. 

Three main cognitive interventions could apply to physician-AI collaboration. These involve 
explainability, cognitive forcing, and/or nudging techniques. Explainability aims to stimulate a 
reasoning-based discussion of the clinical rationale for decision-making. This could, in theory, 
enable a better dialogue between the physician and the second AI opinion, mirroring the role of 
a human second opinion. Yet, the only study evaluating this to our knowledge found no effect 
on identifying false confirmation errors 9.  

The second technique, cognitive forcing, aims more directly to disrupt heuristic thinking and 
promote analytical reasoning 22. Techniques include checklists and diagnostic timeouts or asking 
the physician to make a clinical assessment before seeing the AI diagnosis or any associated 
explanations 8,23. Our preliminary study tested the possibility that asking physicians to make a 
diagnostic decision prior to being exposed to AI or XAI advice had no impact on false 
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confirmation errors; physicians virtually always accepted AI confirmations without scrutiny 9, 
akin to the heuristic confirmation bias.  

The third commonly advocated approach, ‘nudging’ 21,24, involves designing the healthcare 
environments so as to steer individuals towards making better health decisions without 
restricting their choices. This can include subtle or even invisible prompts to increase the 
likelihood that the “right” decisions are the easiest to make, such as default opt-in for organ 
donation. Other examples are arranging healthier food at eye level to attract more attention or 
send SMS reminders for vaccine appointments. As applied to false confirmation, a nudge could 
be a simple pop-up reminder to encourage physicians to evaluate AI-provided information 
critically even when it is in agreement (e.g. “Please be aware that an AI confirmation could 
potentially be wrong” or “Please verify that the AI and its explanations rely on the same clinical 
factors and assign similar weights as your clinical diagnosis”). This dual-scrutiny approach 
could potentially safeguard against overreliance in cases of AI/XAI diagnostic confirmation. To 
our knowledge, it has yet to be evaluated. 

In contrast, true and false conflict errors have been relatively better studied. To mitigate true 
conflict errors (where physicians dismiss accurate AI advice), providing explanations with AI 
predictions has been effective 11–13,25. However, this can lead to an overreliance on AI, resulting 
in new false conflict errors 8,14,15. Hence, current research on these errors seeks to calibrate trust 
in AI, so as to better balance true and false conflict errors.  

Implications	for	practice:	Towards	a	pragmatic	model	of	an	AI	
second	opinion	
Taken together, we have demonstrated that false confirmation is likely to be pervasive in most 
clinical scenarios, ranging from 5% up to a high 30% of all joint physician-AI decisions. For AI 
to perform well as a second opinion, notwithstanding gaps in the current evidence base, we 
argue for the following steps: First, while not precluding any formal evaluations, we believe that 
there is a plausible case for ‘nudges’ to be employed anyway to make physicians aware of the 
possibility of false confirmations when engaging with AI decision aides. Even if they achieve 
little benefit, it is implausible that they will cause harm. Kemt and Nagel's “rule of 
disagreement” proposal is, in our view, clinically hazardous. If the AI second opinion confirms 
the physician's initial assessment and, according to the rule of disagreement, no additional action 
is required, this will result in many avoidable medical errors. 

Second, we argue that it is impractical to require that a second human opinion is always sought, 
as advocated by Jongsma and Sand 6. We suggest that the physician-in-charge call for a human 
second opinion for both cases of conflict and confirmation, taking account of the level of 
uncertainty; the medical stakes involved; and/or whether the patient has requested it. 

Third, drawing on cognitive forcing, we believe it is critical that doctors make decisions prior to 
consulting AI advice. Although current research is limited, we view this as a prerequisite for a 
nudging approach, like pop-up reminders about false confirmation, to work effectively in 
practice.  
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Finally, if XAI is available, it is worth prompting physicians to engage in a comparative analysis 
of the AI explanations (either through conversation if available, or if not, through evaluating the 
AI ranking and weights of underlying risk factors). The physician-in-charge can then examine 
whether the explanations rely on the same clinical factors and assign similar weights as the 
clinical diagnosis. This can reveal discrepancies, particularly important in detecting and averting 
cases of false confirmation. 

If and until AI's accuracy vastly surpasses that of physicians in clinical practice, we argue that 
both AI conflicts and confirmations must be scrutinised rigorously for potential errors. Clearly, 
we are entering a new epoch of medical collaboration, and, AI, as with all medical technologies, 
call for a precautionary approach, rooted in evidence-based medicine.  
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Abstract			
Chanda and colleagues published a pivotal paper on integrating AI in medical decision-making. 
In their study, they investigated overall clinical accuracy in physician-AI collaboration. We 
revisited their data, spotting critical physician-AI decision-making errors, specifically false 
conflict and false confirmation. These errors, if unaddressed, pose significant threats to 
diagnostic accuracy. 
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False	Conflict	and	False	Confirmation:	Crucial	Components	of	AI	
Accuracy	in	Medical-Decision	Making	
We welcome the recent study from January 2024 by Chanda and colleagues 1 in Nature 
Communications, as a substantial advance on integrating Explainable Artificial Intelligence 
(XAI) into dermatological practice. Importantly, it shows that AI can enhance diagnostic 
accuracy, trust, and confidence among dermatologists. 

When physicians make decisions with AI, three types of errors can occur (Table 1): i) false 
confirmation error – when the physician and AI agree but both are wrong; ii) false conflict error 
– when the physician is correct, AI is incorrect, and the physician change diagnosis; and iii) true 
conflict error – when the physician is incorrect but AI is correct, and the physician override the 
correct AI diagnosis.  

 

 Physician right Physician wrong 

AI right Correct True conflict error 

AI wrong False conflict error False confirmation error 

Table 1. Potential sources of error in human-AI/XAI collaboration 

 

In their paper, Chanda and colleagues consider only overall accuracy, which masks key 
decision-making threats and overlook the specific user groups that stand to gain the most from 
AI applications. 

We revisited their published data, quantifying these errors (albeit we note that without full 
access to their original data, we cannot make precise calculations). With a mean AI error rate of 
19.6%, combined with a mean clinician error rate of 33.8%, the likelihood of both being 
inaccurate, or a false confirmation, is 6.6%. Applying these calculations to the worse performing 
clinicals (lowest quartile mean accuracy 50.3%) increases the false confirmation rate to 9.7%. 

We also found evidence consistent with false conflict errors for high-performing physicians. A 
sub-analysis of the best-performing physicians reveals that their performance deteriorates with 
AI support. A sub-analysis of the 15 best-performing clinicians matched or exceeded AI 
accuracy (80.4%), with their initial accuracy averaging 87.3% but dipping to 77.1% once AI was 
introduced in phase 2 and 81.5% with XAI in phase 3, possibly due to errors from relying on AI 
when it falsely conflicted with their own correct diagnosis. Trust in AI is not, by definition, 
better since it increases false conflict errors for the best performers.  

Finally, we found that AI, for the lowest-performing clinicians, helped stamp out true conflict 
errors. For the lowest-performing quartile of clinicians studied by Chanda and colleagues, 
accuracy improved from 50.3% to 66.6% and 65.9%, respectively, during the three phases of 
their study. In theory, if these low-performing physicians fully trusted AI, their accuracy could 
have risen at least to 80.4% by simply eliminating true conflict errors. 
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Recent studies are beginning to delve deeper into how physicians respond to conflicts with AI. 
The most common and discussed error occurs when physicians tend to override a correct AI 
diagnosis in cases of true conflict error. Previous studies found that this arises from distrust in 
the AI's ‘black box’ logic 2–5. In cases of false conflict errors, however, the physicians tended to 
express doubt and over-rely upon AI, especially when uncertain about their initial diagnosis. 
When explanations are added to the AI diagnoses (as XAI), it tends to mitigate true conflict 
errors but exacerbate false conflict errors. This phenomenon whereby even mere exposure to 
explanations can induce overreliance on AI has been documented in several studies 6–9. Finally, 
false confirmation is perhaps the most pernicious; it reinforces trust in AI, while perpetuating 
clinical errors. These false confirmation errors remind us of the confirmation bias highlighted by 
Ghassemi and colleagues 10. This issue is likely present in the study conducted by Chanda and 
colleagues, though it was not explicitly addressed.  

Given that explainable AI can assist physicians in determining whether AI diagnoses align with 
evidence-based medicine and that explanations are essential for meeting the trustworthiness and 
transparency requirements of the EU AI Act 2024, it still potentially introduces new sources of 
errors, such as false conflict and false confirmation errors. One intervention could be 
introducing more complex diagnoses instead of simple yes/no decisions. Another promising 
technique is conformal predictions, which shifts the focus of the AI model from pinpointing a 
single accurate clinical recommendation to providing the clinician with a range of possibilities 
tailored to the individual patient, allowing for further investigation 11. Further research is needed 
to better understand interventions to avoid new human-AI collaboration errors. 

We believe a more precise identification of these errors and in whom they occur creates 
tremendous potential to tap the full potential and promise of AI-supported decision-making.  
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Appendix VI: AI/XAI and trust related heuristics 
 

In thinking about trust and AI it is important to differentiate cognition-based trust, where trust 
is derived from the perceived understandability, reliability, and technical competence of AI or 
XAI, rooted in reasoning, from affect-based trust, involving emotional attachment and faith 1. 
Most research so far has focused on the former, but the limited research available suggests that 
both play a role 2,3. In one prominent dual-system theory, two main ways of thinking exist 
4:   the first is quick and based on gut feelings or intuition (System 1), and the second is slower, 
taking a more thoughtful and reasoning approach (System 2). Trust forms a mental picture of 
another person or a system, and trying to untangle all its intricacies using only rational thought 
(System 2) would be practically impossible. So, more often, deciding to trust someone or 
something, like an AI or a physician, comes from an intuitive judgment, hence can trust be 
seen as a heuristic 5. Using this model, trust can be viewed as a decision-making shortcut, 
enabling the decision-maker to select information while ignoring other information to simplify 
a complex decision.  

If trust is an intuitive judgment, it can change occasionally based on context, interoceptive 
signals like blood sugar, or external factors like sunshine 6. This makes it difficult to conclude 
if we trust AI algorithms; it all depends. On the one hand, heuristics enable rapid decision-
making, especially in complex environments, potentially saving time and cognitive resources. 
On the other hand, the reliance on heuristics can sometimes lead to errors, as they can 
oversimplify complex issues. Thus, while heuristics serve as valuable tools for navigating a 
complex world, they can also be the root of inaccurate judgments and decisions 7.  

When it comes to trust in AI solutions, one must consider how they will be received by those 
who must use them and, especially, whether they will engender the appropriate level of trust, 
neither too much nor too little. Various cognitive heuristics or biases can shape end-users’ trust 
in AI systems. It is crucial to concentrate on those heuristics and biases capable of generating 
the two negative detrimental extremes: blind trust and blind distrust. Below, we describe a 
conceptual framework with 28 distinctive biases and heuristics that potentially can influence 
AI and XAI's trust dynamics. However, further studies are needed.  

 

1. Attentional bias signifies that individuals are often influenced by their prevailing 
thoughts, notably when these are negative or anxiety-inducing 8. Given the vast quantity 
of data and text generated by AI, the exposure to varying cues, including positive or 
negative words or images, can alter the user's perception of trust.  

2. Attribute substation occurs when individuals replace a complex question with a simpler 
one 9. For instance, the intricate question, "Do I trust this physician?" might be 
substituted with a more straightforward query: "Does the physician appear friendly?" 
This heuristic is critical in misplacing blind trust or distrust in algorithms.  

3. Automation bias refers to the tendency to overly trust automated decision systems, 
often resulting in diminished active reasoning even in the presence of contradicting 
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information 10. A classic example of blind trust is the widespread reliance on spellcheck 
functions. However, placing blind trust in AI's guidance within the healthcare sector can 
be hazardous. 

4. Availability heuristic, how smooth things come to mind, is interpreted as how likely the 
outcome is. 11. This can skew trust, as seen in the preference for car travel over air due to 
the prominent recall of airplane attacks or accidents, despite the prevalence of car 
accidents. Explainable AI illustrating probabilities may help mitigate such biases.  

5. Availability cascade, a self-reinforcing message 12, where frequent repetition enhances a 
message's perceived trustworthiness. Notably exploited by political consultants and 
advertisers, this heuristic may engender blind trust and distrust in healthcare AI systems. 
On the other hand, explainable AI could indicate actual probabilities. 

6. Confirmation bias: we search for, interpret, and favor opinions aligned with our own 13. 
If an AI system validates a physician's incorrect perspective, it could lead to reduced 
diligence in further investigations. See also Consistency 14 

7. Curse of knowledge 15, we often assume that others have the same background and 
knowledge for understanding. Addressing this issue is crucial in ensuring that healthcare 
users fully know the inherent limitations of probabilistic predictions from AI advice. 

8. Commitment 16 or Consistency bias 14, refers to the phenomenon where an individual 
tends to adhere to a pre-made decision to avoid internal conflict, trusting their initial 
choice as the optimal one. This cognitive bias can potentially impede physicians' 
receptiveness to new, contradicting advice from AI, as it may clash with their prior 
clinical judgments. 

9. Default bias 17, implies a preference for the pre-selected option when faced with an 
additional alternative, a central component of decision architecture 18. This bias can 
potentially create a disparity based on whether the physician's judgment precedes the AI 
suggestion or vice versa. When the AI recommendation is the initial default, it might 
impact the subsequent choice. 

10. Fallacy of composition or division assumes that what is true/false of one part must be 
true/false of the whole. 19. In the context of XAI, this could manifest as assuming that 
one of the explanations is true/false; all others are true or false. 

11. Framing effect, a different way of presenting the same information, often leads to 
different interpretations 20. For instance, a difference in trust might emerge when 
choosing between a doctor or AI touted to have a 99% success rate and one where it is 
emphasized that 5 out of the last 5000 patients have died, although statistically 
representing the same fact.  

12. Group thinking 21, when group members want to reach harmony, conformity, or 
consensus with the risk of losing critical thinking. This is a classic example of collective 
over-trust. When AI aligns with clinical judgments, it may lead to new patterns of AI-
human group thinking, potentially amplifying pre-existing biases.  
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13. Halo effect, a tendency to let a positive impression of a person, institution, or product to 
spill over to other areas. 22. The opposite is the “Horn effect” 23. An AI application’s 
positive outcome in one medical domain cannot inherently assure success in other 
domains.   

14. Hindsight bias, after an event, we tend to overestimate the likelihood it was going to 
happen.  "I-knew-it-all-along" effect 24. This has a significant impact on our beliefs and 
what we trust or not trust. Can AI's superhuman capabilities in finding historic 
correlations induce over-trust or disbeliefs?  

15. Illusion of transparency 25, a tendency to overestimate how well we know ourselves, 
others, or an AI system. Explanations I XAI is just a simplified model of the intrinsic AI 
characteristics and not the same as full transparency.  

16. Illusion of control is a tendency to overestimate the own influence (or an AI’s 
prediction) while neglecting the potential sway of unforeseen external events 26. In the 
medical field, it is critical to recognize that AI predictions are fundamentally grounded in 
statistical correlations and probabilities and can be significantly altered by external 
factors or sudden changes in conditions.   

17. Illusion of validity a tendency to overestimate our capability to interpret data, especially 
when the data seems to “tell” a coherent story 7,27. Explainable AI could potentially 
create an illusion of validity based on its simplified explanations.  

18. Illusory correlation refers to the misconception of perceiving a relationship between 
variables when none exists. 28.  This cognitive bias surpasses the error of mistaking 
correlation for causation. While AI excels in identifying correlations, it remains 
inherently incapable of discerning causative relationships. 

19. Illusory truth effect – a tendency to believe a statement is true if it is easy to understand 
or if it is in line with our own beliefs 29. Explanations accompanying AI algorithms 
might inadvertently lead clinicians to place unwarranted trust in the algorithm.   

20. Information bias – we feel more trust if we have more information, even if the 
additional information is irrelevant 30. In the healthcare sector, the surge of big data can 
potentially escalate this bias, posing a risk of clouded judgment due to the overwhelming 
quantity of information. 

21. Interoceptive bias refers to the inclination to use internal bodily signals, such as 
fluctuations in blood sugar levels, as indicators of external realities, a tendency that can 
notably influence decision-making processes 6,31. For instance, parole judges' decisions 
varied in accordance with the time elapsed since their last meal, illustrating a notable 
shift in risk perception as blood sugar levels decreased 32. The reliance on AI algorithms 
can be influenced by intra-personal and inter-personal factors and may vary over time. 

22. Naïve realism, is a tendency to regard one's perspective as objective while dismissing 
differing views as uninformed, irrational, or biased 33. This bias can potentially manifest 
as either blind trust or skepticism toward AI algorithms. 
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23. Messenger bias 16, or Authority or Liking bias 14, is documented as a tendency to place 
trust in individuals who either resemble ourselves or are perceived as authorities. An 
algorithm created by a renowned professor at a prestigious university might induce 
unwarranted trust or skepticism.  

24. Optimism bias, is a tendency to engage in wishful thinking and overestimate positive 
outcomes 34. This bias may lead healthcare professionals to harbor unrealistic 
expectations of AI technologies, possibly overlooking critical signs or nuances in the 
pursuit of favorable results. 

25. Planning fallacy 35, denotes the common tendency to underestimate the time required to 
complete tasks. Applying this concept to the integration of AI in healthcare raises 
concerns regarding the potential over-optimism of the pace at which these technologies 
can be effectively implemented. 

26. Priming, anchoring 36 is a bias where individuals rely too heavily on an initial piece of 
information (the "anchor") to make subsequent judgments. While AI has the capacity to 
assist clinicians in making more informed decisions by offering a comprehensive 
analysis, it also carries the risk of impairing judgment if clinicians accept AI predictions 
at face value, thereby possibly shortening thorough clinical investigations.  

27. Probability neglect, the inclination to disregard probability assessments while making 
decisions 37. This bias might result in healthcare professionals making decisions based 
more on intuition than on AI's data-driven insights. 

28. Pro-innovation bias, the belief that the whole society should adopt an innovation 
without the need for its alteration 38. This bias can be a potent driver for blind trust in AI 
algorithms within healthcare. 
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Appendix VII: AI second opinion and potential 
errors 
 

To estimate the potential magnitude of false confirmation errors when AI is used for a second 
opinion, we need to assess the combined diagnostic performance of physicians and AI 
algorithms.  

Performance	in	clinical	decision-making	
The performance of both AI and physicians in diagnostic tasks can be quantitatively assessed 
using established metrics such as sensitivity, specificity, and accuracy. Sensitivity measures the 
ability to correctly identify patients with a condition (true positives), while specificity assesses 
the ability to correctly identify those without the condition (true negatives). Accuracy reflects 
the overall proportion of true positive and true negative diagnoses made out of all diagnoses. 
These metrics allow for a comprehensive evaluation of the diagnostic effectiveness of both 
human clinicians and AI/XAI systems (Eisenberg, 1995). Table 1 describes different 
performance metrics followed by their definitions. 

 
Table 1. Assessing the performance of a diagnostic test or judgment (Eisenberg, 1995). 

Definitions of the performance metrics: 

Sensitivity = TP/(TP + FN) 

Specificity = TN/(FP + TN) 

Accuracy = (TP + TN)/Total 

Disease prevalence = (TP + FN)/Total 

Positive predictive value (PPV) = TP/(TP + FP) 

Negative predictive value (NPV) = TN/(FN + TN) 

Naturally, it is preferable that sensitivity and specificity are both high. However, there is 
normally a tradeoff where either sensitivity or specificity is high. Preferably, AI and clinicians 
are orthogonal in their diagnostics. Orthogonal is the concept of independence between 
measures or components within the test. When two factors are orthogonal, they are statistically 
uncorrelated, meaning that the score or outcome on one factor does not predict or influence the 
score on the other. When screening for a disease, the AI or clinician, depending on the case, 
should have high sensitivity to capture all positive cases (with a relatively high level of false 
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positives due to lower specificity). Then, in a second confirmation phase, AI or clinicians should 
have a high specificity to sort out all false positives.  

The balance between sensitivity and specificity also depends on the disease context and the 
consequences of false positives or false negatives. For diseases where missing a diagnosis could 
be fatal or lead to serious complications (e.g., cancer), a high sensitivity is prioritized. In 
contrast, for conditions where a false positive could lead to unnecessary anxiety or invasive 
procedures, high specificity is more important. 

The	importance	of	prevalence	
 

 
Figure 1. Assessing the performance of a diagnostic test or judgment (Eisenberg, 1995). 

In populations with a low prevalence of a disease, even tests with high specificity can result in a 
relatively high proportion of false positives compared to true positives, which implies a low 
PPV. In populations with high prevalence, a high sensitivity can result in a high level of false 
negatives compared to true negatives, which implies a low NPV.  

Figure 1, illustrates that if sensitivity and specificity are the same, the accuracy is the same 
regardless of prevalence; with low prevalence, the accuracy will be the same as specificity, and 
vice versa. With a high prevalence, accuracy is the same as sensitivity  (Eisenberg, 1995).  

Accuracy measures the test’s overall ability to correctly classify individuals as having or not 
having the condition. It considers both true positives and negatives, as well as false positives and 
false negatives. In this paper, we focus on accuracy to grasp both sensitivity and specificity in 
relation to the prevalence.  

In binary diagnostic judgments, assuming an equal prevalence of positive and negative cases in 
the population being tested, both sensitivity and specificity will be 50% by chance, implying that 
accuracy will also be 50%. In a high-prevalence environment, there will be many false negatives 
by chance, and in a low-prevalence environment, there will be many false positives by chance.  
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Clinician accuracy can also vary both between different clinicians and from time to time for 
each clinician. Experienced physicians often perform better than novice physicians (Gaube et 
al., 2023). But there can also be intra-personnel differences based on, for example, interoceptive 
signals. In an Israeli study, it was observed that judges approved 65 percent of the cases at the 
start of the day, with the approval rate dropping to nearly zero by the session's end. However, 
following a break for snacks, the rate of approvals surged back to 65 percent, (Danziger, Levav 
and Avnaim-Pesso, 2011). Physicians may benefit more from AI advice when they are 
experiencing fatigue. 

However, there can be a systematic error by physicians and AI; hence, in theory, accuracy, 
sensitivity, and specificity can be below 50%. An example of systematic errors could be that the 
AI or physician assumes that a parameter like high body mass index is a risk factor for a certain 
disease while it, in reality, is a protective parameter.  

Measuring a physician’s diagnostic accuracy can be both difficult and sensitive. Furthermore, 
accuracy is significantly different from person to person. For novice doctors, AI can be more 
useful. 

The	problem	of	high	prevalence	in	training	data	but	low	in	clinical	
settings	
In previous systematic reviews and meta-analyses, the authors compared the performance of AI 
versus physicians (Shen et al., 2019; Nazarian et al., 2021). They found that AI accuracy varies 
from 60-99%, with sensitivity and specificity from 60-99%. Performance for physicians was 48-
99% when measuring accuracy, sensitivity, and specificity. However, no studies discussed the 
prevalence, especially prevalence in the training and validation dataset, versus the prevalence in 
a clinical real-life setting. 

When training an AI algorithm, it is of crucial importance that there is a match between the 
training data set and the test data set  (Chen et al., 2023). Furthermore, there needs to be a match 
to the real-life clinical setting. A recent systematic review evaluated the diagnostic accuracy of 
AI algorithms when identifying pathology in medical imaging (Jones et al., 2022). Only two 
studies (out of 14 224) used data from clinical settings with a low prevalence of skin cancer. 
Therefore, the authors argued that the widespread adoption into community and primary care 
practice cannot currently be recommended until efficacy in these populations is shown. 

If an algorithm is trained on a high prevalence training data set, its sensitivity is likely high with 
likely lower specificity. If applied in a low prevalence environment, the lower specificity 
implies a lot of false positives, and the accuracy can fall dramatically. This implies that the XAI 
will have explanations for high prevalence settings. 

To sum up, the overall accuracy based on a clinical diagnosis and using AI/XAI for a second 
opinion depends on several parameters: i) Firstly, it depends on the AI sensitivity and 
specificity. ii) It also depends on the clinician's sensitivity and specificity, and this can differ 
significantly between physicians (interpersonal difference) and also for each physician, 
depending on the situation (intrapersonal difference). iii) Furthermore, prevalence is paramount 
to understanding the overall accuracy.  Even a high sensitivity and specificity in low prevalence 
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environments can lead to a positive predictive value (PPV) significantly below 50%. iv) 
Furthermore, if the prevalence differs in the training data from the prevalence in the clinical 
practice, sensitivity, specificity, and accuracy can be significantly reduced. 

In theory, in a clinical setting, even for validated algorithms with high sensitivities or 
specificities around 90% or higher, the overall accuracy can be as low as 50% in binary 
classifications based on prevalence and training data sets. Furthermore, systematic errors can 
reduce accuracy, potentially below 50%. 
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