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Abstract 

This thesis work analyses the impact of a Tobin tax on exchange rate volatility and evaluates 

the proposed sizes for such a tax. We furthermore suggest a possible solution to the inherent 

endogeneity problem between transaction costs and exchange rate volatility. Finally, we link 

our empirical results to the conclusions of a game theoretical model to comment on how the 

market composition corresponds to the contrasting theories underlying a Tobin tax. Using a 

multiple variable time-series model we estimate the effect of an increase in transaction costs, 

resembling the introduction of a Tobin tax, on the exchange rate volatility. We use a measure 

of cost based on the percentage bid-ask spread of the exchange rate analogous to a transaction 

tax, which furthermore does not require us to make any assumptions of the market efficiency. 

The measure of exchange rate volatility that we use captures the variation within a period by 

utilizing the minimum and maximum values of the exchange rate opposed to opening and 

closing values. As a possible solution to the endogeneity problem, we propose that the 

exchange rate can be used as an instrument for our transaction costs measure. We believe so 

because the exchange rate is unaffected by the volatility and because the exchange rate 

affects our measure of transaction costs. To test this, we set up a two-stage least squares 

model. From our multiple variable time-series model we conclude that the introduction of a 

Tobin tax into the currency market will have either a positive significant or negative 

insignificant effect on the exchange rate volatility. Furthermore, these results are emphasized 

by our analysis of our instrumental variable. Based on these results, we conclude that a Tobin 

tax is more likely to amplify than dampen volatility thereby contradicting the claim made by 

Tobin (1978) but agreeing with the view of Friedman (1953). Although comparing our 

empirical results to the game theoretical model suggest that the market is composed of a 

larger share of ‘noise traders’ than ‘informed traders’. This indicates that the view of 

Friedman can exist even if the majority of traders are not informed. Additionally, we use our 

empirical results to measure the impact of two proposed taxes of 0.5% and 0.005%. The first 

is motivated by the desire to change market behaviour and the second is motivated only by 

the desire to generate revenue to cover the costs of financial crises without affecting the 

market. We find that the first tax is up to seventeen times larger than the average transaction 

costs and even if it worked as intentioned we find a tax of this size to be unrealistically large. 

In contrast, the revenue generated by the second tax only covers a fraction of the price of the 

latest crises and increasing it will only influence the market behaviour and thereby most 

likely increase volatility.  
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1 Introduction 
For decades exchange rate volatility has been a concern for governments. The highly 

unpredictable nature of floating exchange rates can cause governments to adjust their interest 

rates thereby making it difficult for them to keep long-run policies and improve employment, 

inflation and output. This makes the economies susceptible to speculative attacks, creating 

the foundation for possible financial crises. An often suggested instrument for curbing 

financial crises is the introduction of a currency transaction tax. Proponents of this 

instrument argue that the additional required foreign rate of return that the tax creates for 

traders makes the traders focus on longer term investment horizons; thereby decreasing 

destabilizing behaviour and excess volatility. 

The idea of a security transaction tax was first proposed by John Maynard Keynes in 1936. 

Keynes believed that a tax would increase the amount of trading based on long term 

fundamentals and discourage trading based on the expectations of the market. Contrary to 

this, Milton Friedman argued in 1953 that traders are rational and stabilizing, wherefore a 

transaction tax would scare off traders thus making the share of rational traders smaller and 

the discovery of the fundamental price less efficient. In 1972, the period after the collapse of 

the so-called Bretton Woods system, James Tobin picked up Keynes’ idea, and suggested a 

tax on currency transactions. During the movement away from a fixed exchange rate regime 

to a floating rate system, the proposal of a currency transaction tax could be seen as a new 

system for international currency stability. Since then, the proposal has generated a lot of 

interest both in academic circles as well as in international government institutions and is 

often referred to as the “Tobin tax”. 

Through the last three decades the Tobin tax has appeared on the agenda of several 

international institutions such as the Bank of International Settlements (BIS), the Group of 20 

(G20), the American Economic Association (AEA), the International Monetary Fund (IMF), 

the European Union (EU) and the Asia-Pacific Economic Cooperation (APEC). The 

discussion of a Tobin tax reappeared after the 1987 stock market crash, again in 1992 in 

relation to the European exchange rate crisis, in 1997 when the Asian financial crisis began 

and most recently in connection with the global financial crisis in 2007. 

Since the Tobin tax has been suggested as an instrument for dampening financial crises so 

often, we find it interesting and important to test if the transaction tax has the intentional 

effect on volatility. 
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Others have previously studied the empirical effect of a transaction tax on volatility, although 

mainly on the stock market. Mulherin (1990), Ronan & Weaver (2001) and Hau (2006) look 

at the connection between transaction costs and volatility in the stock market and mainly find 

a positive significant relationship, although in a few cases the relationship is negative and 

insignificant. Whereas Aliber, Chowdhry & Yan (2003) and Lanne & Vesala (2006) look at 

the same relation but in the currency market and reach similar conclusions as the former, 

although they find a more definite positive relationship. 

Our thesis work aims at examining the relationship between transaction costs and volatility in 

the four major currencies: Great British Pound (GBP), Swiss Franc (CHF), Japanese Yen 

(JPY) and Euro (EUR) against the US Dollar (USD). The majority of our significant results 

suggest that a Tobin tax on currency transactions will in fact result in an increase in the 

exchange rate volatility, contradicting the claim made by Tobin. 

We link our results to the conclusions drawn from the game theoretical model proposed by 

De Long et al. (1990) and expanded further by Song & Zhang (2005). They conclude that a 

Tobin tax warrants both the views of Keynes and Friedman, where an increase in volatility is 

associated with major currencies, corresponding to our findings, and a decrease in volatility is 

related to minor currencies. Our results are again consistent with the views of Friedman, 

although based on Song & Zhang’s (2005) model we find that the composition of the market 

is not in line with Friedman’s assumption that the majority of traders are rational. 

To empirically examine the relationship between transaction costs and exchange rate 

volatility, we use a multiple variable time-series model over the period 01-03-1990 to 10-22-

2010. We therefore construct time series of weekly averages based on daily measurements for 

transaction costs, volatility and market volatility. We use the percentage bid-ask spread 

relative to the exchange rate as a measure of transaction costs, which, contrary to Frenkel & 

Levich (1975) and Roll (1984), does not require any assumptions as regards to the market 

efficiency. We furthermore use the percentage range between the maximum and minimum 

price compared to the mean price as a measure of volatility. The range measure is more 

robust to discrete changes in the exchange rate, contrary to the return standard deviation 

measure used by Mulherin (1990), Umlauf (1993), Bessembinder & Rath (2002), and 

Bessembinder (2003). For a benchmark of the general market volatility we use VIX, which is 

a measure of the implied volatility of S&P 500 index options. 
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Using this approach creates a theoretically based endogeneity problem between the bid-ask 

spread and volatility, which makes it difficult to determine the true causational relationship 

between transaction costs and volatility. The problem could have been circumvented by using 

a one-time change in transaction costs hereby making the change exogenous, although it 

should be noted that this method is statistically less powerful compared to the one we have 

chosen. The problem of endogeneity has been mentioned by Aliber, Chowdhry & Yan (2003) 

and Lanne & Vesala (2006) as well, but we conclude that their solutions are questionable and 

that they have failed to solve the endogeneity problem satisfactorily. We try to solve this with 

a two-stage least squares model with the exchange rate as an instrument variable for our cost 

measure. This method provides the same results as our multiple variable time-series model, 

hence adding emphasis to our original results. 

 

1.1 Thesis statement 
The overall aim of this thesis work is to determine the impact that a Tobin tax introduced into 

the currency market will have on the exchange rate volatility, and if it helps to stabilize or 

destabilize the currency. We address this issue from both a theoretical and an empirical point 

of view. We link our empirical results to the conclusions of a game theoretical model in order 

to examine if the trader composition corresponds to the theories underlying the Tobin tax. 

The questions we seek to answer are summarized below. 

 

1) How does a Tobin tax introduced to the currency market affect the exchange rate 
volatility? 

o What market hypothesis do our empirical results indicate? 
o What are the motivations behind the proposed tax rates and do they seem 

reasonable? 
 

2) How can the endogeneity problem between transaction costs and volatility be solved? 
o Does correcting for the endogeneity problem change the effect of the Tobin tax 

on exchange rate volatility? 
 

3) What does the effect of a Tobin tax on volatility say about the composition of the 
market? 

o How does this fit with the underlying, contrasting theories of a Tobin tax? 
o How does this fit with our game theoretical model? 
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To our knowledge, research on this subject has not previously linked the contrasting theories 

underlying the Tobin tax, their empirical results and a detailed game theoretical model, which 

incorporates all the views of the contrasting theories. Furthermore, we believe this thesis 

work is the first to suggest a possible instrument as a proposed solution to the endogeneity 

problem. 

 

1.2 Limitations 
Throughout this thesis work we expect the reader to be familiar with basic financial and 

econometric theory and terminology. We will only focus on the OLS assumptions regarding 

heteroscedasticity, normality, multicollinearity, autocorrelation and exogeneity, as we expect 

the remaining to be met. We will address any problems or violations of the aforementioned 

assumptions we may encounter in the empirical analysis. 

In the equations where we have not supplied the derivations, we have simply reported the 

reference in where it can be found. We have done so as we do not believe the derivations to 

be important for this thesis work as a whole, but that only the final result is relevant. 

 

1.3 Thesis structure 
This section aims to describe the structure of the thesis. Overall, the thesis consists of ten 

chapters, which are divided into sections. We will briefly explain the structure of the thesis 

and what the reader will find in each chapter. 

Chapter 1: Introduction 

The purpose of chapter 1 is to give the reader an introduction to the thesis topic and the 

problems addressed throughout the thesis work. 

Chapter 2: Theory 

The purpose of chapter 2 is twofold. The first part describes the contrasting theories 

underlying a Tobin tax. The reader should have a thorough understanding of the original idea 

behind the Tobin tax and of how the introduction of such a tax theoretically affects the 

market depending on the assumed market hypothesis. The second part aims to develop a 

game theoretical framework. After reading this, the reader should know how changes in the 
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market, such as an added tax, affect the share of noise traders and informed traders in the 

market, and how this affects the volatility. 

Chapter 3: Methodology 

This chapter tries to explain the measures we chose to use in our models as well as the 

statistical model. We do this through a review of previous research in which we discuss the 

pros and cons of the different methods used. The reader will also obtain a basic knowledge of 

how the bid-ask spread is determined in the market and of the endogeneity problem 

originating from the interaction between transaction costs and exchange rate volatility. 

Chapter 4: The data 

In this chapter we describe our data and the variables that we have included in our 

forthcoming model as well as variables we would have liked to include but could not obtain. 

We evaluate our variables’ stationarity and normality, and divide them into structural breaks. 

Chapter 5: Diagnostics 

This chapter aims at describing four of the main assumptions behind the ordinary least 

squares model and the bias it will cause if they are violated. Additionally, we will perform a 

granger causality test to obtain a preliminary idea of the endogeneity problem before running 

our OLS regressions. 

Chapter 6: The model 

In this chapter we setup our OLS regression model and compute our estimated coefficients 

for the variables that we have chosen to include. Before describing our results we point out 

critical arrears of our model and evaluate if our results are biased from violations of the 

model’s OLS assumptions. We further compare our results to the results from different 

approaches used on the same dataset as well as the findings obtained throughout previous 

research. 

Chapter 7: Analysis 

In chapter 7 we look at the interpretation of our results and especially what they tell us about 

the relationship between transaction costs and exchange rate volatility. Furthermore, we 

evaluate the effect of two proposed Tobin taxes on the volatility, as well as the assumptions 
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behind the Tobin tax. We also propose a possible solution to the endogeneity problem by 

using an instrument variable via a two-stage least squares model. 

Chapter 8: Discussion 

This chapter aims to discuss the effect a Tobin tax has on public welfare as well as its ability 

to postpone financial crises. 

Chapter 9: Suggestions for further research 

This chapter will propose four topics that we believe need to be researched more extensively, 

as this could give a more clear picture of a Tobin tax’ effect on exchange rate volatility. 

Chapter 10: Conclusion 

Chapter 10 presents the overall conclusions of the thesis work and aims to answer the 

questions set forth in the thesis statement. 
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2 Theory 
Throughout chapter 2 we will compare and contrast the different theories underlying a so-

called Tobin Tax proposed in the seventies. Section 2.1 will give an introduction to the 

original proposal by Tobin and explain the implications a functioning transaction tax would 

have for the traders. Sections 2.2.1 and 2.2.2 will explain John Maynard Keynes’ and Milton 

Friedman’s arguments for their different views on how a Tobin Tax will affect the volatility 

of the market, respectively, and section 2.3 will give a discussion of the empirical evidence 

for both Keynes’ and Friedman’s theory, and provide a more critical view of their arguments. 

After having explained the assumptions behind the traders’ behaviour we will give a 

thorough overview of the possible implications on the price development and volatility of the 

market through De Long et al.’s (1990) noise trader model in section 2.5, as well as the effect 

a transaction tax will have on the market (Song & Zhang (2005)). 

 

2.1 James Tobin 
When James Tobin first suggested a tax on exchange rate investments it was, as he put it, to 

throw some sand in the wheels of international finance (Tobin (1978)). Tobin’s concern was 

that the international financial markets had become too efficient. Not in the strictly economic 

sense that all information was available at any time to anyone, but rather that the flow of 

available information moved swiftly around the world, the transaction costs had fallen and 

investments could be made quickly (Tobin (1978)). 

The problem with the increasingly efficient financial market is that national economies 

cannot adjust quickly enough to rapid movements of liquid funds from one currency to 

another. Labour and goods move slower than liquid funds and it will therefore be difficult to 

adjust one’s monetary policies quickly enough. This will in turn force governments to change 

their monetary policies, which could hurt employment, inflation and output (Tobin (1978)). 

Ideally, an international currency across all boarders will help eliminate destabilizing 

speculation in currencies completely. As Tobin (1978) explains, one can imagine the trade 

between two states in America where both states trade in the US Dollar. Since the two states 

have the same currency no speculation can affect interest rates in either state. Another 

example made by Eichengreen, Tobin and Wyplosz (1995) is the Euro, or at that time the 

EMU, which eliminates many national currencies and replaces them with the same currency 
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across countries. This will enable governments to keep long-term monetary policies with a 

focus on the country’s economy instead of foreign currency speculation. 

Tobin realized that a global currency laid far into the future and chose to suggest his second 

best solution: a tax on exchange rate trades. He assumed that the currency market consisted of 

a combination of noise and informed traders. Noise traders are defined as traders who do not 

buy and sell with knowledge of the currency’s fundamental price, whereas informed traders 

are aware of this fundamental equilibrium and base their decision to buy or sell there on. 

Tobin believed that investments were primarily short-termed and irrational resulting in 

increased volatility in the different currencies (Tobin (1978)). He assumed that noise traders 

were speculating on the market’s expectation of the future price of the currency and not the 

true equilibrium. In the case that speculation is based on the price of the currency the noise 

traders will have a tendency to bid up the price and move it away from its equilibrium, 

whereas, if the speculation is based on the currency’s equilibrium the traders will always 

drive the price towards this equilibrium (Tobin (1978)), as we shall see in section 2.3. 

Tobin believed that a percentage tax on each currency transaction would help drive away the 

short-term traders as the tax would consume a relatively larger amount of the traders gain on 

the investment, as opposed to long-term investments. The tax will furthermore be directly 

proportional to the amount of trades conducted. 

Frankel (1996), amongst others, demonstrates how traders will require an increasingly large 

foreign rate of return on their investment as the tax rises and the time horizon shortens. 

Assuming that the trader has to pay the tax twice on a round trip investment Frankel (1996) 

finds that the minimum required foreign rate of return is equal to: 

 
!! !

! ! ! !!
!! !  (1) 

Where i is the domestic rate of return, i* is the foreign rate of return, t is the Tobin tax and y 

is the investment horizon. The derivations of equation (1) can be found in Frankel (1996). In 

Figure 1 we assume that the daily domestic rate of return is 0.05%, which results in the trader 

requiring a daily foreign rate of return of 2.07% at a Tobin tax of 1% and an investment 

horizon of 1 day. This requirement then falls as the investment horizon rises. 
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Figure 1 - A trader’s daily foreign rate of return requirements with a daily domestic rate of return of 0.05%. Based on our 
own calculations. 

For the Tobin tax to work, it should be applied to and be equal across all markets. If the tax is 

larger in one country compared to others or only present in one country, foreign exchange 

will move to other markets (Eichengreen, Tobin and Wyplosz (1995)). Umlauf (1993) finds 

that an introduction of a transaction tax of 1% that rises to 2% at a later point on all stock 

transactions in Sweden results in traders moving the majority of their trading with Swedish 

stocks to London, thereby circumventing the transaction tax. 

Tobin first suggests an international tax of 1% in his article from 1978 but later Eichengreen, 

Tobin and Wyplosz (1995) change this proposal to a tax of 0.5%. The results from our 

models will give us an opportunity to evaluate the suggested sizes of the tax-rate later on. 

The argument that a transaction tax should drive away short-term traders from the currency 

market and make noise traders focus more on long-term fundamentals is based on three 

assumptions (Haberer (2003)). First of all, one has to assume that short-term speculation is 

actually destabilizing and increases volatility. Second, that a Tobin tax will discourage this 

form of speculation and not to a larger extent harm stabilizing trading. Third, that a Tobin tax 

will actually turn traders to base their investment decisions on the macroeconomic 

fundamentals affecting the equilibrium price of currencies. In section 2.3 we will discuss the 

validity of these assumptions. 
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2.2 Opposing views: Keynes contra Friedman 
When we look at the question of security transaction taxes, we find two contrasting theories 

underlying the effect that such a cost would have on the volatility of the traded security. First, 

John Maynard Keynes proposed his positive view on the introduction of a security 

transaction tax, which is the basic idea that Tobin picked up decades later. Second, we have 

Milton Friedman whose opposing view suggests the diametrically opposite results. Both 

Keynes and Friedman realize that the introduction of a transaction tax, or Tobin tax, would 

drive away traders, as described in section 2.1, but their similarities stop when comparing 

their views on what effects such a tax will have on the security’s volatility. 

Their different conclusions arise from their views on how actors in the market behave. On 

this subject, Keynes and Friedman differ in their opinions concerning if noise or informed 

traders drive the price development of the security and whether their speculation is either 

stabilizing or destabilizing. 

 

2.2.1 John Maynard Keynes 
In his book from 1936, Keynes describes the noise traders’ speculation as “the activity of 

forecasting the psychology of the market” and goes on to say that they are only “interested in 

discovering what average opinion believes average opinion to be” (Keynes (1936, p. 158 f.)). 

Keynes believes that the trading behaviour of the noise traders is affected by the pre-existing 

expectations of the market, or the “market mood”, as well as emotions and psychology. It is, 

in essence, the objective of the trader to beat the market.  

It is therefore believed that the noise traders have positive feedback to price moves (Haberer 

(2003) and Summers & Summer (1989)) and will try to determine in what way news will 

affect the market. Based on their belief of the “market mood”, they will drive the prices up or 

down. This accumulative behaviour of the market trying to follow the rest causes the price of 

the security to follow either up- or downward trends away from the equilibrium price, as 

Schulmeister (2010) notes, and in that way increase the volatility. These quick reactions to 

news will, in the short-run, increase price fluctuation and over time the price development 

will follow more medium-term trends created by the market, which themselves deviate from 

the fundamental price over time. 

Keynes’ theory on how market participants act is displayed in Figure 2 by the line AKLO. At 

time t=1 new information is available to the market. Due to rigidity in the market, traders 
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drive the price up slowly towards the new equilibrium price of P=104, but because of the 

trend created in the market, as explained above, the price continues upward. The same is the 

case when new information makes the price fall again at t=3 and rise at t=5 - a theory that 

Schulmeister (2010) dubs the “Bull-Bear-hypothesis”. 

 

Figure 2 – Depiction of the different price developments under either Keynes’ or Friedman’s  market hypothesis. Keynes’ 

hypothesis of irrational market participants who drive prices away from their equlibrium is expressed by the line AKLO. 

Friedman’s hypothesis of rational market participants who drive the price toward its fundamental is shown by the line 

ACDFHJ (Schulmeister (2010)). 

The tax that first Keynes and later Tobin suggested would make traders demand an 

increasingly large foreign rate of returns on their currency investments, the shorter the time 

period they choose to invest, as explained in section 2.1. As these returns naturally become 

increasingly difficult to match, the tax will drive all but the most daring short-term traders 

away and shift focus from destabilizing speculation to more long-term investments (Schwert 

& Seguin (1993) and Song & Zhang (2005)). 

 

2.2.2 Milton Friedman 
Unlike Keynes, Friedman (1953) does not believe that speculation is destabilizing for a 

currency. His hypothesis is based on market participants having rational expectations 

(Schulmeister (2010)), though they are not aware of the other market participants’ 

expectations. The price development that this entails is best explained by Figure 2, where the 

price would follow the path ACDFHJ. At time t=1 new information is available to the 
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market. Since the market participants do not know each other’s expectations the price moves 

smoothly toward its new equilibrium price at P=104 through a price discovery process. 

Friedman argues that it is exactly this type of speculation in price that helps the market 

discover the fundamental value of the currency. Since traders are rational they have negative 

feedback to changes in prices (Haberer (2003) and Summers & Summers (1989)) and will not 

let the price move away from its equilibrium because, as Friedman argues, if the trader knows 

if the currency is either over- or undervalued, he knows if it is time to sell or buy (Frankel 

(1996), Haberer (2003) and Summers & Summer (1989)). Since no rational trader would buy 

high and sell low, as this strategy would bankrupt him quickly, this mechanism will always 

drive the price towards its equilibrium and only new information would move the 

fundamental price as we see again in Figure 2 from point D to F and again from H to J 

(Carlson & Osler (1998)). The price would always be based on the traders’ long-term 

expectations and move quickly towards the same point – the fundamental price – to eliminate 

profit opportunities, wherefore this situation could never create excessive volatility (Summers 

& Summers (1989) and Frankel (1996)), opposed to the bull-bear hypothesis where prices 

always move away from the equilibrium price creating excessive volatility. Introducing a 

Tobin tax to a market with primarily stabilizing traders would, according to Freidman, drive 

away traders and make the price discovery process less efficient thereby creating room for 

more volatility. 

 

2.3 The empirical evidence on market hypotheses 
In the following sections we will discuss the empirical research done on the trader 

composition of the market. In section 2.3.1 we will look at evidence supporting Friedman’s 

point of view whereas in section 2.3.2 and 2.3.3 we look at arguments against Friedman and 

indications of Keynes’ market view. Section 2.3.4 proposes a composition of the market, 

which can consist of both Keynes’ and Friedman’s views. 

 

2.3.1 Rational expectations hypothesis 
Friedman has not received much credit in the part of the academic world concerning itself 

with a Tobin tax. This may be because it is difficult to observe the fundamental price of a 

currency, and thereby test which of the market hypotheses are correct, although it is easy to 

measure the market’s volatility (Dimson & Mussavian (2000)). It is, however, difficult to 
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define if the volatility is “excessive”, and when excessive volatility is present in the market or 

not (Schwert & Seguin (1993)). Schulmeister (2010) tries to define it as volatility from 

transactions which over- or undervalues the currency in respect to its fundamental value. This 

definition seems adequate to us since the goal of the Tobin tax is to drive speculation to focus 

more on fundamentals. 

Proponents of Friedman argue that a Tobin tax to curb this excessive volatility might do more 

harm than good. Haberer (2003) argues that a currency dealer has a certain risk aversion that 

she wants to maintain. When a sudden order from a customer makes her be too long or short 

in a currency, she will try to restore her original risk aversion by passing on the unwanted 

position in the market. The possibility of passing on these unwanted positions in the market 

creates the possibility of getting rid of positions that are too risky and would thereby be 

reflected in the bid-ask spread faced by the customer. Since these “hot-potato” trades account 

for most of the trading done in the market, a Tobin tax would punish risk-lowering hedging 

(Haberer (2003) and Sarno & Taylor (2001)). This argument does not directly dismiss the 

first and second assumption of a Tobin tax, mentioned in section 2.1, that noise traders are 

destabilizing and that a Tobin tax would discourage this behaviour, but does suggest that the 

market consists of a much larger part of informed traders than noise traders, wherefore a tax 

would be more destabilizing than stabilizing. 

 

2.3.2 Adaptive expectations hypothesis 
As a proponent of a Tobin tax, Schulmeister (2010) argues that security prices, be it stocks or 

currencies, fluctuate around underlying trends, which again fluctuate around even longer 

trends. These small fluctuations that turn into trends, he says, are evidence of the Keynesian 

market hypothesis and the first assumption concerning the viability of a Tobin tax that short-

term speculation creates excess volatility. Summers & Summers (1989) sum up some of the 

research done on what market hypothesis is dominating the stock market and conclude that 

there is little evidence to support that a tax discouraging short-term investing should lead to 

increased volatility, thus giving support to the second assumption of the Tobin tax. Frankel 

(1996) finds evidence on how a depreciation or appreciation of a currency affects the 

development of the currency after different time intervals. Over short periods of a week, he 

comes to the same results as Schulmeister (2010), namely that a change in the market leads to 

trends, but he finds that after a month the effect is dampened and after 3-12 months the effect 
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becomes negative. This could indicate that traders are affected by news in the short run but 

follow the development in the currency’s fundamental price in the long run. 

 

2.3.3 Evidence against rational expectations 
Based on evidence from the 1987 stock market crash, Summers & Summers (1989) note that 

traders were reluctant to trade according to the fundamentals when they noticed deviations in 

the form of an undervaluation of the market. Summers & Summers (1989) believe that the 

traders’ reluctance to trade was due to the possibility that the market would depreciate more 

before it would appreciate, which would suggest that the majority of traders are destabilizing 

and increase volatility. In the short run, this is comparable to Frankel’s (1996) and 

Schulmeister’s (2010) results that we described in section 2.3.2. Schulmeister (2010) argues 

that if prices move smoothly from one equilibrium to another, as Friedman proposes, then 

profit-seeking traders will develop strategies based on these up- or downward trends. Frankel 

(1996) further describes how these profit seeking trends, that Keynes criticizes and Friedman 

deems a wrong interpretation of how the market works, can lead to rational speculative 

bubbles where traders are destabilizing the market without losing money. The theory of 

speculative bubbles assumes that the bubbles are created on the same basis as the market 

trends, described by Keynes (1936), Tobin (1978), Schulmeister (2010) and others. The 

rational aspect of the bubbles lies in what Summers & Summers (1989) noticed during the 

crash of the stock market, where it becomes rational for a trader not to try changing the trend 

by buying stocks for the fear of the market falling further, making that individual lose money.  

There seems to be more evidence based on logical arguments made from events in history to 

support the assumptions that traders’ speculation is destabilizing and that a transaction tax 

would discourage this speculation. 

 

2.3.4 The market’s trader composition 
The fact might be, though, that the market consists of both noise and informed traders. It then 

becomes a question of the composition of the market, and whether the largest proportion of 

traders are noise traders or informed traders. 

Frankel (1996) argues that the speculative bubbles are started by noise traders’ responses to 

informed traders’ reactions. It has been suggested that the two forms of traders work against 
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each other thereby keeping the security’s price in check. While noise traders increase 

volatility, the informed traders will stabilize the market by trading against the noise traders 

(Song & Zhang (2005)). The fact that informed traders have long-run investment horizons 

and noise traders have short-run investment horizons may result in excess volatility in the 

short run but a reversion towards the fundamentals in the long run (Frankel (1996), Sarno & 

Taylor (2001) and Haberer (2003)). 

It seems that it is often forgotten that we cannot easily distinguish between an informed trader 

and a noise trader. If they both influence the market, the informed traders might trade as often 

as the noise traders because informed traders bet against the noise traders as they move the 

price away from its equilibrium (Eichengreen, Tobin & Wyplosz (1995)).  

 

2.4 Summary 
James Tobin wants to dampen destabilizing short-term speculation in the currency market by 

introducing a transaction tax. His point is that more stable currencies will give national 

economies room to focus on long term monetary planning instead of adjusting interest rates 

to cope with depreciations and appreciations of their currency in the short-run affecting the 

stability of employment, inflation and output. His idea is based on John Maynard Keynes’ 

thoughts on how speculation affects prices and volatility. Keynes believes that traders base 

their investment decisions on their assumption of how the market will react. This behaviour is 

destabilizing and will accumulatively create market trends in the short- and medium-term, 

which will deviate from the true equilibrium price of the currency. 

Contrary to this, Milton Friedman argues that traders are rational and informed. They are 

aware of when a currency is over- or undervalued and therefore know when to sell and buy, 

respectively. This behaviour will always drive the price towards its equilibrium and stabilize 

volatility. 

It is difficult to say anything conclusive on how traders behave. Summers & Summers (1989) 

and Schulmeister (2010) argue that they can observe that traders behave like the noise traders 

described by Keynes. Frankel (1996), on the other hand, finds that in the short-term of 1 to 4 

weeks there is a positive relation between an appreciation in a currency in one week on the 

next four weeks, but that this effect becomes negative over a period of 3-12 months. He goes 

on to say that the overshooting trends that create bubbles in the currency market can be 
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started by a change in the informed traders’ price signals, which are then picked up by the 

noise traders. Eichengreen, Tobin & Wyplosz (1995), Song & Zhang (2005) and Haberer 

(2003) express a similar point, namely that the market might very well consist of a 

combination of informed and noise traders. It then becomes a question of the size of each of 

these types of traders’ fraction of the collective pool of traders to validate if the third 

assumption of the Tobin tax holds - that traders base their investment decisions on the market 

fundamentals or not. From the results of our statistical models later on, we hope to be able to 

explore this question further.  

 

2.5 Game theoretical explanations 
The purpose of this section is to try and explain how noise traders and informed traders react 

to changes in the market, such as an added tax and how they themselves affect the market and 

thereby the volatility. From the results of our forthcoming model in chapter 6, we will try to 

describe the composition of the market based on the conclusions from the game theoretical 

model, which again can be compared to the theories of Keynes, Tobin and Friedman. 

From section 2.5.1 to 2.5.6 we will explain how the composition of noise traders and 

informed traders can affect the assets’ price and volatility through a mathematical model 

proposed by De Long et al. (1990). Section 2.5.1 formulates the traders’ utility function as 

well as their perception of prices. Section 2.5.2 and 2.5.3 will explain the traders’ demand for 

the risky asset and their relative expected returns, respectively, when both noise traders and 

informed traders are trying to maximize their returns in a market with no fundamental risk. 

Section 2.5.4 introduces fundamental risk and section 2.5.5 looks at how the behaviour of the 

traders changes when they want to maximize utility instead of return. In the last section, 

section 2.5.6, we evaluate how the results of the previous sections changes when we 

introduce a Tobin tax and liquidity risk into the market. 

 

2.5.1 Behaviour 
One way to show how noise traders (n) and informed traders (i) affect the currency market is 

to formalize models to describe the traders’ behaviour on a strictly mathematical basis. De 

Long et al. (1990) do this and reach many of the points made in the previous sections. They 

assume that the market consists of a share of noise traders (µ) and informed traders (1-µ) 

who, respectively, will invest a share !!! and !!!  in an unsafe asset (u). They further assume 
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that the traders only live through two periods: t where the traders are young, and t+1 where 

traders are old, and that the market is solely made up of the unsafe asset and a safe asset (s) 

which both pay the dividend (r) in the absence of noise traders and that the market has no 

fundamental risk. 

In the case that both the safe and the unsafe asset’s prices reflected the present value of all 

future dividends they would be perfect substitutes and always sell at the fundamental value of 

1, although this is not the case as the price of the unsafe asset at time t (pt) is affected by the 

presence of noise traders. The noise traders misperceive the price of the risky asset by an i.i.d. 

normal random variable: 

 !!!! !!!!!!  (2) 

where !* is a measure of the average misperception by the noise traders and !!! is the 

variance of their misperception. It is this average misperception that we described as the 

“market mood” in section 2.2.1, and the present misperception (!t) of equation (2) that 

describes the noise traders’ reactions to news. 

Additionally, it is assumed that both types of traders have a constant absolute risk aversion 

function defined as: 

 ! ! !!! !! ! (3) 

where w is wealth in period t+1 and " is the coefficient of absolute risk aversion. Maximizing 

their expected utility of equation (3) is comparable to maximizing: 

 ! ! ! ! ! !!!!  (4) 

where ! is the expected value of wealth and !!!  is the variance of wealth in the next period. 

From equation (4) ! can be expressed as a function of the expected value of the traders’ 

return on their unsafe asset, which is defined as ! ! !!!! ! !!!  and the safe asset defined as 

r: 

 ! ! !!! ! !! ! ! !!!!! ! !! ! !! !!!! ! (5) 

where an anterior subscript denotes the time at which an expectation is taken. The second 

term represents the expected return from their investment in the unsafe asset, and the third 

term is the return from the share invested in the safe asset. When rearranging this we get: 
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 ! ! !! ! !!! ! ! !!!!! ! !! !! !  (6) 

where !! ! !!! ! ! and represents the first period’s labour income. From equation (6) and the 

risk associated with this investment - the one-period ahead expected variance of pt+1 defined 

as: !!!!!!! ! !! !!!! ! !! !!!!
!

, we can now express equation (4) for both informed 

traders and noise traders as equation (7) and (8), respectively. 

 ! !! ! ! ! !!!!  

! !! ! !!! ! ! !!!!! ! !! !! ! ! ! !!!
! !!!!!!  

(7) 

   

 ! !! ! ! ! !!!!  

! !! ! !!! ! ! !!!!! ! !! !! ! ! ! !!! ! !!!!!!! ! !!!! !!  
(8) 

The last term of equation (8) reflects the noise traders’ misperception of the price of asset u. 

It clearly shows that the traders’ utility increases as the return enlarges, and decreases as the 

third term, the risk, increases, exhibiting the nature of the risk averse trader.  

 

2.5.2 Demand for the risky asset 
If we differentiate equation (7) and (8), setting them equal to 0 and solving for !!!  and !!!, 

respectively, yield the following maximizing shares to invest: 

 
!!! !

! ! !!!!! ! !! ! !!
!! !!!!!!!

 (9) 

 and  

 
!!! !

! ! !!!!! ! !! ! !!
!! !!!!!!!

! !!
!! !!!!!!!

 (10) 

From equation (9) and (10) we see that the traders’ demand for the unsafe asset is increasing 

in its numerator, the return, and decreasing in its denominator, the risk. The additional term in 

equation (10) shows that the noise traders’ demand is also proportional to their misperception 

of the assets’ price.  
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Since the holdings of the risky asset have to equal 1, a pricing formula can be derived from 

the following relationship, using equations (9) and (10): 

 ! ! !! ! !!! ! !!!! ! 

!! !
!

!! ! ! ! !!!!! ! !! !!!!!!! ! !!!  
(11) 

We see that the price of asset u at period t is a function of the riskless rate of return (r) the 

expected one-period ahead price of u, the variance of the expected price and the noise traders’ 

misperception. The fact that tpt+1 is our expected price, at time t, of the asset one period 

ahead, means that our expectation of future prices is always defined by our available 

information. It will also be the case that the expected price two periods ahead is based on our 

information at period t+1 (t+1pt+2) and so on, wherefore we can express the price of the unsafe 

asset by applying the law of iterated expectations: 

 !!!!! ! ! !!!! !!  (12) 

and therefore: 

 ! ! !!!! !!!! !!!! ! ! !!!! !!  (13) 

where I is the information set available at time t or t+i. By applying this rule and recursively 

solving equation (11) (De Long et al. (1990)) we find: 

 !! ! !! ! !! ! !!
!! ! ! !!

!

! ! !!! !!!!!!!  (14) 

As only the misperception of the noise traders create variance in the price and this is constant 

over time cf. equation (2), we can express the last term of equation (14) as follows: 

 
!!!!!!! ! !!!!!! ! !!!!!

!! ! ! (15) 

This result originates from equation (14) and is rather trivial when realizing that !t is the only 

stochastic variable and we already know its variance from equation (2). De Long et al. (1990) 

do not supply the derivation but we have come up with the following: 
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 !"# !! ! !! ! !!
!! ! ! !!

!

!  

! !"# ! ! !"# !!!
!! ! ! !"# !!!

!! ! ! !"# !!!
!  

! !"# !!!
!! !  

! ! !! !!"# !
!! ! ! ! !

!! !
!
!"# !! ! !"# !

!! ! !"# !!  

! !!!!!
!! ! ! 

(16) 

We can now express equation (14) without any expectations of the variance in the price one 

period ahead: 

 
!! ! !! ! !! ! !!

!! ! ! !!
!

! ! !!!!!!!
! !! ! ! (17) 

From the first term of equation (17) we see that the fundamental price of the unsafe asset is 1. 

The following three terms describe how it is affected by the misperceptions of noise traders. 

The second term of equation (17) is the present generation of noise traders’ effect on the 

price. If their misperception of the price is either over- or underestimated compared to the 

average mispricing they will drive the price either up or down, respectively, just as Summers 

& Summers (1989) and Haberer (2003) noted in section 2.3. It is clear that the larger a 

fraction of noise traders (µ) populate the market the more mispriced the asset price will be 

and therefore more volatile. The third term is the mean misperception, which can be 

interpreted as the price trend or “price pressure” as De Long et al. (1990) label it. The fourth 

term represents the uncertainty about next period’s noise traders’ perception of risk. As this 

risk (!!!) increases it drives down the price in the present period hence increasing the return 

of the asset from period t until t+1. It is exactly this compensation that informed traders’ 

request to invest in asset (u), since the absence of risk created by noise traders would have 

made the safe and unsafe asset perfect substitutes (De Long et al. (1990)). 

The demand functions, equation (9) and (10), and the pricing formula, equation (17), reveal 

many of the theoretical points discussed in section 2.3. From the demand functions, we see 

how noise traders are destabilizing by demanding more of the unsafe asset when their 
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misperception of the price is positive (! > 0) and less when it is negative (! < 0), where 

informed traders are stabilizing. This is also shown by the fact that all variance in the model 

is created by the noise traders’ misperceptions of the assets’ price. The assumption of no 

fundamental risk does stress the destabilizing effect of noise traders but the assumption itself 

seems unrealistic and introducing a fundamental risk into the model will change some of the 

results, as we shall see later. The other assumption, that noise traders’ and informed traders’ 

investment horizons are both equal and short, from time t to t+1, is not necessarily the case 

either, and, as De Long et al. (1990) note, could affect informed traders choices. If informed 

traders could invest over longer periods of time, they could buy low more securely, knowing 

that over time the price of the asset would revert to its fundamental price. It does, however, 

correspond to the point made by Eichengreen, Tobin & Wyplosz (1995), as we discussed in 

section 2.3.4, that informed traders might trade exactly as often as noise traders although 

against them. 

  

2.5.3 Relative expected return 
Contrary to what was proposed by Friedman, as we mentioned in section 2.2.2, noise traders 

have the possibility of receiving higher expected returns than informed traders with this 

model because the increased risk weeds out informed traders as the risk of betting against 

noise traders becomes too large (De Long et al. (1990)). We shall look at what factors affect 

this possibility of higher expected returns. Equation (18) shows the difference in returns 

between noise and informed traders !!!!! , which is given by subtracting the second term 

of equation (8) from the second term of equation (7) since these represent the returns of the 

noise and informed traders: 

 !!!!! ! !!! ! !!! ! ! !!!! ! !! !! !  (18) 

From the demand functions, equation (9) and (10), and equation (15) we know that the 

difference in demands can be expressed as follows: 

 !!! ! !!! !
!!

!! !!!!!!!
! !!

!! !!!!!
!! ! !

! !! ! !!!
!! !!!!!

 (19) 

From equation (19) we see that when the share of noise traders fall, i.e. µ decreases, the 

difference in demand increases. This can only be explained by noise traders and informed 
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traders betting against each other, i.e. taking positions of the opposite sign. The reason for 

this is that as noise trader risk diminishes it becomes safer for each type of trader to bet 

against the other to try to take advantage of the arbitrage created by the different beliefs of 

the price movement (De Long et al. (1990)), just as we argued in section 2.3.4. 

From the second term of equation (18) and our price function, equation (11), as well as 

equation (15), we can express the expected return on the risky asset as follows: 

 ! ! !!!! ! !! !! !!  

! ! ! !!!!! ! !! ! !
!! ! ! ! !!!!! ! !! !!!!!!! ! !!!  

! ! ! !!!!! ! ! ! !!!!! ! !! !!!!!!! ! !!!  

! !! !!!!!!! ! !!! 

! !! !!!!!
!! ! ! ! !!! 

(20) 

The expected return is thus increasing in the risk factor and decreasing in the noise traders’ 

misperception of prices. Since traders require a higher risk premium when the risk (!!!) 

increases, as expressed by the first term of equation (20), the return will increase. The second 

term of the equation explains that, as noise traders’ misperception of prices rise, the price of 

the asset rises, resulting in a lower expected return. The increasing misperception will attract 

more noise traders but deter informed traders from demanding the unsafe asset, resulting in 

the noise traders and the remaining informed traders being willing to pay a higher price for 

the asset. Combining equation (19) and (20) gives us equation (18) expressed as: 

 !!!!!! ! !! ! !!!
!! !!!!!

!! !!!!!
!! ! ! ! !!! ! !! !

!! ! !!!!
!! !!!!

 (21) 

Taking the expected value of equation (21) enables us to evaluate the situations in which 

noise traders earn a higher expected return than informed traders. De Long et al. (1990) do 

not show these calculations but it is easily done when realizing the following: 



!"#$#%%#&'$(%$)$!(*+,$')-$(,$#-&"),.#$/)'#$0(1)'+1+'2$3$4566$

$ $ 4<$

 !!! ! ! !! ! !! !  

! ! !!! ! ! !!!!! ! ! !! !  

! ! !!! ! ! !! ! ! !! ! 

! ! !!! ! !! ! 

! ! !!! ! !! ! ! !!! 

(22) 

By substitution we get that: 

 ! !!!!! ! ! !! !
!! ! !!!!
!! !!!!

 

! ! !! ! !! ! !

!! !!!!
! !!!  

! ! !! ! !! ! !

!! !!!!
!! ! ! !!!  

! !! ! !! ! ! !! ! ! !! ! !!!!
!! !!!!

 

(23) 

Equation (23) incorporates many of the aforementioned effects in describing the conditions 

necessary for noise traders to earn a higher expected return than informed traders. There are 

basically two effects working against them and two working for them. The first term of 

equation (23) is the mean misperception of the noise traders. As this increases, noise traders’ 

holdings of the risky asset increases and their return becomes larger compared to the 

informed traders who will not hold more of the asset. The reason for this is that it becomes 

too risky for informed traders to bet against the noise traders. 

When noise traders’ misperception of prices increases it also increases the price of the asset 

resulting in an overall decrease in the expected return. This is what the first term of the 

numerator expresses and exactly what we saw in our pricing formula, equation (17). 

The second term of the numerator describes how noise traders’ relative expected return 

decreases as the variance in their misperceptions of the price increases, although this is offset 

somewhat by the denominator of equation (23). The expression in the denominator works in 

the same way as it did in equation (17). As the noise traders’ risk increases the informed 
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traders are driven out of the market to a higher extent than the noise traders themselves. This 

furthermore diminishes the two effects of the numerator as the price is driven down because 

of the increased risk. Overall, this adds to an increase in the noise traders’ return relative to 

the informed traders’. 

The possibility of receiving higher expected returns as a noise trader suggests that it might be 

attractive for new traders to shift strategy to become either a noise trader or an informed 

trader depending on what strategy has performed best in the past. 

De Long et al. (1990) express this imitation of beliefs, as they call it, in the following way: 

 !!!! ! !"# !!!"# !! !! ! ! !! ! !!  (24) 

Equation (24) says that the number of noise traders in the next period is a function of the 

difference in return between the noise traders and the informed traders as well as some rate 

(#) at which new traders become noise traders, and that 0 ! µt+1 ! 1. The possibility of 

imitation makes the static share of traders (µ) in all previous equations stochastic (µt). De 

Long et al. (1990) assume # to be close to 0 to keep their equations simple. When # increases, 

young traders in period t have to estimate the effects of their realized returns on young 

traders’ decisions in period t+1. Keeping # close to 0 enables us to approximate µt+1 with µt. 

The former relative expected return of equation (21) then becomes:  

 !! !!!!! ! !! !
!! ! !!!!
!! !!!!!

 (25) 

From equation (25) we see that as µt decreases informed traders’ expected return becomes 

relatively larger than noise traders’ expected return. The reason being that informed traders 

will bet larger amounts against the positions of the noise traders and in the long run crowd 

out noise traders. The opposite is the case when µt becomes larger, and in the long run noise 

traders will crowd out informed traders. 

 

2.5.4 Introducing fundamental risk 
If we relax the assumption that there is no fundamental risk, and assume instead that asset (u) 

pays an uncertain dividend: 
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 ! ! !! (26) 

where $t is serially independent and normally distributed with zero mean and constant 

variance and uncorrelated with !t, we will see that the additional risk term !!!, which 

represents the fundamental risk, is added to the risk of the unsafe asset. This increases the 

total risk of asset (u) and puts a lower bound on the informed traders’ demand for the risky 

asset and an upper bound on the noise traders’ demand, as opposed to the case with no 

fundamental risk where their demands were unbounded. We know from equation (19) that the 

traders’ demands for the risky asset are unbounded in the absence of a fundamental risk; 

however the introduction of a fundamental risk bounds the traders’ demands as µ approaches 

0, as we see in equation (27): 

 !!! ! !!! !
!!

!! !!!!!!! ! !!!
! !!

!! !!! !
!!!!
!! ! !

 
(27) 

As the share of noise traders approaches 0, the difference in demand for the risky asset 

becomes at least: !!
!! !!!

. This is an intuitive result as the number of noise traders approaches 0 

they cannot hold the entire share of the risky asset due to the increasingly large holding of 

risk. Therefore, the informed traders are bound to have a positive holding of the risky asset. 

This leads to a decline in the fundamental price of the risky asset, which becomes: 

 !! ! !! ! !! ! !!
!! ! ! !!

!

! ! !!
! !!! !

!!!!
!! ! ! ! !! !!

! !!! (28) 

Thereby it gives a larger expected return than the safe asset because pt will be less than 1, cf. 

equation (28). The boundary that the fundamental risk creates ensures that ! !!!!! ! !! 
where it previously could be arbitrarily large. This can be seen by introducing the 

fundamental risk into equation (23):  

 ! !!!!! ! !! ! !! ! ! !!!

!! !!!
! ! !!!!

!! ! !

 (29) 

De Long et al. (1990) show that certain situations warrant noise traders to earn larger 

expected returns than informed traders, as Frankel (1996) also mentions in section 2.3.3. De 

Long et al. (1990) further go on to prove that as # approaches 0 the share of noise traders in 
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the market approaches 1. This proof suggests that under certain conditions noise traders have 

an influence on the price development in the long run. 

 

2.5.5 Implications of expected utility 
Until now the points made in the past sections have all been based on the assumption that 

traders want to maximize their return when in fact they might want to maximize their utility 

as we mentioned in the beginning of section 2.5. Since informed traders want to maximize 

their true expected utility, any rise in the noise traders’ expected returns must be followed by 

an increase in risk large enough to result in a lower level of utility, if not, informed traders 

would follow the strategy of the noise traders. De Long et al. (1990) explain that noise 

traders’ utility falls or rises the same amount when !* either rises or falls by some value. 

Furthermore, when !* > 0 noise traders have the possibility of earning higher expected 

returns than informed traders but when !* < 0 noise traders will earn both lower expected 

returns and utility compared to informed traders. 

If traders focused on maximizing their utility they would also base their imitations of belief 

on the previous utility levels of the two different trading strategies. As we saw in equation 

(3), the traders have concave utilities, which mean that a decline in returns is punished more 

severely in the level of utility than an increase. Therefore, new traders would switch away 

from a strategy in much larger numbers in the case of past low returns, than they would 

switch to a strategy in case of past high returns. As we described before, informed traders will 

on average maximize their true expected utility over time, which in the long run will give 

them a higher utility than noise traders since their misperceptions are normally distributed 

and their negative misperceptions are punished more than their positive misperceptions are 

rewarded in realized utility. De Long et al. (1990) show that when # approaches 0 the share 

of noise traders in the economy will disappear.  

 

2.5.6 Introducing a security transaction tax 
From De Long et al.’s (1990) paper, which was discussed in the last sections, we know how 

both noise traders and informed traders behave under certain conditions. Song & Zhang 

(2005) expand De Long et al.’s (1990) model with fundamental risk to include both a 

liquidity risk (!!!), to capture uncertainties about the liquidity of the risky asset from changes 
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in the trader composition as well as a security transaction tax (!) to see how this affects the 

volatility of the risky asset. The liquidity risk is meant to resemble the view of Friedman, 

namely that a decrease in trading makes the price discovery process more rigid thereby 

creating more volatility. Song & Zhang (2005) find that the price volatility of the risky asset 

(V) can be expressed as: 

 
! ! !!!!!!! ! !!!!!

!! ! ! !! ! ! !
!!!!!!

!! ! ! !! ! ! !!!!!!! ! !!!
!
 (30) 

Rearranging equation (30), Song & Zhang (2005) obtain an expression that relates the ratio of 

noise traders (") to volatility (V): 

 !!!!! ! !! ! ! !! ! !! ! !!!!!! ! ! !!! ! (31) 

Plotting this nonlinear function between " and V into a graph at three different tax levels, 0, 

0.5 and 1 per cent, we get Figure 3: 

 

Figure 3 - The ratio of noise traders (") to volatility (V) with a 0, 0.5 and 1 per cent tax level. 

Looking at Figure 3 and equation (31) it is noticeable that when V approaches 0 the tax (!) 

loses its impact, but we assume that Song & Zhang (2005) do not expect that the volatility 

can reach 0, and have therefore not commented on it. Furthermore, from Figure 3 we see that 

when ! increases the XE curve shifts upward, which is also expressed by equation (30). We 
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also find that on the left branch of the XE curves an entry of additional noise traders increases 

volatility while on the right branch we see the opposite. When XE is at its maximum the 

share of noise traders equal 1. Song & Zhang (2005) argue that there are two forces affecting 

the number of new entrants and the volatility of the asset. An increase in noise traders on the 

market also leads to an increase in the amount of noise, exactly as we saw in the second term 

of equation (14). The increasing noise makes it more difficult for the existing traders to 

predict the future value of the asset and so the marginal noise trader entering the market has a 

negative externality effect on the pre-existing traders. As the number of noise traders rise and 

their negative effect decreases, as seen by the line XE’, the ability to share the added risk 

among the noise traders increases. Therefore, if looking at Figure 3 it appears that for a low 

level of volatility the negative externality effect dominates and for levels of volatility larger 

than V’ the risk-sharing effect outweighs the negative externality effect. In this case 

speculative trading can become stabilizing, as volatility decreases in line with the increased 

share of noise traders.  

Song & Zhang (2005) find the optimal entry decisions for the noise traders, by setting their 

modified version of equation (29) equal to 0: 

 
! !!!!! ! !! ! ! !!! ! !!!

!! ! ! !!!
 (32) 

They further assume that a noise trader enters if ! !!!!! ! !, that he will not enter if 

! !!!!! ! ! and that the noise trader will be indifferent between entering or not 

when!! !!!!! ! !. Solving for the share of noise traders (") gives us: 

 ! ! !!!!
!! ! ! !!!

! ! !!!  (33) 

Plotting this into Figure 3, denoted by NE, we see that above the line the noise traders earn 

higher returns than the informed traders and below the line we see the opposite. At the line, 

where NE intersects the XE curve, the noise traders are indifferent between entering or not, 

as the return of both noise and informed traders are the same. This is illustrated by the two 

equilibriums L and H. 

As described in section 2.2.2 an increase in the tax (!) tends to reduce the demand from both 

the noise traders and the informed traders. This can also be seen from equations (9) and (10) 

if the tax term (!) is added: 
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!!! !

! ! !!!!! ! !! ! !! ! !!
!! !!!!!! ! !!!!

 (34) 

and   

 
!!! !

! ! !!!!! ! !! ! !! ! !!
!! !!!!!! ! !!!!

! !!
!! !!!!!! ! !!!!

 (35) 

Even though this affects both types of traders it will affect the informed traders more as they 

are more sensitive to changes in !. As !!!  decreases more than !!! we see from equation (11) 

that the share of noise traders must increase, since the holdings of the unsafe asset has to 

equal 1. The increase in the share of noise traders to informed traders brings about an 

increase in volatility due to the added uncertainty created by the increased misperception of 

prices. This affect is dubbed the liquidity effect by Song & Zhang (2005), which corresponds 

to the theory of Friedman (1953). 

From Figure 3 we see that an increase in the tax shifts the EX curve upward, causing new 

equilibriums where noise traders are indifferent to entering the market or not. In the 

equilibrium L, the effect of a higher tax will lead to a decrease in the share of noise traders 

and lower the volatility creating a new equilibrium L’. When moving from equilibrium H to 

H’ the effect will increase volatility described by the liquidity effect earlier in this section.  

Song & Zhang (2005) conclude that in the presence of noise trader risk, fundamental risk and 

liquidity risk the view of both Keynes and Friedman can exist when introducing a Tobin tax, 

depending on the trader composition, as we just saw from Figure 3. On one hand they argue 

that when the share of noise traders in the market is low and the negative effect of a marginal 

noise trader dominates the risk-sharing effect, a Tobin tax will drive some of the existing 

noise traders out of the market, moving the equilibrium from L to L’. This will reduce the 

volatility since there will be less risk to share between the remaining traders. When the risk 

decreases it becomes safer for informed traders to enter the market and bet against noise 

traders, wherefore the share of informed traders compared to noise traders increases and µ 

decreases, as seen in equation (19). On the other hand they argue the opposite if moving from 

equilibrium H to H’, where the share of noise traders dominate the informed traders. Based 

on the market behaviour explained in this section it is clear that the tax effect market 

volatility in different ways depending on the market composition and the pre-existing level of 

volatility. Song & Zhang (2005) further point out that minor economies often are associated 
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with lower volatility and a smaller share of noise traders, whereas major economies are often 

related to higher volatility. 

 

2.5.7 Summary 
The first and most basic model proposed by De Long et al. (1990) was based on the 

assumption of no fundamental risk in the market. This showed how noise traders alone could 

create risk by their misperception of prices. The destabilizing nature of the noise traders 

means that the larger a fraction of noise traders the more volatile the market will be, as 

proposed by Tobin and Keynes, cf. sections 2.1 and 2.2.1, respectively. Furthermore, De 

Long et al. (1990) assume that both noise traders’ and informed traders’ investment horizons 

are equally long, which contradicts Tobin’s and Keynes’ view of the market where noise 

traders trade more frequently than informed traders. Eichengreen, Tobin & Wyplosz (1995) 

although points out that this might be the case, since informed traders could use noise traders’ 

frequent mispricing to bet against them. 

When noise traders and informed traders bet against each other in a market with no 

fundamental risk, De Long et al. (1990) shows that noise traders will receive a larger 

expected return compared to informed traders when the noise traders mean misperception of 

the price is positive, and vice versa when their mean misperception is negative. De Long et 

al. (1990) assume that if traders are return maximizing, contrary to utility maximizing, new 

traders will imitate noise traders or informed traders with equal probability. This is due to 

noise traders’ misperception of prices being normally distributed giving equal probability to 

positive or negative returns. They go on to show that when fundamental risk is introduced to 

the market, noise traders’ will tend to earn higher expected returns because of the added risk, 

which informed traders will be reluctant to take on. This results in noise traders being able to 

receive higher expected returns in the long run, wherefore imitating new traders will adopt 

the noise trading strategy and crowd out informed traders over time. If traders on the contrary 

are utility maximizing then informed traders will crowd out noise traders in the long run, as 

noise traders are punished more severely for their negative returns. Although, De Long et al. 

(1990) believe that traders are most likely return maximizing. 

Song & Zhang (2005) introduces liquidity risk and a transaction tax to the model. They find 

two equilibriums in the relationship between volatility and the share of noise traders, where 

noise traders and informed traders expected returns are equal. One for the case of low 
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volatility (L), which Song & Zhang (2005) associates with minor economies and one for the 

case of high volatility (H), which they associate with major economies. When introducing a 

tax the share of noise traders will rise in H. This is due to a larger decrease in informed 

traders’ demand than noise traders’, which increases the share of noise traders creating more 

misperception and uncertainty of the unsafe asset’s price, i.e. increasing the volatility. For the 

equilibrium L the opposite applies.  
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3 Methodology 
The following subsections of chapter 3 will introduce the reader to the variables used in the 

forthcoming regression model based on a discussion of previous research methods and their 

statistical strength. Section 3.1 discusses the pros and cons between different methods of 

analysis, such as time series or inter-temporal. Sections 3.2.1 and 3.2.2 discuss the pros and 

cons between different measures of transaction cost and volatility, respectively. In section 3.3 

we describe what factors determine the bid-ask spread and in section 3.4 we note the problem 

of endogeneity and describe why we find previous approaches to solving this problem 

insufficient as well as what methods that possibly could solve the problem. 

 

3.1 Method of study 
Even though Tobin’s suggestion was intended for currency transactions, many studies on 

stocks have been made. The reason for this is that information regarding stocks is easily 

accessible. Since stocks are traded on organized exchanges one can easily obtain data on 

volume, turnover, prices and much more, which is not publicly available for currencies. This 

of course requires the researcher to assume that the currency and stock market are 

comparable and that volatility in the currency market reacts to changes in costs in the same 

manner as stocks. We do not see any reason why the volatility in currencies should react in 

the opposite manner as stocks and therefore we find it reasonable to compare the results on 

studies based on stocks with our expectations for the results of our own study on currencies. 

Since Tobin proposed his security transaction tax in 1972, several attempts have been made 

to determine the statistical relationship between the transaction costs of trading and the liquid 

asset’s volatility, thereby validating some of the more theoretical arguments from section 2.3. 

These studies can be divided into two categories.  

First, there is the single data point or inter-temporal method used by, amongst others, Umlauf 

(1993), Jones and Seguin (1997), Ronen and Weaver (2001) and Bessembinder (2003). In 

these type of studies the volatility before and after some arbitrary event is compared to see if 

there is any change. Umlauf (1993) measures the volatility around the introduction of first a 

1% tax on transactions and later an increase of the tax to 2% as mentioned in section 2.1. In 

Jones and Seguin (1997) the arbitrary event is a one-time decrease in the brokers’ 

commission on the New York Stock Exchange (NYSE) or the American Stock Exchange 
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(AMEX). Ronen and Weaver (2001) and Bessembinder (2003) both look at a sudden change 

in the tick size on stock prices. 

The historical findings from the first method all find a positive relationship between 

transaction costs and volatility - although some of the results seem to be rather weak. Umlauf 

(1993) only finds that an introduction of a tax on the Swedish stock market does not decrease 

volatility on a set of Swedish stocks compared to the same set of stocks traded on the London 

stock exchange. This cannot be considered a direct positive relationship between cost and 

volatility, but neither a negative one. Jones and Seguin (1997), on the other hand find a 

positive relationship between cost and volatility on stocks traded on NYSE and AMEX, 

although they realise that their use of brokers’ commissions as a proxy for transaction costs 

might not be sufficient. Furthermore they find the same reduction in volatility on Nasdaq, 

which they use as a control market. Ronen and Weaver (2001), and Bessembinder (2003) 

who use one-time tick size changes also find that a reduction in the tick size results in a 

reduction in volatility. It should be mentioned that a reduction in tick sizes gives way for a 

reduction in the bid-ask spread, which can be used as a proxy for transaction costs (Harris 

(1999)). We will explain why this is the case in section 3.2.1.  

Second, there are studies based on time-series where the arbitrary event is not determined by 

a single point in time, but rather a characteristic of the asset itself, such as price. 

Bessembinder (2000), Bessembinder and Rath (2002) and Hau (2006) also use tick size 

changes but in these studies the change in tick size is dependent on the price of the stock. 

Bessembinder (2000) looks at the volatility of stocks on Nasdaq when the prices of the stocks 

are either above or below $10 where the tick size changes from 1/8 dollar to 1/32 dollar, 

respectively. Hau (2006) exploits the same situation on the French stock market where the 

tick size increases from 0.1 French francs to 1 French franc when the stock price increases 

above 500 French francs. Mulherin (1990) evaluates stock price volatility over a period from 

1934 to 1987 by using the margin requirement as a measure of costs and Aliber, Chowdhry & 

Yan (2003) define discrepancies in the interest rate parity as transaction costs of currency 

futures. 

Bessembinder (2000), Bessembinder and Rath (2002), Aliber, Chowdhry & Yan (2003) and 

Hau (2006) who all use changes that are independent of time come to the same conclusion; 

that an increase in costs will result in an increase in volatility. The same is the case for 

Mulherin (1990) - although he describes his results as somewhat weaker. 
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These different approaches have pros and cons, which are usually a trade-off between ease of 

implementation and the statistical power of their results. The following discussion of the pros 

and cons of the methods relies a great deal on Hau’s (2006) critique of the methods that 

preceded his own study. The first method of using a single data point has the advantage of 

being very easy to implement. There are quite a few examples in history of one time 

regulatory changes, which is also shown by the amount of studies that utilize this method. 

The problem is that the method assumes that nothing but the one regulatory change affects 

volatility. This assumption might be valid if the volatility is measured very closely before and 

after the event, though over time, especially after the event, other factors such as changes in 

the underlying market will most likely also influence the volatility. Since the change is not 

measured separately from a fixed point in time it is difficult to conclude anything about the 

effects on time-varying volatility. 

The second method can be divided into two parts. Namely the use of tick size changes alone 

and the additional use of other explanatory variables e.g. market volatility and volume. The 

use of only tick size changes is a stronger statistical method than the one described above. 

The reason for this is that the analysis is based on characteristics of the stock itself and is in 

this way independent of time. Even though the method is stronger statistically than the single 

data point method, it is still difficult to conclude that the change in tick size should be the 

only explanation for the change in volatility. Hau (2006) tries to correct this problem by using 

a model based on panel data where he studies the effect of a tick size change as well as the 

effect of other variables such as lagged volatility and several dummies. Aliber, Chowdhry & 

Yan (2003) also set up a time-series model where they regress volatility on their measure of 

transaction costs, lagged volatility, volume and a time trend. The difficulty with this sort of 

method lies in obtaining the data for all the explanatory variables as well as in the increase in 

possible statistical problems such as multicollinearity. 

The results obtained from previous research seem to all paint the same picture, of a positive 

relationship between transaction costs and volatility in currency and stock prices. These 

results point in the direction that informed traders dominate the market, which is somewhat 

different from the majority of researchers’ conclusions on the subject, as we saw in section 

2.3. 

We choose to base our forthcoming model on a multiple variable time-series model, as this, 

according to the above discussion, is the strongest statistical method. We would, although, 
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expect to see a similar result as the aforementioned papers and find either a positive 

significant or a negative insignificant relationship. 

 

3.2 Method of measurement 
In this section we will discuss the pros and cons of different measures of cost and volatility 

used in previous research, which will lead to the measure that we will use in our forthcoming 

models. 

 

3.2.1 Cost 
When using a time-series model where our measurements of cost and volatility are not 

dependent on a fixed point in time, but rather accepts that volatility as well as cost is time 

varying there are many different ways to measure these variables. 

In the early years after Tobin’s suggestion of a security transaction tax Frenkel & Levich 

(1975, 1977 & 1979) used deviations in the theoretical triangular arbitrage model as a 

measurement for transaction costs when trading currency. From the standard equilibrium 

model we know that 

! ! !
! ! ! ! !!

! ! !! (36) 

where F is the forward exchange rate, S is the spot exchange rate and i and i* are the 

domestic and foreign interest rate, respectively. Frenkel & Levich (1975) then introduce a 

cost, defined as: 

! ! !! ! !! !! !! !! !! !!  (37) 

into the equilibrium which creates the possibility of a neutral band around the original 

equilibrium. The total amount of costs (%) is a multiple of a transaction cost on the sale of 

domestic securities (t), a purchase of foreign currency at spot price (tS), a purchase of foreign 

securities (t*) and a sale of foreign currency at forward price (tF) (Frenkel & Levich (1975)). 

Without going into too much detail about Frenkel & Levich’s derivation of their final model 

it can be written that they end up with the following lower and upper limit for when it is 

profitable to trade in currencies with a transaction cost (Frenkel & Levich (1977)): 
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! !! ! ! !! !!
!! !! ! ! ! !! ! ! ! !! !!

! !! !!  (38) 

where p is the forward premium, or left hand side of equation (36). To be able to define the 

band of equation (38) as the cost of trading Frenkel & Levich have to assume that the 

currency market is efficient enough to eliminate all profit opportunities in the market 

(Frenkel & Levich (1975)). When doing so, discrepancies in the equilibrium of equation (36) 

can be assumed to be transaction costs alone. 

An empirical look at the difference between the left and right hand side of equation (36) 

would reveal any transaction costs; cf. Frenkel & Levich’s assumptions, which could then be 

held up against the volatility of the currencies in question. We find this method of 

measurement for our costs rather troublesome compared to some of the other methods we 

will discuss shortly. As McCormick (1979) and Aliber, Chowdhry & Yan (2003) mention, a 

grave error in Frenkel & Levich’s research is that they have not managed to use synchronous 

recorded prices across markets. For Frenkel & Levich this makes their results much less 

reliable as McCormick (1979) shows by using the same method on synchronously recorded 

prices. It is therefore possible to obtain synchronously recorded prices but other 

measurements of costs, which we will discuss in the following, will eliminate that 

complication completely. Further, Frenkel & Levich’s assumption about the efficiency of the 

financial market can be avoided. 

In Roll (1984) a new measure of the implied bid-ask spread, to be used as a measurement for 

transaction costs, is proposed. Roll (1984) assumes, as Frenkel & Levich (1975, 1977 & 

1979) did, that the financial market is efficient and that only new information can change 

prices. Based on this assumption Roll is right to conclude that a fall (rise) in price can only be 

followed by a subsequent rise (fall), as no buyer (seller) would sell (buy) at a lower (higher) 

price than they bought (sold) it for – at least without any new information available to the 

market. On the basis of this assumption and the probability of the next price being either 

higher or lower than the previous one, he finds the covariance of price changes to be (Roll 

(1984)): 

!"# !!! !!!!!! ! !
! !!! ! !! ! !!!

!  (39) 
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where p is the price of the currency and s is the bid-ask spread faced by dollar-weighted 

average traders. Rearranging equation (39) we can express the spread as a function of the 

covariance: 

!!
! ! !!"! !!! !!!!!! ! ! ! ! !!"# !!! !!!!!!  (40) 

From equation (40) we see that the assumption that the covariance is always negative is an 

important one or else the spread would not be calculable, which is also Aliber, Chowdhry & 

Yan’s (2003) problem for some of their observations. Again, we find the assumptions that the 

measure is based on too weak and moreover possible to avoid. Roll (1984) notes that a 

comparison between his daily and weekly-based results suggest informational inefficiency, 

which is one of the main assumptions he makes. 

Roll (1984) is right in using a proxy for the bid-ask spread as a measure for transaction costs 

as we shall see in a moment, and as he mentions himself, the true bid-ask spread would have 

been his best choice. The problem with studies done in around 1984 is that the available data 

was limited or expensive to obtain. 

If we look at research done through the first decade of the new millennium, we see that 

Ronen & Weaver (2001), Hau (2006) and Lanne & Vesala (2006) are using the quoted bid 

and ask prices publicly available to compute the bid-ask spread as a substitute for transaction 

costs. One criticism of the bid-ask spread is put forth by Aliber, Chowdhry & Yan (2003). It 

states that the quoted bid and ask prices are in reality not those charged by the banks, and that 

non-bank customers might also endure other costs such as the dealers fee, possible costs for 

acquiring expertise, exposure management services and trading systems. As an alternative, 

they propose a variant of Frenkel & Levich’s method where they look at the arbitrage 

between different forward rates and the corresponding risk free rates of interest.  

Although, one reason to consider bid-ask spreads instead of any arbitrage model is that it is 

much easier to implement, as it is sufficient with two variables compared to four and we do 

not have to worry about non-synchronous recording of prices as Frenkel & Levich (1975, 

1977 & 1979), as the bid and ask prices are not measured across exchanges. As done in 

Ronen & Weaver (2001) and Lanne & Vesala (2006), partly in Hau (2006) we look at the 

bid-ask spread as a measure of transaction costs. We use the spread to calculate the 

percentage costs (C) of the cost free fundamental price (S). To do this we assume that the 
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spread between the bid-price (!!) and S is proportional with the spread between the ask-price 

(!!) and S so that we have: 

 ! ! !!
! ! !! !!! ! !!!! !! (41) 

 !! ! !
! ! !! !!! ! !!!! !! (42) 

To calculate C we have to eliminate S as it is not a given figure. To do so we isolate S in 

equation (42) and replace it in equation (41): 

 !! !
!! !! !
! ! !  

! ! ! !!! ! !!!! ! !!
 

(43) 

The first thing noticeable with this measure is that the costs are calculated as a percentage of 

the cost-free price. This means that when we regress volatility on costs we can easily see 

from the estimated beta value what will happen with volatility given a one-percentage point 

change in costs. This will further correspond to introducing a Tobin tax, which is a 

percentage of the traded value. It should also be noted that the bid-ask spread requires no 

assumption about the market efficiency as was required by Roll (1984) and Frenkel & Levich 

(1975, 1977 & 1979). 

 

3.2.2 Volatility 
It seems that mainly two methods have been used to calculate the volatility in either stocks or 

currencies. Namely the return standard deviation suggested by French, Schwert & Stambaugh 

(1987) and used by Mulherin (1990), Umlauf (1993), Bessembinder & Rath (2002) and 

Bessembinder (2003) and the log range estimator suggested by Alizadeh, Brandt and Diebold 

(2002) and used by Hau (2006). 

The return standard deviation is based on classic additions of variance as seen in equation 

(44). It usually uses daily returns on the security in question, be it stocks or a currency. One 

of the advantages of this measure is that it easily allows for additions of variances over a 

week or a month of data. Furthermore, it is a volatility measure that is commonly used in a 

number of financial areas (French, Schwert & Stambaugh (1987)): 
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(44) 

French, Schwert & Stambaugh (1987) assume the mean daily return denoted by ! ! !, which 

we find reasonable, wherefore it is easy to see that we arrive at the following: 

 
!!"! ! !!"!

!!

!!!
! ! !!"!!!!!!

!!!!

!!!
 (45) 

In equation (44) variance is denoted by &2, r is the daily return and Nt is the number of days 

in the period, e.g. month. 

The other volatility measure is the log range estimator, which is based on the high and low 

prices within a given time period, e.g. an hour, as in Hau (2006), and originally expressed in 

Alizadeh, Brandt and Diebold (2002) as: 

 !" ! !!"! !!! ! ! !" !"#
!"!!! !!! !

!! ! !"#
!"!!! !!! !

!!  (46) 

where iH and (i+1)H are the time interval and sup s and inf s are the maximum and minimum 

prices of the security within the interval, respectively. This measure has several advantages 

over the return standard deviation. First, as Alizadeh, Brandt and Diebold (2002) argue, it is 

more efficient because it measures the variance based on the highest and lowest prices within 

a time interval instead of the opening and closing prices. In this way, it captures high 

volatility within the time interval even if the opening and closing prices are close to each 

other. Second, the natural logarithm gives the range near Gaussian qualities. Third and last, 

the range is a more robust measure in dealing with the so-called bid-ask bounce. The bid-ask 

bounce is mostly present in the stock market where tick sizes are defined externally, opposed 

to the currency market’s PIPS, which are defined by the market, as we will explain in section 

3.3. Ticks or PIPS result in small biases from the true price in every transaction as the bid or 

ask price will resemble the closest tick or pip to the true price (Hau (2006)), which we will 

explain more detailed in section 3.3. We will not go into details, but Alizadeh, Brandt and 

Diebold (2002) show that as transactions tend to go back and forth between the ask and the 
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bid price, this deviation from the true price drives up the volatility although far less when 

using the range estimate than with the standard deviation. 

Much of the research in this section uses some form of transaction costs measure, which is 

either a one-time change in regulations or a tick size change prompted by a change in the 

value of the security. Either way, Umlauf (1993), Jones and Seguin (1997), Ronen and 

Weaver (2001) and Bessembinder’s (2003) measures of volatility could be compared before 

and after any of these events to test for differences. Our time-series method requires us to use 

comparable measures of both transaction costs and volatility to enable us to interpret how 

changes in the former effects the latter. On this account the log range estimator of volatility 

and its many advantages have inspired us to use a variant of said method. 

To keep the notation and structure of our transaction costs measure we continue with Hau’s 

(2006) range estimate: 

 !"#$%! ! !
!"#!!!!!!!!!!!!!"#!!!!!!!!!!
!"#!!!!!!!!!!!!!!"#!!!!!!!!!!

 (47) 

where !"#!!!!!!!!!!!is the maximum price over a fixed interval It and !"#!!!!!!!!!! is the 

minimum price. Equation (47) is the non-logged variant of equation (46) expanded to give us 

the percentage volatility of the mid-price, Smid, within the interval, It. We assume that the 

distance between Smax and Smid equals the distance between Smin and Smid, the same method 

used in our cost measure. This is why we do not find it necessary to multiply the range by 

two like in Hau (2006). Moreover, Hau (2006) also takes the natural logarithm of the range, 

as Alizadeh, Brandt, and Diebold (2002). For now, we will continue with the range found in 

equation (47) as taking the natural logarithm only complicates the interpretation of the 

forthcoming models’ results, and further that it only features a near normal distribution. We 

will look into the matter of the natural logarithm in section 6.4.2.3. 

 

3.3 Bid-ask spread determination 
The determination of the bid-ask spread is based on several factors. The two main factors are 

the dealer fee and the cost following the risk of holding the asset. The dealer fee covers the 

service the dealer provides, possible costs for acquiring expertise, exposure management 

services and trading systems. The costs of holding the asset can be seen as a risk premium to 

the dealer to compensate for the risk he takes while the transaction occurs. Furthermore, size 
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and number of trades for a given currency are also potential factors when measuring the risk 

the dealer imposes by holding the asset. The more liquid the market for a given currency is 

the easier it is to sell, and therefore the risk of holding it decreases and thereby the bid-ask 

spread narrows. 

Sarno & Taylor (2001) add a third factor: the cost of adverse selection. They believe that an 

adverse-selection problem arises because the dealers cannot distinguish between liquidity-

motivated and insider traders so the dealers have to widen the spread. This results in a gain 

from trading with the liquidity-motivated traders, which should cover the loss from trading 

with the insider traders, and thereby work as a defence against adverse-selection. Even 

though this argument seems very interesting, Sarno & Taylor (2001) adds that this is not 

something that can be measured and therefore has not been proven. 

Furthermore, the way the spread widens and narrows is dependent on pips. Pips are the 

smallest price variation that a particular exchange rate can process; in other words, it is the 

minimum increment in which the exchange rate can change. For example, 1 pip = 0.0001 for 

EUR/USD, or 0.01 for USD/JPY. This means that if the true fundamental exchange rate in 

the case of EUR/USD is priced with more than four decimals the bid and ask prices would 

have to be rounded up or down to the nearest pip - either the maximum or the minimum pip. 

This will widen or narrow the spread, and therefore be biased compared to the true spread 

matching the true amount of risk where more than four decimal might be used. The scenario 

where the spread will widen because the nearest pip lies below the bid price and above the 

ask price is displayed in Figure 4. 

 

Figure 4 - Bid-ask spread. The figure shows how the true spread in this case will widen if the exchange rate is priced with 
more than four decimals. 
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3.4 The problem of endogeneity 
A general problem when researching the relationship between transaction costs and volatility 

in the currency market is the existence of endogeneity. On the one hand a change in the 

transaction costs, and thereby a change in the bid-ask spread, will lead to a change in the 

behaviour of the market participants, and the following increase or decrease in trading will 

lead to a change in volatility as explained in section 2.5. On the other hand, a change in 

volatility will induce dealers to adjust the bid-ask spread to cover the new risk as we 

explained in section 3.3. The inherent relationship between costs and volatility is shown in 

Figure 5.  

 

Figure 5 – The endogeneity problem inherent in the relation between transaction costs and volatility in the currency market. 

When endogeneity between the dependent and independent variable is a natural result of their 

theoretical relationship, it becomes increasingly difficult to conclude anything about the 

direction of causality and the regression results become difficult to interpret. 

The problem mainly exists when both volatility and transaction costs are considered as time 

varying and are measured over time. Inter-temporal research methods or tick-size change 

methods does not display this problem as the change in transaction costs is exogenous.  

Few previous attempts at correcting for this problem have been done in time-series analyses, 

and the attempts made seem insufficient to us. Aliber, Chowdhry & Yan (2003) who use 

discrepancies in the interest rate parity as a measure of costs, argue that the transaction costs 
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of exchange rate futures (Cf,t) could be affected by the fundamental volatility (#t), i.e. the 

non-excessive volatility, and some exogenous change in transaction costs, i.e. the error-term 

in equation (48).  

 !!!! ! !! ! !!!! ! !!!! (48) 

They go on to say that they can model the exchange rate futures’ volatility as a function of 

fundamental volatility as well as the exogenous change in transaction costs, based on the 

assumption that volatility is also explained by transaction costs. 

 !!!! ! !! ! !!!! ! !!!!!! ! !!!! (49) 

They assume that the same relations are true for the spot rate, where the symbols in equations 

(50) and (51) are the same as before although denoted by a subscript s to signify their 

representation of the spot rate.  

 !!!! ! !! ! !!!! ! !!!! (50) 

 !!!! ! !! ! !!!! ! !!!!!! ! !!!! (51) 

Since the fundamental volatility is not observable in the market they use the spot rate 

volatility as a proxy in the modelling of the exchange rate futures volatility.  

 !!!! ! !! ! !!!!!! ! !!!!!! ! !!!!! (52) 

They further assume that exogenous changes in transaction costs have zero mean and some 

undefined standard deviation. We understand this to mean that exchange rate futures 

transaction costs are only affected by fundamental volatility in the long run and that 

speculating in futures is synonymous with the trading behaviour of informed traders’. This 

assumption seems reasonable for the futures market as it covers a longer time horizon than 

speculation in the spot rate market, and therefore speculation in the futures market might be 

more in line with fundamental values cf. section 2.3. Contrary, it seems questionable to 

assume the same about spot rate speculation, which, according to empirical results, is more 

likely to consist of noise trading. 

A general problem with the proposed endogeneity solutions in the literature, as well as with 

Aliber, Chowdhry & Yan’s (2003), is that they assume it to be sufficient to use some form of 

fundamental volatility as a correction for the problem. We do not see how this solves the 
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problem. Introducing fundamental volatility into the model only seems to split up the effect 

transaction costs and fundamental volatility has on the excess volatility. 

Lanne & Vesala (2006) follow the research method of Aliber, Chowdhry & Yan (2003) 

although they try to simplify the solution to endogeneity proposed by Aliber, Chowdhry & 

Yan (2003) by using the money-market headline news as a proxy for fundamental volatility. 

Even though this method is simpler than the previous one explained it adopts the same 

problems and does not help solve the problem. 

Dealing with endogeneity in the model is best done by the use of instrumental variables. To 

do so in this case, one would have to find some variable only correlated with transaction costs 

and not the error term of the model, thereby affecting volatility through transaction costs 

only. 

An instrument must satisfy two assumptions. It has to be relevant, meaning that it has to be 

correlated with the endogenous variable of the OLS model – in our case cost. Second, it has 

to be valid, meaning that it has to be exogenous and uncorrelated with the dependent variable 

of the OLS model (Johnston & DiNardo (1997) and Verbeck (2004)). 

It is difficult to test for endogeneity because it is often a theoretically based intuition. In 

section 5.2 we will test for granger causality between the variables in our models. From the 

results of our granger tests we hope to be able to conclude at least something about the 

statistical causality between the variables. In chapter 6 we will run traditional OLS regression 

models to determine the relationship between cost and volatility, and be able to compare our 

results with previous research. In section 7.3 we will propose our own solution to the 

endogeneity problem using an instrumental variable. 
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4 The data 
During chapter 4 we will look at from where we have obtained our data and what it consists 

of (section 4.1) as well as how it behaves. In section 4.2, 4.3 and 4.4 we will describe the 

structural breaks during the time period from which we have data, as well as normality and 

stationarity for cost, volatility and VIX, respectively. In section 4.5 we will briefly explain 

the attractiveness of volume and transactions as variables, but regret to inform that we have 

not been able to obtain this data. Section 4.6 gives an overview of the variables’ development 

over time and in relation to each other. 

 

4.1 Collected data 

Our data has been collected through Thomson Reuters via Datastream. Thomson Reuters is a 

collaboration of over 1,100 banks throughout the world and their data consists of interbank 

transactions. Interbank transactions account for roughly 95% of the world’s total currency 

transactions (Aliber, Chowdhry & Yan (2003)), this is the reason we believe that this gives us 

the best estimate of the true image. 

We have collected data for four of the most traded currencies in the world: GBP, CHF, JPY 

and EUR where all of them are traded against the USD. The currency pairs we are looking at 

are therefore: GBP/USD, CHF/USD, JPY/USD and EUR/USD. 

The collected data comprises of daily observations for the minimum and maximum traded 

prices pr. day as well as the daily closing bid and ask prices. This gives us 5,429 observations 

for each currency from 01-01-1990 to 10-22-2010. Since the Euro was first introduced to the 

market on the 01-01-1999 we have 3,081 observations for this currency. 

Throughout chapter 4 we will focus on the treatment of GBP and only comment on the other 

currencies if they differ substantially from how GBP acts. Going through all the currencies 

we found that most of their characteristics were the same, and therefore the treatment of 

CHF, JPY and EUR will be found in Appendix 1 to Appendix 5. 

 

4.2 Costs 

In this section we will quickly recap the measure of cost and discuss the data’s statistical 

properties such as normality and stationarity, which are important assumptions of a multiple 
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variable time-series model. Furthermore, we will determine the structural breaks in cost over 

time, which we will use to divide our forthcoming model into time periods. 

 

4.2.1 The cost measurement 

Based on our review of previous research and because transaction costs are not explicitly 

quoted in the exchange rate market we have decided to use the method also used by Ronen & 

Weaver (2001) and Lanne & Vesala (2006) described in section 3.2.1 to calculate our 

transaction costs: 

 ! ! !!! ! !!!! ! !!
 (53) 

Considering our data, we do not have the problem regarding additional transaction costs 

described by Aliber, Chowdhry & Yan (2003), as it is comprised of wholesale quotes charged 

between banks and not between banks and non-bank customers (Reuters (2010)). This means 

that costs implied by our bid-ask spread is strictly transaction costs.  

In Figure 6 the exchange rate, the average weekly cost measure and the daily bid-ask spread 

are displayed. Looking at the spread we find that from 01-03-1990 to around 04-30-2002 it 

seems that the spread keeps changing mainly between three different bands. From 04-30-

2002 to the end of 2010, we see a little more variation but the spread still moves in bands. 

Because of this small variation, the daily cost measure will behave in approximately the same 

way, and thus we have decided to take a weekly average of the costs. Furthermore as a 

moving average works as a simplified Gaussian filter (Smith (1997)) we believe that the 

weekly average to some degree works in a similar way. The reason why we do not use the 

moving average is to avoid having information from observations repeated in each data point. 

The weekly average costs now consist of 1,099 observations for GBP, CHF and JPY and 623 

observations for EUR. The weekly average cost for GBP is displayed in the second graph of 

Figure 6, where we see that it now moves with more variation compared to the spread 

because of our cost measure and the weekly average. From here on, we will refer to “average 

weekly costs” as “costs”. Looking at the costs of CHF, JPY and EUR in Appendix 1, we only 

find that EUR behave the same way as GBP. CHF and JPY also lie in bands but they behave 

more smoothly compared to GBP and EUR.  
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Figure 6 – Exchange rate, average weekly costs and bid-ask spread for GBP 
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4.2.2 Structural breaks 

The period we are looking at stretches over approximately 21 years, except for EUR, which 

only stretches over approximately 12 years. Over such a long period, it is natural that changes 

in the structure occur. In Figure 6 we have displayed GBP costs over time as well as trend 

lines to capture the structural breaks, the exchange rate and the daily spread. It can be seen 

from the vertical lines how the breaks are constructed. Looking at Figure 6, we find that the 

break between the first and second period is caused by an appreciation in the exchange rate of 

GBP. This makes sense as our cost measure is calculated as a percentage of the cost-free 

price, and when this appreciates without a significant rise in the spread, the spread then 

becomes a smaller percentage of that price and vice versa. The break between the second and 

third period is due to the affect of the financial crises and the reason why we see a variation 

in the structure of the exchange rate and thereby also in the costs. It is obvious that the three 

periods differ in their structure, and therefore we believe that an overall model would fit 

worse than if divided into three periods.  

As our thesis statement concentrate on how cost affects volatility we consider cost to be our 

primary explanatory variable, later on the thesis work we will therefore use these structural 

breaks based on the costs to divide the remaining variables into three different periods. 

The structural breaks are not the same for all four currencies. They all move the same way by 

having a first period that is relatively flat, a steep declining second period and a third period 

that has a positive slope in the beginning and then later starts to decline again. In Table 1 the 

sub-periods for the different currencies are displayed.  

Period GBP CHF JPY EUR 

First period 199000 199000 199000 199901 

Second period 200032 199515 200045 200241 

Third period 200830 200825 200823 200823 

Ending data 201042 201042 201042 201042 

Table 1 - Table of sub-periods for the currency 

 

4.2.3 Normality in cost 

The time-series we are dealing with are financial and there is substantial evidence that 

financial time series, and therefore our measure of costs, are not normally distributed but 
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rather leptokurtic i.e. they have high peaks and fat tails (Westerfield (1977), McFarland et al. 

(1982) and Boothe & Glassman (1987)). 

As mentioned in section 4.2.1, taking a weekly average of the daily costs should work as a 

normal distribution filter. To test the impact of this statement we compare the Anderson-

Darling values of daily costs and average weekly costs for the full period, and find that it 

decreases from 81.19 to 14.64. Despite of this filter we still find high peaks and fat tails, 

which result in a kurtosis value of 6.30 - a value that should equal 0 if kurtosis where not 

present. Furthermore we find that the full period GBP data is positively skewed with a value 

of 1.09, which ideally should also equal 0 in a normal distribution.  

The first period of GBP’s cost provides a better basis for a normal distribution even though 

the Anderson-Darling value is still too high with a value of 3.20. We still find traces of 

skewness and kurtosis with values of 0.68 and 2.44 respectively. The second period behaves 

like the full period with high peaks, positive skewness and an Anderson-Darling test-statistic 

of 9.44, which exceeds the critical value. The values of kurtosis and skewness are calculated 

to be -0.21 and 0.75, respectively. The third period is on the other hand normally distributed 

with an Anderson-Darling value of only 0.29. The distribution analysis for CHF, JPY and 

EUR can be seen in Appendix 2. 

Besides taking the weekly average we have also in very few cases removed a small number 

of extreme outliers from the data counting for a maximum of 1.8%. This has only been done 

if the Anderson-Darling values have improved significantly and otherwise we have used the 

original data. The outliers removed can be seen in Appendix 3. 

The reason why we focus on getting the data normally distributed is due to the testing of the 

forthcoming models. If data is normally distributed the residuals of a linear regression model 

will be normally distributed, which will make the null hypothesis of the beta values correct 

and unbiased (Overø & Gabrielsen (2005)). 

 

4.2.4 Stationarity in cost 

When making empirical work on time series data, it is assumed that the underlying time 

series are stationary (Gujarati (2003)). The reason for this is that otherwise the residuals of 

the model become non-stationary, the OLS estimator will not be normally distributed and as a 
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consequence the standard results for OLS do not hold. Furthermore, regression models for 

non-stationary variables have the possibility of giving spurious results.  

To test if the GBP’s full cost period and the sub-periods are stationary, we will use an 

Autocorrelation Function (ACF) correlogram for graphic interpretation and the Augmented 

Dickey-Fuller (ADF) test to support the graphic results.  

In the full period of GBP, the graphic inspection of the ACF-correlogram indicates that the 

period is non-stationary i.e. it has a unit root, since the ACF decays very slowly. In this 

particular case we find that the ADF-test has contradictory results compared to the ACF-

correlogram. The ADF-test finds that for the first 5 lags of difference terms in a random walk 

with drift the null hypothesis of non-stationarity is rejected. If we include more than 5 lags of 

difference terms we find that the error term becomes more and more correlated, which is why 

we believe that the first difference, denoted by I(1), will make the full period stationary. After 

taking the first difference of the full period we find that the results strongly indicate 

stationarity. 

Looking at Figure 6’s cost, it seems that the first period does not have a unit root, which we 

from here on will denote I(0), as the mean and variance seem constant over time. Testing this, 

we find that the results support this belief. In the correlogram we find that the ACF decrease 

rapidly and even if 20 lags of difference terms in the ADF-test are included the error terms 

are still uncorrelated and the null hypothesis is rejected. For the second and third period of 

GBP costs, the ACF and ADF test results show that they are stationary after taking the first 

difference. For simplicity, Table 5 on page 73 displays which series do not have a unit root, 

denoted by I(0) and which ones that do. For these we have taken the first difference, denoted 

by I(1). 

 

4.3 Volatility 
In this section, we will quickly recap the volatility measure and discuss the data’s statistical 

properties such as normality and stationarity for the same reasons described in the 

introduction to cost in section 4.2.  
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4.3.1 The volatility measurement 

For measuring volatility we have, based on previous research, been inspired by Hau's (2006) 

range measure as described in section 3.2.2: 

 !"#$%! ! !
!"#!!!!!!!!!!!!!"#!!!!!!!!!!
!"#!!!!!!!!!!!!!!"#!!!!!!!!!!

 (54) 

We focus on this measure and not others because the range is more robust, it lets us use all 

observation within the interval, and the method is the same as used in our cost measure 

described in section 4.2.1. 

Furthermore, it is important for the forthcoming model that linearity is present in the 

parameters, meaning that there should be a linear relationship between the dependent and 

independent variables. We find this to be the case and the graphical test for all currencies can 

be found in Appendix 4. 

 

4.3.2 Normality in volatility 

As the volatility measure is based on exchange rate data i.e. financial data, we generally find 

traces of high peaks and fat tails through the distribution analysis cf. section 4.2.3. Further 

applying a simple normality distribution filter by taking the weekly average of the daily 

volatility measures improves the normality of the volatility as we saw with costs as well. This 

can be seen by comparing the full periods’ Anderson-Darling values from before and after the 

weekly average, which are 195.36 and 43.98, respectively. The decrease in the Anderson-

Darling values also applies when looking at the sub-periods. Moreover, we find that the full 

period have a positive skewness of 2.47, and a kurtosis of 9.96. 

For the first, second and third sub-period we find Anderson-Darling values of 14.61, 2.14 and 

5.58, respectively. Meaning none of the sub-periods are normally distributed but still better 

than the full period. The tendency of positive skewness is visible through all the sub-periods. 

In the first period the value of skewness is 1.97 and in the second and third the values are 

0.59 and 1.48, respectively. As pointed out in the beginning of this section, all periods suffer 

from high peaks and fat tails i.e. kurtosis. The figures for the sub-periods for this measure 

are: 7.42, 0.58 and 2.41, respectively. 
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4.3.3 Stationarity in volatility 

We use the same procedure to test for stationarity in volatility as in section 4.2.4. For the full, 

first and second period we find it hard to determine whether the series are stationary or have a 

unit root. E.g. looking at the full period we find that the ADF-test in all cases (up to 20 lags) 

rejects the null hypothesis, but the ACF decreases very slowly and reaches 0 in around 100 

lags i.e. 9% of the observations. Because of our doubt we will continue this thesis work by 

looking at both I(0) and I(1) for these particular periods. In the third period we find that the 

time series of volatility have a unit root and the period will thereby be denoted by I(1), cf. 

Table 5.         

 

4.4 VIX 
In this section we will describe the VIX measure, which we will use as a benchmark for the 

currency market volatility. Furthermore, we will discuss its statistical properties such as 

normality and stationarity for the same reasons described in the introduction to cost in section 

4.2.  

 

4.4.1 The VIX Measurement 

VIX is the ticker symbol for the Chicago Board Options Exchange Market Volatility Index 

and was introduced in 1993 by Professor Robert Whaley. It is a measure of the implied 

volatility of S&P 500 index options and measures the market's expectation of stock market 

volatility over the next 30-day period. The VIX is calculated and disseminated in real-time by 

the Chicago Board Options Exchange and it is a weighted combination of prices for a range 

of options on the S&P 500 index. The VIX is quoted in percentage points and translates, 

roughly, to the expected movement in the S&P 500 index over the next 30-day period, which 

is then annualized. For example, if the VIX is 17 this represents an expected annualized 

change of 17% over the next 30 days (CBOE (2011)).  

We have decided to include this measure in the forthcoming model and use it as a benchmark 

to our calculated volatility. We use VIX as an indication of how the market moves and by 

including this we find if our volatility measure is only affected by costs or also by the market 

volatility in general, even though VIX resembles the stock market volatility. 
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4.4.2 Normality in VIX 

Looking at the distribution analysis for the full period and the three sub-periods of VIX we 

find Anderson-Darling values of 27.09, 7.81, 6.34 and 6.31, respectively. This means that 

none of the periods are normally distributed, even though we find much better results after 

applying the normal distribution filter. Furthermore, we can report positive skewness and 

kurtosis for all periods. For the full period we find the positive skewness to be 1.94 and a 

kurtosis value of 6.55. For the three sub-periods we find positive skewness values of 0.96, 

0.73 and 1.32 and kurtosis values of 1.05, -0.06 and 1.08, respectively.  

 

4.4.3 Stationarity in VIX 

We used the same procedure to test for stationarity in VIX as seen in section 4.2.4. Looking 

at the ACF correlograms and the ADF tests for VIX we find a unit root in all periods. This 

should also be expected when looking at Figure 7, where it seems clear that VIX does not 

move around a constant mean and does not have a constant variance. The results of 

stationarity can be seen for all currencies in Table 5. 

 

4.5 Volume and transactions 
As the size and the number of trades affect the bid and ask prices and thereby our cost 

measure, cf. section 3.3, we believe that these two variables could be significant in our 

forthcoming model. This data is unfortunately very difficult to obtain, as it is not publicly 

available. To get an estimate of these two variables we have contacted some of Denmark’s 

largest financial institutions i.e. Danske Bank, Nordea, JyskeBank, Sydbank, Nykredit, Alm. 

Brand Bank and National Banken. 

Our idea was to sum the size of the trades per day divided by the number of trades for each 

currency cross. This would give us an estimate of the average size of a transaction on a given 

day. In addition to this, we would try to make an estimate of how the amount of trades moves 

over the chosen period. This can be done by summarizing the trades per week across the 

financial institutions for each currency and then standardize these as an index. By doing this, 

we would get an estimate of how the amount of trades move from week to week and then use 

this as an indication of how the total market moves.  
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Other authors such as Ronan & Weaver (2001) and Aliber, Chowdhry & Yan (2003) have 

also incorporated trades in their models and they find that the estimates of the beta values are 

significant. It is noticeable though that they find the beta value to be positive, which is the 

opposite of what the theory described in section 3.3 would suggest. Further, they do not 

mention anything about the correlation between their costs measure and the trade variables, 

which could be an issue. 

Unfortunately our request has been rejected by all participants except for Alm. Brand Bank 

who has been so kind as to provide us with the necessary data. However, we do not believe 

that data from only one participant is sufficient to form a basis for qualified estimates. This is 

due to the fact that Alm. Brand Bank is a small actor on the currency exchange market and 

therefore we believe that their data, to a higher extent is determined by a few customers 

trading than the market in general. Based on this, we have decided that the data cannot be 

used as a realistic proxy for how the global market moves. 

 

4.6 Overview of the movement in the variables 

In Figure 7 the standardized time series of volatility, cost and VIX for GBP are displayed. 

These will be the variables used in the forthcoming GBP models. From the figure we can see 

that in the first period, which ends on 08-11-2000, the cost and volatility move alike with cost 

above volatility, compared to the second period, where cost and volatility crosses. In the third 

period, which starts on 08-01-2008, volatility increases and now lies above cost. Looking at 

VIX it seems that it only follows volatility in the beginning and end of the full period. Based 

on these findings we believe that the explanatory power of our forthcoming models will vary 

from period to period. CHF, JPY and EUR are displayed in Appendix 5.  
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Figure 7 - Standardized volatility, cost and VIX measures for the full period of GBP. 

$
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5 Diagnostics 
Before testing any statistical relationships between our data we give an overview of the main 

OLS assumptions behind the statistical tests used and how it affects our results if the 

assumptions are not met. We will do this in section 5.1. In section 5.2 we will investigate the 

granger causality between cost and volatility in order to determine a possible direction of 

causality before setting up our models in chapter 6. We do this to examine if there is any 

pattern in the statistical causality between cost and volatility and if we can thereby say 

anything about the endogeneity discussed in section 3.4. 

 

5.1 Data assumptions 

In section 5.1 we will describe the consequences of violating four of the main OLS 

assumptions, which we will refer to as the test statistics, behind the regressions that we will 

be running. A violation can either affect the distribution of our data or the variance in the 

estimated coefficients, which can lead to wrongly interpreted results from t-tests or F-tests. 

We do not believe the OLS assumption concerning exogeneity to be met in our models, cf. 

section 3.4. We will ignore this for now and return to it in section 7.3. The remaining OLS 

assumptions we do not describe in this section, we assume to be met. 

 

5.1.1 Normality 
If the assumption of normality in the error terms is violated the t-test or F-test will be less 

powerful (Gujarati (2003)). Either skewness or high or low kurtosis will lead to wrong test-

values, or rather the data will not fit the distribution associated with the test and will therefore 

not correspond to the critical values proposed by said test. If the distribution has high kurtosis 

a higher percentage of the observations will lie outside the critical area for accepting the null 

hypothesis and the test will more often reject the hypothesis and vice versa with low kurtosis. 

The presence of positive skewness will lead to more frequently accepted null hypotheses 

whereas with negative skewness will lead to rejected null hypotheses more frequently. The 

reason for this stems from the high concentration of observation within the tests’ distribution 

in the former case, and the majority of observations lying outside the distribution in the latter 

case. The effect of violating one of the reasons for non-normality, of course, depends on the 

size of the violation. In sections 5.2.3 and 6.3.1 we will use the Anderson-Darling test for 

normality to test if our data is normally distributed. The Anderson-Darling test tests the null 
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hypothesis that data is normally distributed so by rejecting the null hypothesis we are 

accepting that data is not normally distributed. 

 

5.1.2 Autocorrelation 
Autocorrelation in the residuals is usually due to two errors. If a variable has been omitted 

from the model the residuals will include the missing variable and possibly be autocorrelated. 

The other error could be a misspecification of the functional form of the model (Gujarati 

(2003)). As stated in chapter 4, we have assumed that the relationship between the variables 

is linear. Another case of misspecification could be taking a moving average to reduce 

seasonal effects where there were none, which might be the case with our weekly averages of 

the variables. 

Autocorrelation in the residuals does not affect the estimated beta values, although it does 

affect the variance of the estimates and therefore the F and t-value. In case of positive 

autocorrelation the standard error of the estimates will be underestimated and we will reject 

the null hypothesis more often due to the overestimated F and t-values. Another error 

originating from positive autocorrelation is an increased R2 value for the model. In case of 

negative autocorrelation in the error terms, the bias in the model will point in the opposite 

direction as it did for positive autocorrelation (Gujarati (2003)). 

 

5.1.3 Multicollinearity 
Multicollinearity is the case of correlated variables within the model. The presence of 

multicollinearity does not affect the models’ predictive power as a whole, but will make the 

correlated variables’ parameters untrustworthy. If two variables are correlated they will, for 

all practicalities, tell us the same thing about the dependent variable. This results in the 

explanatory power of one of the variables being divided amongst them (Gujarati (2003)). 

When variables are correlated the standard errors of their estimated coefficients tend to be 

larger than they would have been with no correlation. This results in lower F and t-values, 

which leads us to accept the null hypothesis more often than usual (Gujarati (2003)). 

To determine if multicollinearity is a problem for our models we will use the value of the 

condition index (CI). A rule-of-thumb is that when CI is less than 10 multicollinearity is not 
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present. When it is between 10 and 30, multicollinearity is moderate, and a value above 30 

indicates severe multicollinearity (Gujarati (2003)). 

 

5.1.4 Heteroscedasticity 
The fourth assumption involves the variance in the residuals, which by the assumption of 

OLS has to be homoscedastic (Gujarati (2003)). One simple way to test for homoscedasticity 

is to look for any system between the residuals and both the dependent and the explanatory 

variables. A more formal test is the Breusch-Pagan test, which tests for homoscedasticity in 

the model. In the case where the test finds that the independent variables are jointly 

significant in explaining the estimated residuals of the model, it rejects the null hypothesis 

and the residuals are heteroscedastic. 

The presence of unequal variance in the variables does not affect the estimated beta values of 

the model. It does, however, affect the variance in the parameters and gives us a wrong 

estimate of the population variance or true variance. In this case our F and t-values will be 

biased due to a wrongly estimated variance and we cannot for sure say whether our 

hypothesis is rejected or accepted (Gujarati (2003)). 

The effect heteroscedasticity has on the t and F-values depend on the size of the violation. 

Although it is not possible for us to comment on the direction of the bias – we can only 

evaluate the size of the Breusch-Pagan value to consider if the t-test or F-test is still usable. 

 

5.2 Granger causality 

In section 5.2.1 we will evaluate the goodness-of-fit of our granger models with different lags 

to determine the appropriate number of lags to include in our granger causality models. 

Through section 5.2.3 to 5.2.6 we will describe if the results of our granger model are biased 

from violations of the four main assumptions underlying the regression analysis and our 

interpretation of the granger models’ results. In section 5.2.7 we discuss the results from our 

granger models. We will use the results of our granger models to give us an indication of the 

presence of the endogeneity problem. 

Before setting up our model we want to see if we can say anything about the direction of the 

causality between cost and volatility over time. To do this, we examine the granger causality 

between the lagged and non-lagged variables. We test both whether cost granger causes 
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volatility and vice versa in order to obtain a preliminary idea of what to expect from the 

results of our model. It is important to note that granger causality does not imply true 

causality but merely tells us if one variable helps predict future values of the dependent 

variable, even when lagged values of the dependent variable are included in the model 

(Gujarati (2003)). We hope to be able to say something about the presence or size of the 

endogeneity problem as explained in section 3.4. The rejection of the hypothesis that one 

variable does not granger cause another only implies a statistical causality. If for example, the 

dependent variable and the independent variables in the model are in some way explained by 

an omitted variable, granger causality tests could still show a causal relationship where there 

in reality is none. 

To test for granger causality we set up four regression models for each stationary scenario as 

seen in Table 5. Two where we regress volatility at time t on lagged values of cost and 

volatility, and two models where we regress cost at time t on lagged values of cost and 

volatility: 
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where volatility and cost are denoted by V and C, respectively. The granger test uses an F-test 

to determine if one model is better than the other. In our case, we want to compare equation 

(55) with equation (56), and equation (57) with equation (58). Before running the regressions 

we have to decide the number of lags for each variable to include in the models. We base this 

decision on the Akaike Information Criterion as explained in section 5.2.1. 
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5.2.1 AIC 

The Akaike Information Criterion is used to determine the trade-off between a model’s 

simplicity and goodness-of-fit. Adding more variables to a model will always increase its R2, 

but the model itself will become more complex. To measure the AIC of a model we use the 

following equation (Gujarati (2003)): 

 !" !"# ! ! !!! ! !" !""
!  (59) 

where k is the number of regressors including the intercept, n is the number of observations 

and RSS is the residual sum of squares of the model. The AIC statistic has no meaning in 

itself; only when it is compared to other more or less complex models with the same 

dependent variables can we say if it is relatively better or worse. We therefore found the 

percentage difference between the models AIC as a way to determine the appropriate number 

of lags to include. 

Period   Scenario Lag %!1-2 %!2-3 %!3-4 %!4-5 %!5-6 

Full 

Volatility I(1), I(0) 3 15.56% 1.34% 0.33% 0.96% 0.19% 

Cost I(1), I(0) 3 7.70% 4.94% 1.42% 1.20% 2.00% 

Volatility I(1), I(1) 3 2.33% 1.87% 1.76% 0.82% 0.11% 

Cost I(1), I(1) 3 7.73% 5.12% 1.22% 1.54% 1.74% 

First 

Volatility I(0) , I(0) 2 5.10% 0.00% -0.35% -0.17% -0.60% 

Cost I(0) , I(0) 2 1.91% 0.70% -0.12% -0.64% -0.25% 

Volatility I(0) , I(1) 2 3.99% 1.91% 1.24% 0.05% 0.74% 

Cost I(0) , I(1) 2 2.74% 1.12% 0.80% -0.27% 0.01% 

Second 

Volatility I(1), I(0) 3 9.43% 3.77% 0.35% 0.81% 2.72% 

Cost I(1), I(0) 2 5.01% 0.07% 1.10% 2.85% 1.17% 

Volatility I(1), I(1) 3 8.18% 2.09% 0.43% 1.78% 2.64% 

Cost I(1), I(1) 2 4.97% 0.07% 1.81% 2.15% 1.24% 

Third 
Volatility I(1), I(1) 2 2.31% -3.41% -0.91% -1.89% -1.93% 

Cost I(1), I(1) 3 1.60% 7.20% -3.08% -1.13% -3.05% 

Table 2 - The percentage difference in AIC-value for all scenarios and periods for GBP. The %!1-2 for example means the 

percentage change in AIC-value from a model with 1 lag of cost and volatility to a model containing 2 lags of both cost and 

volatility. The value in column 4 is the number of chosen lags of both variables in the granger model. Column 2 tells us the 

dependent variable in the regression. 

In Table 2 we see the different scenarios for both cost and volatility as the dependent variable 

for both the full and all the sub periods of GBP. The scenario in the third column explains if 

first cost has a unit root or not and next if volatility has. For example for the full period’s first 

scenario we see that cost is differenced and volatility is not. The AIC results for CHF, JPY 

and EUR can be found in Appendix 6. Column four tells us the number of lags of both cost 
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and volatility that we have chosen in our granger model, based on the percentage change in 

AIC value from models with increasing lags. If we look at our model with volatility as the 

dependent variable for the second period when cost is differenced and volatility is not, we see 

that we have chosen to include three lags of both variables since the AIC-value improves by 

9.43% when increasing the number of lags from 1 to 2 and again increases by 3.77% when 

the number of lags increases from 2 to 3. From there on, adding additional number of lags 

does not improve the model noticeably. 

 

5.2.2 Granger hypothesis testing 
Having decided on the number of lags of each variable to include in our models, we can go 

on to test for granger causality between cost and volatility. More formally, we want to test if 

the following null hypothesis is accepted for equation (55) and (57): 

 !!!!!! ! !! ! ! ! !! ! !!
!!!!!!  

(60) 

The granger causality test requires the time-series to be both linear and stationary. Based on 

our ARIMA models examined, we assume stationarity in the scenarios mentioned in section 

4.2.4, 4.3.3 and 4.4.3, as well as linearity, cf. Appendix 4. These assumptions are required to 

hold so as to be able to perform the F-test, which is the basis for the granger causality test 

(Gujarati (2003)). Furthermore, the F-test requires the model to uphold the normal OLS 

assumptions of normality, no autocorrelation, no multicollinearity and homoscedasticity 

(Gujarati (2003)). In Table 3, we have reported the results of the test statistics for the four 

assumptions. The results for CHF, JPY and EUR can be seen in Appendix 7. 
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Period   Scenario Lag Skewness Kurtosis 

Anderson-

Darling (t) 

Auto-

correlation 

Multi-

collinearity 

Breusch-

Pagan (p) 

Full 

Volatility I(1), I(0) 3  2.0993   12.2112   22.8484   (0.0098)  9.7140  <.0001 

Cost I(1), I(0) 3  4.3747   49.3124   49.8483   (0.0277)  9.7140   0.3934  

Volatility I(1), I(1) 3  1.5541   10.4130   17.6082   (0.0192)  2.1834   0.0008  

Cost I(1), I(1) 3  4.3405   49.1585   49.9708   (0.0294)  2.1834   0.2828  

First 

Volatility I(0) , I(0) 2  1.6924   6.4595   9.8503   (0.0216)  22.0715  <.0001 

Cost I(0) , I(0) 2  0.1087   3.3991   3.4783   (0.0200)  22.0715   0.4798  

Volatility I(0) , I(1) 2  0.9840   5.9263   6.7520   (0.0351)  16.6250  <.0001 

Cost I(0) , I(1) 2  0.6390   3.2781   4.1674   (0.0246)  16.6250   0.4524  

Second 

Volatility I(1), I(0) 3  0.7790   0.9955   3.1595   (0.0252)  12.0924   0.5957  

Cost I(1), I(0) 2  0.1087   3.3991   5.1230   (0.0257)  10.4172   0.3681  

Volatility I(1), I(1) 3  0.5910   1.1337   2.2547   (0.0223)  2.3747   0.8045  

Cost I(1), I(1) 2  0.1078   3.4029   5.1381   (0.0258)  1.7415   0.3095  

Third 
Volatility I(1), I(1) 2  0.7435   2.8663   0.8768   (0.0162)  1.9943   0.1849  

Cost I(1), I(1) 3  (0.5206)  1.1596   0.6077   (0.0143)  2.3747   0.3587  

Table 3 – Test results of all granger models for all scenarios in all periods for GBP. Column 5-7 reports the skewness, 

kurtosis and the Anderson-Darling t-statistic for the granger models residuals. Column 8 reports the autocorrelation between 

the granger models residuals. Column 9 states the degree of multicollinearity between the explanatory variables represented 

as the condition index and column 10 reports the p-value from the Breusch-Pagan test for homoscedasticity. 

 

5.2.3 Normality in Granger 

In Table 3 we report the kurtosis, skewness and Anderson-Darling test-statistic to determine 

if the residuals of the models are normally distributed, and if not in what way the bias is 

directed. None of the periods, except the third, are normally distributed according to our 

Anderson-Darling test. The period in which the data least fits a normal distribution is the full 

period with an Anderson-Darling statistic of about 50 and 20 when cost or volatility, 

respectively, acts as the dependent variable. For the first and second period, the Anderson-

Darling values range from approximately 2.25 to 9.85. It is the case for all the non-normally 

distributed periods that they have a relatively small skewness close to 0 and a positive 

kurtosis becoming leptokurtic as much financial data is, cf. section 4.2.3. The two sorts of 

bias’ work against each other but since the Anderson-Darling test does not deem them 

normally distributed we must assume that the positive kurtosis leads to a bigger bias than the 

skewness. This means that when evaluating the results from the granger causality test, we 

have to be cautious about rejecting our null hypothesis too quickly. 
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5.2.4 Autocorrelation in Granger 

In Table 3 we see the autocorrelation for all the cases of GBP. The autocorrelation for all the 

models is very close to 0 and of no considerable magnitude when we evaluate the granger 

causality models. 

 

5.2.5 Multicollinearity in Granger 

Since multicollinearity only affects the individual beta values but not the overall model as 

described in section 5.1.3, this will not be a matter of concern when we evaluate the results of 

our F-test for granger causality (Gujarati (2003)). 

 

5.2.6 Heteroscedasticity in Granger 

From Table 3 it shows that the models for equation (55) are highly heteroscedastic during the 

full and the first period. This is the case for all scenarios, both when cost or volatility is either 

differenced or non-differenced. If we look at the results for equation (57) during the same 

periods we see that these exhibit much less heteroscedasticity, which leads us to believe that 

the cause lies with the relationship between the volatility and its lagged observations. The 

second and third period of GBP, has a lower degree of heteroscedasticity compared to the full 

and first period. It is difficult to say why the results here, in the case of the results for 

equation (55), are so different from the first two periods. In the cases of heteroscedasticity we 

have to be wary about trusting our test results from the granger test. In a few cases it might be 

worth looking at the level of significance where the null hypothesis is either accepted or 

rejected, to determine if it might be too biased to conclude anything from the results. 

 

5.2.7 Test results 

The F-test we performed to test whether equation (56) is insignificantly different from 

equation (55) in the same manner as equation (58) are from (57), and hence if there are any 

granger causality between cost and volatility is stated as:   

 

! !
!""! ! !""!"

! ! !
!""!"
! ! !

!! ! ! !!! ! !  (61) 
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where the residual sum of squares for the restricted and unrestricted models are denoted by 

RSSr and RSSur, respectively. The number of regressors including the intercept for the 

restricted model is defined as q and for the unrestricted model k. The number of observations 

is n. 

The results of the test are shown in Table 4. The column marked F-value tells us if the null 

hypothesis is either accepted or rejected, where the number of stars indicates at what level the 

hypothesis is rejected. One star means a 10% significance level, two stars are equal to 5% and 

finally, three stars mean 1%. 

Looking at the full period in Table 4 we see that for all of the currencies, cost granger causes 

volatility while volatility does not granger cause cost. This is the case when cost is 

differenced and volatility is not, and only for GBP and JPY is the result the same when 

volatility is also differenced. In all the cases where the hypothesis is rejected for the full 

period it happens at a 5 or 1 per cent significance level. Considering this while keeping in 

mind the results of the test for the assumptions in Table 3 we should only have to worry about 

the presence of heteroscedasticity in the cases where volatility acts as the dependent variable 

and normality in all the cases. 

The kurtosis of the residuals for the full period’s scenarios is of considerable size compared 

to the individual sub-periods, although much larger when testing if volatility granger causes 

cost than vice versa. This should lead us to wrongly reject a null hypothesis.  

What we can conclude about the granger causality of the full period is that the hypothesis that 

cost granger causes volatility is probably more likely than volatility granger causing cost. 

Due to the low F-values of the models with cost as the dependent variable and the high values 

of kurtosis we can almost certainly say that volatility does not granger cause cost, although 

the reverse relationship is harder to dismiss even with high kurtosis. 

In Figure 7 we saw that our first period looked relatively calm, and cost and volatility seemed 

to follow each other more closely as opposed to the second and third period. The results of 

our granger test in Table 4 confirm the belief that we would expect to find some granger 

causality here. For all currencies, except EUR, we reject the hypothesis for one or more 

scenarios, i.e. we find some granger causality. In scenario I(0)I(0) for CHF and GBP we find 

evidence of a granger causality between cost and volatility that goes both ways, where for 

JPY only cost granger causes volatility and for EUR there is no granger causality. Looking at 
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how violated the assumptions are in Table 3 we see that the tests give us a much better 

picture compared to the full period. For almost all the models we see that the residuals to a 

high degree are both homoscedastic and normally distributed, at least when cost works as the 

dependent variable and less when volatility does. Contrary to the full period, the first period 

shows larger signs of multicollinearity, although, since multicollinearity does not affect our 

F-test we find the causality relationships for the I(0)I(0) scenarios reliable. 

In the first period of CHF’s I(1)I(0) scenario we only find volatility to granger cause cost and 

for JPY’s I(0)I(1) scenarios we find the opposite relationship. For EUR and GBP we find no 

granger causality. 

The results for the second period is that the hypothesis is accepted for all scenarios, except 

I(1)I(0) for CHF where we find weak evidence of cost granger causing volatility and for JPY 

where we find evidence of the opposite relationship. The F-values are relatively far from their 

closest critical value and looking at Table 3 the only source of any bias would be the kurtosis. 

This amplifies our acceptance of our hypothesis and indicates that the F-value rejecting the 

hypothesis from CHF might be smaller than it is. From Figure 7 this would also seem to be 

the result that one would expect. 

It is difficult to say anything general about the third period. For CHF we only find that 

volatility granger causes cost, for GBP we find that the granger causality goes both ways, 

with JPY we have that cost granger causes volatility at least when both variables are I(1), and 

last but not least we find no evidence of any granger causality for EUR. For this sub-period 

all assumptions seem to hold, thus the above stated results can be considered conclusive. 
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Period  LHS Cost, Vol Lags N K Q  RSS_unres   RSS_res   F-Value  DF1 DF2  LHS Cost, Vol Lags N K Q  RSS_unres   RSS_res   F-Value  DF1 DF2 
                         
  CHF  JPY 

Full 

 Volatility I(1), I(0) 2 1096 5 3 1.9767E-03 1.9892E-03  3.46007**  2 1091  Volatility I(1), I(0) 3 1095 7 4 2.9392E-03 2.9619E-03  2.80178**  3 1088 
 Cost I(1), I(0) 5 1093 11 6 2.5695E-06 2.5798E-06  0.87281  5 1082  Cost I(1), I(0) 3 1095 7 4 5.8603E-01 5.8716E-01  0.70227  3 1088 
 Volatility I(1), I(1) 3 1095 7 4 2.0134E-03 2.0249E-03  2.06281  3 1088  Volatility I(1), I(1) 3 1095 7 4 3.0686E-03 3.0949E-03  3.10739**  3 1088 
 Cost I(1), I(1) 5 1093 11 6 2.5701E-06 2.5798E-06  0.81515  5 1082  Cost I(1), I(1) 4 1094 9 5 5.7096E-01 5.7276E-01  0.85616  4 1085 

                         

1 

 Volatility I(0), I(0) 2 271 5 3 6.2105E-04 6.3504E-04  2.99764*  2 266  Volatility I(0), I(0) 4 564 9 5 1.8766E-03 1.9046E-03  2.06516*  4 555 
 Cost I(0), I(0) 4 268 9 5 2.7366E-07 2.9045E-07  3.97284***  4 259  Cost I(0), I(0) 2 566 5 3 1.7165E-06 1.7189E-06  0.3881  2 561 
 Volatility I(1), I(0) 2 270 5 3 6.2784E-04 6.3504E-04  1.52073  2 265  Volatility I(0) , I(1) 4 563 9 5 1.9161E-03 1.9592E-03  3.1122**  4 554 
 Cost I(1), I(0) 5 267 11 6 2.7152E-07 2.9532E-07  4.48772***  5 256  Cost I(0) , I(1) 2 565 5 3 1.7088E-06 1.7189E-06  1.65271  2 560 

                         

2 
 Volatility I(1), I(0) 2 586 5 3 7.6806E-04 7.7452E-04  2.44117*  2 581  Volatility I(1), I(0) 2 325 5 3 2.9979E-04 3.0157E-04  0.95027  2 320 
 Cost I(1), I(0) 2 586 5 3 1.1155E-06 1.1189E-06  0.89242  2 581  Cost I(1), I(0) 3 324 7 4 4.3694E-03 4.5185E-02  3.60607**  3 317 

                         

3 

 Volatility I(0), I(1) 3 119 7 4 0.00037092 0.00038647 1.56436 3 112  Volatility I(0), I(1) 2 123 5 3 5.0958E-04 5.1605E-04  0.74969  2 118 
 Cost I(0), I(1) 2 120 5 3 5.79859E-07 6.03856E-07 2.37958* 2 115  Cost I(0), I(1) 1 124 3 2 1.9303E-07 1.9402E-07  0.62031  1 121 
 Volatility I(1), I(1) 3 227 7 4 4.4513E-04 4.5226E-04  1.17466  3 220  Volatility I(1), I(1) 5 192 11 6 5.8654E-04 6.4710E-04  3.73758***  5 181 
 Cost I(1), I(1) 2 228 5 3 1.0073E-06 1.0327E-06  2.81664*  2 223  Cost I(1), I(1) 4 193 9 5 2.2985E-02 2.3527E-02  1.08467  4 184 

                         
  GBP  EUR 

Full 

 Volatility I(1), I(0) 3 1095 7 4 1.6262E-03 1.6482E-03  4.91678***  3 1088  Volatility I(1), I(0) 2 620 5 3 9.2742E-04 9.4293E-04  5.14277***  2 615 
 Cost I(1), I(0) 3 1095 7 4 2.4755E-01 2.4788E-01  0.47687  3 1088  Cost I(1), I(0) 4 618 9 5 1.0569E-06 1.0628E-06  0.84518  4 609 
 Volatility I(1), I(1) 3 1095 7 4 1.6814E-03 1.7052E-03  5.12858***  3 1088  Volatility I(1), I(1) 3 619 7 4 9.0030E-04 9.0039E-04  0.01931  3 612 
 Cost I(1), I(1) 3 1095 7 4 2.4707E-01 2.4788E-01  1.19142  3 1088  Cost I(1), I(1) 4 618 9 5 1.0538E-06 1.0628E-06  1.29125  4 609 

                         

1 

 Volatility I(0) , I(0) 2 551 5 3 8.4470E-04 8.6654E-04  7.05922***  2 546  Volatility I(0), I(0) 4 194 9 5 2.5419E-04 2.5562E-04  0.25947  4 185 
 Cost I(0) , I(0) 2 551 5 3 6.6234E-07 7.1238E-07  20.62594***  2 546  Cost I(0), I(0) 1 197 3 2 7.0712E-07 7.1416E-07  1.9319  1 194 
 Volatility I(0) , I(1) 2 550 5 3 9.5152E-04 9.5244E-04  0.26481  2 545  Volatility I(0) , I(1) 3 194 7 4 2.7432E-04 2.7512E-04  0.18275  3 187 
 Cost I(0) , I(1) 2 550 5 3 7.1029E-07 7.1238E-07  0.80504  2 545  Cost I(0) , I(1) 3 194 7 4 6.6736E-07 6.8869E-07  1.99283  3 187 

                         

2 

 Volatility I(1), I(0) 3 416 7 4 2.4752E-04 2.4986E-04  1.28916  3 409  Volatility I(1), I(1) 3 294 7 4 1.9134E-04 1.9221E-04  0.43655  3 287 
 Cost I(1), I(0) 2 417 5 3 4.2477E-02 4.2526E-02  0.23906  2 412  Cost I(1), I(1) 4 293 9 5 2.3150E-07 2.3185E-07  0.10457  4 284 
 Volatility I(1), I(1) 3 416 7 4 2.6029E-04 2.6072E-04  0.22292  3 409             
 Cost I(1), I(1) 2 417 5 3 4.2478E-02 4.2526E-02  0.23406  2 412             

                         

3 
 Volatility I(1), I(1) 2 116 5 3 3.8230E-04 4.1002E-04  4.02455**  2 111  Volatility I(1), I(1) 1 124 3 2 4.1579E-04 4.1681E-04  0.2983  1 121 
 Cost I(1), I(1) 3 115 7 4 3.9259E-03 4.5045E-03  5.30557***  3 108  Cost I(1), I(1) 2 123 5 3 9.8290E-08 9.9562E-08  0.76387  2 118 

Table 1 – Granger results for all scenarios of all periods within all of the four currencies. The F-values from the granger test is marked with *’s to show how rejected the null hypothesis is. F-values without any 

stars mean an accepted null hypothesis of no granger causality between then variables. One star means that the null hypothesis is rejected at the 10%-level, two stars mean a rejection at the 5%-level and three 

stars mean a rejection at the 1%-level.!!
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5.2.8 Summary 
Overall, it seems that for the full period we find that cost granger causes volatility for all 

currencies. The first period shows signs of cost granger causing volatility for all currencies 

except for EUR. For CHF and GBP we also find that volatility granger causes cost. The main 

result from the second period is that there is no granger causality between cost and volatility. 

Finally, the third period indicates granger causality between both variables for GBP, from 

cost to volatility for CHF, the opposite for JPY and no causality for EUR. 

Considering all the results of the granger causality test we find it difficult to conclude either 

that cost only granger causes volatility, and vice versa, or even that there at all times exists a 

granger causality both ways. Since our thesis statement asks the question of whether cost 

affects volatility we shall continue with this problem and focus on the situations where 

volatility is used as the dependent variable. As mentioned, our results do not indicate that the 

causality should go in one specific direction, which, if anything, indicates that the problem of 

endogeneity is present. 
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6 The model 

In this chapter we will evaluate the results of our regression models. In section 6.1 we will 

explain what models we have used based on their stationary conditions explained in chapter 

4, and how we have treated the outliers in the models. In section 6.2 we will setup our 

regression models for the four currencies’ different periods. Section 6.3 quickly recaps the 

effects a violation of one of the main OLS assumptions have on the models’ results as well as 

to what degree our models obey the assumptions. Section 6.4 describes the results of our own 

models and compares them to other approaches and other results from previous research. 

 

6.1 Scenarios 

In chapter 4 we looked at the GBP time series to determine if the data was normally 

distributed and stationary. We found that the data was only near normally distributed even 

though we transformed it via the normality distribution filter: the weekly average. This 

statement applied to all the four currencies. We have decided to continue with this data, as we 

believe that with a near normal distribution this will not have a major effect on our 

forthcoming results. We also looked at the currencies’ time series to see if some of them had 

a unit root. In some cases the tests were unclear wherefore we decided to continue with both 

cases for the given time series. In Table 5 the stationarity results of the different periods for 

GBP, CHF, JPY and EUR are displayed. 

    Period 
Currency Data Full First Second Third 
  Cost I(1) I(0) I(1) I(1) 
GBP Volatility I(0) , I(1)* I(0) , I(1)** I(0) , I(1)* I(1) 
  Vix I(1) I(1) I(1) I(1) 
  Cost I(1) I(0) , I(1)** I(1) I(0) , I(1)* 
CHF Volatility I(0) , I(1)* I(0) I(0) I(1) 
  Vix I(1) I(1) I(1) I(1) 
  Cost I(1) I(0) I(1) I(0) , I(1)* 
JPY Volatility I(0) , I(1)* I(0) , I(1)** I(0) I(1) 
  Vix I(1) I(1) I(1) I(1) 
  Cost I(1) I(0) I(1) I(1) 
EUR Volatility I(0) , I(1)* I(0) , I(1)** I(1) I(1) 
  Vix I(1) I(1) I(1) I(1) 
Table 5 - Stationarity table: The table describes if the different series do not have a unit 

root, denoted by I(0), or have a unit root, denoted by I(1). A model made for e.g. CHF 

second period will be denoted by I(1), I(0), I(1). *: No difference and **: Clear difference. 
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To find the best fitted model for the four currencies at the different periods, we have run 

regressions for all the stationary scenarios displayed in Table 5. The model used is given in 

equation (62). E.g. for GBP’s full period we have run two models; The first model is where 

only cost and VIX are differenced, therefore the model is denoted by I(1)I(0)I(1). In the 

second model all the variables are differenced, wherefore the model is now denoted by 

I(1)I(1)I(1). After running the regressions for all the scenarios we have compared the results 

to discover if more models for the same currency and period have been run. We have 

described this using the stars in Table 5 that will be explained in section 6.1.1. For an easier 

interpretation of the forthcoming models the best scenario would be if all the variables 

included would have the I(0) form. It would then be possible to see exactly how cost affects 

volatility and not how !cost affects !volatility, which would complicate the interpretation of 

the model. 

 

6.1.1 Choosing the models based on stationarity 

Looking at the scenarios under the full period in Table 5 we find that the volatility time series 

for CHF, GBP, JPY and EUR all have one star. In all of these cases we have decided to 

continue with I(1), because the outcome is the same as in I(0) and we find the interpretation 

of the model to be easier if all the variables have the same form when running the regression. 

For the same reasons just described we also chose to use differenced cost measures for the 

third period of CHF and JPY. We have also given the case of volatility during the second 

period for GBP one star. Contrary to the one star situations of the full and third period, we 

have chosen to continue with I(0) in this case. Although we would like the variables within 

the model to be the same for ease of interpretation, we would also like the models across the 

currencies to be consistent. This is also due to ease of interpretation when the models across 

the currencies are compared. We have further looked into both scenarios and the result is that 

it makes no difference if we choose I(0) or I(1), because either way the beta value of cost will 

not be accepted in the model. Choosing to continue with I(0) for GBP’s volatility means that 

in the cases of GBP, CHF and JPY’s second period all variables have the same form, contrary 

to EUR’s second period where volatility conclusively had a unit root, which makes the model 

different from the other second period models.  

Looking at the scenarios under the first period, we see that cost for CHF as well as volatility 

for GBP, JPY and EUR all have two stars. In these cases, we find a clear difference in the 
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models’ outcome. If we use I(1), the models simply do not work, meaning that the cost 

variables are not significant, and for I(0) cost is significant at a 1%-level in all currency cases. 

Furthermore, we have compared the test-statistics’: normality, autocorrelation, 

multicollinearity and heteroscedasticity, of the models for the two scenarios and find no 

significant difference in these tests. With this in mind, we have decided to continue with the 

I(0) cases, because the study revolves around finding out what effect cost has on volatility.  

 

6.1.2 Outliers 

In some of the chosen models described above we find some extreme outliers looking at the 

residuals. In some of these cases we have been able to improve the models by adding an 

outlier-dummy or removing outliers.  

Our first thought was to include an outlier-dummy, which is denoted by 1 in the weeks with 

the extreme outliers and 0 the rest of the weeks. The dummy was not significant in all cases, 

and is therefore only included in two scenarios: GBP’s full period and JPY’s full period, cf. 

Table 6. 

In GBP’s full period the significance of the beta value of cost increases from a 5 to a 1 per 

cent level compared to before including the dummy variable. Furthermore, the determination 

coefficient increases by 4.39 percentage points and the residuals get closer to being normally 

distributed. In JPY’s full period the cost’s coefficient does not become significant even after 

introducing the dummy, but the Anderson-Darling value decreases and the determination 

coefficient increases by 14.45 percentage points. 

In three cases we have removed outliers: CHF’s third period, JPY’s second period and EUR’s 

first period. This was not our first priority, as removing observations could give a misleading 

picture of what is really happening, but we have chosen to do so in these three cases because 

the outliers removed only count for around 1 - 2.5% of all the individual models’ 

observations, and the exclusion improves the models significantly. Furthermore, the 

observations we have removed are not jointly connected.  

In CHF’s third period, the beta value of cost becomes significant at a 10%-level after 

removing only three observations. Moreover, the models’ residuals are now normally 

distributed and the only negative thing is that the p-value of the Breusch-Pagan test drops 

from 0.66 to 0.01. In JPY’s second period, the t-value of cost the coefficient does not 



!"#$#%%#&'$(%$)$!(*+,$')-$(,$#-&"),.#$/)'#$0(1)'+1+'2$3$4566$

$ $ 78$

improve, but the Breusch-Pagan and Anderson-Darling measures do. This means that the t-

tests are more accurate even though cost still does not explain volatility. In EUR’s first 

period, the improvement can be seen in the test of autocorrelation, which drops from -0.15 to 

-0.10, and in the Anderson-Darling value, which is now significant at a 5%-level. All the 

results described above as well as the final models are displayed in Table 6. 

  

6.2 Ordinary least squares regressions 
Based on section 3.1, we chose to use OLS regressions to estimate the relationship between 

cost and volatility. Our decision to use OLS is based on that this is what previous approaches 

have used, and our results will therefore be more easily comparable with previous research. 

Furthermore, we saw in section 4.3.1 that the relationship between the dependent and the 

independent variables are linear. To control if there are any other possible variables that 

might affect the determination of volatility we have included lagged values of volatility and 

VIX, as discussed in section 4.3 and 4.4, respectively, as well as the dummy variable 

explained in section 6.1.2. In section 6.3.5, we will touch upon some possible criticisms of 

our model. 

Our four models for each of the four currencies can be expressed by matrix notation as in 

equation (62): 

 ! ! !" ! ! (62) 

where V and u are two 16x1 vectors, as seen in equation (63) and (64), consisting of the 

volatility measures at time t, which we are trying to estimate and the residuals, respectively. 
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In equation (62) X is a 16x9 matrix as displayed in equation (65). X contains the explanatory 

variables in our models, where column 1 defines if the model has an intercept or not. 
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The remaining term in equation (62), !, is a 1x9 vector of !’s from !0 to !8. The variables that 

have an anterior " correspond to the variables that have a unit root, as explained in section 
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6.1, wherefore they are differenced for the reasons explained in chapter 4. The results of 

equation (62) are displayed in Table 6. 
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  GBP CHF JPY EUR 
Period Full First Second Third Full First Second Third Full First Second Third Full First Second Third 
Model I(1) , I(1) I(0) , I(0) I(1) , I(0) I(1) , I(1) I(1) , I(1) I(0) , I(0) I(1) , I(0) I(1) , I(1) I(1) , I(1) I(0) , I(0) I(1) , I(0) I(1) , I(1) I(1) , I(1) I(0) , I(0) I(1) , I(1) I(1) , I(1) 

Intercept 0.0000 - 0.0014 0.0000 0.0000 - 0.0018 0.0000 -0.0001 - 0.0016 0.0000 0.0000 - 0.0000 0.0000 
  (-1.06) - (7.16***) (0.03) (-0.02) - (9.73***) (-0.22) (-1.36) - (7.40***) (-0.02) (0.12) - (0.14) (0.18) 

Cost 1.8942 5.4734 -0.6999 - -1.1238 7.6476 -0.8499 - - 5.2806 -0.9075 - -0.9873 2.8011 -2.4735 -3.2611 
  (2.89***) (8.13***) (-0.67) - (-1.62) (6.80***) (-0.99) - - (7.88***) (-0.84) - (-1.00) (2.81***) (-1.72*) (-0.67) 

Cost lag1 - - - - - - - 2.7673 0.7938 - - 4.3639 - - - - 
  - - - - - - - (1.84*) (1.55) - - (1.21) - - - - 

Cost lag2 - - - -21.1668 - - -   - - - - - - - - 
  - - - (-2.85***) - - -   - - - - - - - - 

Volatility lag1 -0.6018 0.4217 0.3353 -0.5048 -0.6107 0.3523 0.4233 -0.6816 -0.5575 0.4711 0.4043 -0.5960 -0.6296 0.5966 -0.6190 -0.5841 
  (-20.64***) (10.14***) (7.24***) (-6.52***) (-20.85***) (5.87***) (11.83***) (-7.43***) (-21.79***) (11.82***) (8.27***) (-7.42***) (-16.22***) (10.23***) (-10.79***) (-7.90***) 

Volatility lag2 -0.2509 0.2402 0.3260 - -0.3488 0.2345 0.2330 -0.3690 -0.3248 0.2335 0.2439 -0.2680 -0.3488 - -0.4054 - 
  (-7.71***) (5.82***) (7.01***) - (-10.63***) (4.09***) (6.45***) (-3.40***) (-11.69***) (5.90***) (4.96***) (-3.34***) (-8.03***) - (-6.42***) - 

Volatility lag3 -0.1378 - - - -0.1928 - - -0.2116 -0.2040 - - - -0.2507 0.2448 -0.1829 - 
  (-4.78***) - - - (-6.61***) - - (-2.26**) (-8.01***) - - - (-6.53***) (4.28***) (-3.19***) - 

Delta Vix 0.0001 0.0001 0.0001 - 0.0001 0.0002 0.0002 0.0000 0.0002 0.0002 0.0001 0.0002 0.0001 0.0001 0.0001 0.0001 
  (4.95***) (3.46***) (2.93***) - (5.66***) (2.65***) (7.01***) (-0.10) (9.27***) (5.32***) (4.18***) (4.62***) (4.14***) (2.78***) (2.26**) (1.21) 

Outlier-dummy 0.0024 - - - - - - - 0.0086 - - - - - - - 
  (8.43***) - - - - - - - (16.64***) - - - - - - - 

R2 0.3132 - 0.3359 0.3371 0.3019 - 0.3719 0.3510 0.4322 - 0.3496 0.3900 0.3217 - 0.3066 0.3538 
N 1095 551 418 116 1095 271 694 116 1095 566 393 123 619 193 294 124 
                      

Autocorrelation 0.0170 -0.0378 -0.0608 -0.0188 -0.0216 -0.0347 -0.0302 -0.0159 -0.0026 -0.0501 -0.0210 -0.0305 -0.0454 -0.0997 -0.0411 -0.0844 
Breusch-Pagan <.0001 <.0001 0.2411 0.2357 0.2652 0.1481 <.0001 0.0124 <.0001 <.0001 0.3248 0.0938 0.0816 0.0756 0.5069 0.1098 

Condition index 2.1386 7.9320 10.4681 1.1613 2.1243 8.9813 9.8367 2.4172 1.9227 6.5205 10.4322 1.6478 2.1714 8.7989 2.1133 1.1415 
Anderson-Darling 13.6685 9.2474 2.3839 0.8188 10.8477 3.9487 2.1553 0.9472 8.6226 11.6344 3.0448 0.8484 6.2013 0.9691 0.2698 2.5666 

Skewness 1.5192 1.6777 0.7136 0.7161 1.2957 1.5590 0.3354 0.6881 1.7366 2.6790 0.5829 0.3864 0.4597 0.4163 0.0834 0.5641 
Kurtosis 9.7306 6.2597 0.9731 2.8347 9.2430 5.7368 0.2132 1.7586 13.1393 20.2827 0.6613 1.3812 6.9471 -0.0119 0.3135 5.4393 

Table 6 – The results of our model for GBP, CHF, JPY and EUR over all four periods. T-values are shown in parentheses and the test statistics are displayed beneath each model. One star means that the null 
hypothesis is rejected at the 10%-level, two stars mean a rejection at the 5%-level and three stars mean a rejection at the 1%-level.$
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6.3 Model bias 

During chapter 5 we explained in detail the repercussions of violating the OLS assumptions 

of normality, multicollinearity, autocorrelation and homoscedasticity. The following section 

will describe if our models of volatility for each currency in each time period are affected by 

a violation of one or more of the four assumptions, and if so can we say anything about the 

direction of the bias? Answering this will give us a better understanding of the quality of our 

estimated coefficients, which we will comment on in section 6.4. Section 6.3.5 will highlight 

some possible points of criticism our model might be subjected to. 

 

6.3.1 Normality in the models 

When we discussed the implications of non-normality in section 5.1.1, we concluded that our 

hypotheses more often than not would be accepted in the case of low kurtosis and positive 

skewness, and would be rejected more often than not when high kurtosis and negative 

skewness were present. 

In section 4.2.1 we talked about how our data was more leptokurtic than normally distributed 

which is also the case for many of our models of volatility. Normality in the residuals are 

however present in the third period for CHF, GBP and JPY, as well as in the first and second 

period of EUR. 

For all models, we have  skewness that is positive, which, ceteris paribus, means that our t-

values are underestimated compared to what they would have been under a normal 

distribution. This direction of the bias makes it easier to conclude that our explanatory 

variables are significantly different from zero. 

The kurtosis is relatively high for a lot of the models, such as the full and first period for 

CHF, GBP and JPY, as well as for the full and third period for EUR. The direction of the 

high kurtosis overestimates our t-values, meaning that our null hypotheses are more accepted 

than they look. 

The models with the highest kurtosis are also the ones with the most positive skewness – two 

biases working in opposite directions. Although when considering the estimated beta values, 

we should probably consider the size of the t-values for the full period of CHF and GBP, as 

well as the full and first period of JPY and the full and third period of EUR where the 

kurtosis is more than seven times higher than the skewness. 
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6.3.2 Multicollinearity in the models 

In section 5.1.3 we explained that multicollinearity between two or more variables in the 

model would lead us to accept our null hypotheses more often than usual. Since we are most 

interested in rejecting the null hypothesis, which is that any of our beta estimates are equal to 

0, the bias caused by multicollinearity works to our advantage. Ceteris paribus, if no 

multicollinearity is present we can trust our t-values, and if we do find multicollinearity our 

hypotheses will be more rejected than it seems. Of course it still affects the estimated beta 

values of the correlated variables, and here we will be going by the common rule-of-thumb 

(Gujarati (2003)) and only consider multicollinearity to be a problem if the condition index 

rises above ten.  

If we look at all the models in Table 6 for all the full and third periods for the four currencies 

,as well as the second period for EUR, which are based on the scenario I(1)I(1)I(1), we see 

that the condition index floats around 2. In these cases we should not see an effect on either 

our t-values or the estimated beta values. The first period for all currencies based on scenario 

I(0)I(0)I(1) has a condition index between 6 and 9. According to the rule-of-thumb, this 

should not be a problem considering the estimated values of the betas. The most severe cases 

of multicollinearity occur in the second period for currencies: CHF, GBP and JPY where cost 

is differenced and volatility is not. The condition index for CHF is still below ten opposed to 

GBP and JPY where it is calculated to approximately 10.5. This could mean that some of the 

estimated beta values are not distributed correctly between the correlated variables. However, 

considering that the rule-of-thumb deems the range 10-30 a possible problem of 

multicollinearity, our most extreme values will probably not cause any real trouble. 

 

6.3.3 Autocorrelation in the models 

The correlation of the residuals with themselves does, as explained in section 5.1.2, 

underestimate the standard errors of the coefficients in case of positive autocorrelation and 

overestimate them in case of negative autocorrelation.  

Looking at Table 6, we see that for all sixteen models the autocorrelation ranges between 

±0.01, which must be considered too small to have any noticeable effect on our estimated 

coefficients. 
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6.3.4 Heteroscedasticity in the models 

As mentioned in section 5.1.4, heteroscedasticity also affects our estimates of the standard 

deviations of the estimated beta values. As opposed to the violation of the other assumptions, 

we cannot say anything about the direction of the resulting bias. 

In Table 6 we have reported the Breusch-Pagan p-value for each model. Note that this value 

should be as close to 1 as possible. Since we want to accept the null hypothesis of 

homoscedasticity, a p-value above 0.9 means that we will accept heteroscedasticity in 10% of 

the cases, which should be sufficient to discard heteroscedasticity as a serious problem for 

our coefficients. Anything between 0.9 and 0.95 is less worrisome and anything above 0.95 

should be considered unproblematic. 

In the majority of our models heteroscedasticity is a problem, which we, from our findings in 

section 5.2.6, believe to be caused by the lagged volatility variables, although with the full 

and first periods for CHF as well as the second and third for GBP, the second period for JPY 

and the second and third period for EUR the problem of heteroscedasticity is smallest with 

Breusch-Pagan p-value ranging between 0.1098 and 0.5069. The third period of JPY and the 

full and first periods of EUR have a Breusch-Pagan p-value ranging between 0.1 and 0.05. 

Depending on the size of these models’ estimated betas t-values this needs to be included in 

our evaluation of their results. This is also the case for the third period of CHF, which is 

somewhat more heteroscedastic at a p-value equal to 0.0124. 

In the last five models; namely the second period of CHF and the full and first period of GBP 

and JPY, we find undisputable evidence of heteroscedasticity where the Breusch-Pagan p-

value is less than 0.0001.  

 

6.3.5 Critique 

In section 6.3.1 we described how our data is only near normally distributed and how this 

affects our estimated coefficients. The leptokurtic nature of our data means that a regression 

model based on this distribution instead of the normal distribution would fit the data better 

and give more reliable coefficient estimates. We found this to be too comprehensive for this 

thesis work, wherefore we chose to continue with our OLS models. One of the disadvantages 

of our OLS models is the heteroscedasticity present in our residuals. We tried different 

solutions to solve this problem but none of them were sufficient, wherefore we again chose to 
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continue with our OLS model. If research continues on this subject it might be worthwhile 

considering setting up a proper GLS model that would solve the problem of 

heteroscedasticity. Last, but not least, we have the problem of endogeneity discussed in 

section 3.4, which we found in section 5.2.7 that we could not dismiss. Therefore it might be 

difficult to conclude anything about the true causality between cost and volatility. We will try 

to solve this problem in section 7.3. 

 

6.3.6 Summary 

Real world data rarely lives up to all the assumptions of OLS or other statistical theories, 

which we also pointed out in section 6.3.5. Therefore, in sections 6.3.1 to 6.3.4, we have 

described how our models either obey or violate any of those assumptions. As described, 

some of the models only have mild violations of some of the assumptions, whereas others are 

more severe in their violations. None of the models had any autocorrelation in the residuals, 

and the multicollinearity that does exist between some of the variables is quite small and 

underestimates the t-values. The violations to take notice of are the heteroscedasticity present 

in the second period of CHF and the full and first period of GBP and JPY. The lack of 

normality, or more precisely, the presence of high kurtosis in the full period for CHF and 

GBP, the full and first period of JPY and the full and third period of EUR also needs to be 

taken into account when evaluating the results of the models. Furthermore, we mentioned the 

problem of endogeneity, which we have yet to solve but in section 7.3 we will propose a 

possible solution to the problem. 

 

6.4 Results 
First of all, this section evaluates the results of our own regressions. Through sections 6.4.1.1 

to 6.4.1.5 we shall look at the beta coefficients of our lagged volatility variables, VIX, 

dummy and cost, respectively, as well as the coefficient of determination. Section 6.4.2 

compares our results with a naïve model, a LN model and a spill-over model and section 

6.4.3 compares our result with the results of previous research done by Mulherin (1990), 

Aliber, Chowdhry & Yan (2003), Lanne & Vesala (2006), Ronan and Weaver (2001) and 

Hau (2006). 
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6.4.1 Our model 
In this section we will describe the estimated coefficients of our models presented in Table 6. 

The evaluation of the coefficients will help us to determine which variables have a significant 

impact on the prediction of volatility and if this is a positive or a negative relationship. It 

should be pointed out that we have included some insignificant coefficients in the model, 

such as VIX, cost and the intercept. We have done so, when they did not disturb the outcome 

of the model, to be able to see how close they are to be significantly different from zero. 

 

6.4.1.1 Lagged volatility 
If we look at the estimated beta-coefficients for the different lags of volatility included in the 

models, we see that all of them are significantly different from zero at a 1% significance 

level, except for CHF’s third period, which is significant at a 5%-level. Even though the t-

values for the full period for all the currencies as well as the first and third period for JPY and 

EUR, respectively, are somewhat underestimated due to a high kurtosis, we see no reason to 

discard the results of the estimated beta-values for the lagged volatility measures. The 

presence of heteroscedasticity does affect our t-values but as mentioned in section 5.1.4, we 

cannot determine the direction of its bias. 

For the full period, all the volatility variables are negative for all currencies. We also find that 

the sizes of the coefficients are relatively close to each other when comparing the different 

lags between currencies. The first lag has the highest impact on volatility with a magnitude of 

approximately -0.6, meaning that a change in the first lagged volatility variable of 1 the week 

before would result in a decrease of -0.6 the week after. Through the second and third lag of 

volatility the estimated coefficients stay relatively close to each other between the currencies 

at about -0.3 and -0.2, respectively. 

In the first period we find that only the first and second lag of volatility have a significant 

impact on volatility for all currencies besides EUR, where the first and third lag are different 

from zero. For all of the estimated coefficients we find that they have a positive influence on 

volatility with about 0.46 for the first lag and approximately 0.24 for the second and third lag. 

The second period resembles the first one except for EUR, where volatility is differenced 

opposed to the rest of the currencies. This results in that all the coefficients are negative and 

numerically larger than they are for the remaining three currencies. For the first and second 

lag for CHF, GBP and JPY the beta-values are estimated at about 0.39 and 0.27, respectively 
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- where the EUR is estimated at approximately 0.62, 0.41 and 0.18 for the first to third lag; 

much like the full period. 

Looking at the third period we once again find that all of the coefficients are negative just as 

they are in the full period. During this period, the inclusion of lags in the models is not as 

consistent as the previous periods. For CHF we find that the first to third lags are significant 

as well as the first and second ones for JPY. For GBP and EUR we find that only the first lag 

is significant. The magnitude of the estimated coefficients resembles the ones for the full 

period, where the first has an estimated beta-value of about -0.59.The second lag is estimated 

to approximately -0.32 and the third lag to -0.21. 

The results give a clear picture of the relationship between volatility in a certain week, and 

lagged values of volatility in the previous one to three weeks, as well as the relationship 

between the differenced volatility and the lagged differences. In all the cases where volatility 

is I(0) the relationship between volatility and its lagged values is positive, and when volatility 

is I(1) the relationship is negative – even during the second period where EUR is the only 

model to use differenced volatility measures. 

The positive coefficients of the first and second period indicate that the volatility moves in 

the same direction for at least three weeks, where the negative coefficients for the full and 

third period show us that the change in volatility fluctuates more rapidly between weeks. 

 

6.4.1.2 VIX 
The inclusion of VIX in the models was to see how the currencies’ volatility was affected by 

the general market volatility. For all the models, except the third period for GBP where we 

chose not to include VIX due to multicollinearity, we find a positive relationship between 

VIX and volatility. The estimated beta-value for VIX is significantly different from zero at a 

1% significance level for all models except for the second period of EUR where it is only 

significantly different at a 5%-level, and the first and third period for CHF and GBP, 

respectively, where they are deemed not to be different from zero even at a 10%-level. 

The t-values for VIX are affected by the bias in the same cases as explained under volatility. 

Since VIX is mostly as significant as volatility we apply the same rationale and have decided 

to trust the beta values. 
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6.4.1.3 Outlier-dummy 
As described before, we have chosen to include a dummy variable in the full model for GBP 

and JPY. These dummies have a positive and significant effect on volatility. Their estimated 

coefficients of 0.0024 and 0.0086 for the full period of GBP and JPY, respectively, seem 

rather small compared to the other beta-values, but one has to remember the relatively large 

size of the dummy variables’ value of 1 compared to the much smaller volatility and cost 

measures. 

 

6.4.1.4 Cost 

Until now we have seen fairly consistent results among the estimated beta-values for the three 

previously mentioned variables. When including cost in the model, we found that it was only 

possible to include it once and not possible to include multiple lags simultaneously, as it was 

with volatility due to multicollinearity. Therefore, we see that the third period for CHF and 

JPY, as well as the full period for JPY, only includes the first lag of cost, and the third period 

of GBP only includes the second lag. 

The results for the estimated beta-values for cost indicate that a positive relationship between 

cost and volatility exists during the first period for all currencies and a negative relationship 

during the second period, also for all currencies. During the first period, both cost and 

volatility are non-differenced and the beta-values lie around 5 - with CHF being a bit larger at 

7.6 and EUR somewhat smaller at 2.8. During the second period, the beta-values are 

approximately -0.8 except for EUR, which has a beta-value of -2.5.  

For the full period we find that CHF and EUR have a negatively estimated beta-value for cost 

of about -1, and GBP and JPY have positive beta-value of approximately 1.9 and 0.8, 

respectively. The third period has mixed results, as well as the full period, with GBP and 

EUR showing a negative relationship between cost and volatility, and CHF and JPY 

displaying a positive relationship. The size of the coefficients differs quite a lot during this 

period with GBP having a beta-value of -21.2 and EUR with a beta-value of -3.3. For CHF 

and JPY the beta-values lie at 2.8 and 4.4, respectively. 

Once again, we have to consider the bias that affects the estimated t-values hence the validity 

of our beta-values. All the currencies’ full periods have overestimated t-values due to high 

kurtosis. Considering that all but the beta-value for cost for GBP during this period is not 
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accepted at the 10%-level, it is difficult to consider them different from zero. GBP’s beta-

value for the full period of 1.9 is, although significantly different from zero, at a 1%-level. 

The first period produces rather reliable beta-values, which, at a 1%-level, are all 

significantly different from zero. We find that the beta-value for CHF and EUR does not 

suffer from any bias, whereas the t-values for cost for JPY and GBP are overestimated, but 

here we also find a somewhat high multicollinearity that underestimates the t-values. It is 

difficult to say anything about their actual effect but considering that the beta-values are 

significant at a 1%-level we determine them to be reliable. For the second period, we find that 

all t-values are underestimated, except for EUR, which, on the contrary, has a significant 

effect at a 10%-level. The t-values for CHF, GBP and JPY are relatively small, and are 

probably difficult to assign any significant explanatory power at a 10%-level or below. 

Looking at the third period, we see that only the beta-values for CHF and GBP are significant 

at a 1 and 10 per cent level, respectively, without being biased in any way. For JPY we find 

no bias or any significant explanatory power. The same is the case for EUR, which even 

suffers from a small overestimation. As with the other variables, heteroscedasticity is also a 

problem here. In the case that the bias works against us, we assume that the beta coefficients 

for cost deemed significantly different from zero are still reliable due to their rather large t-

values. 

 

6.4.1.5 Coefficient of determination 

When we look at the coefficient of determination (R2) for the models, a very general picture 

is formed. Most of the coefficients are approximately at 0.35 whereas the model for the full 

period for CHF has the lowest R2 of 0.30 and the full period for JPY has the highest of 0.43. 

When estimating the models for the first period for all the currencies, we found that including 

the intercept resulted in a very high correlation with cost and therefore decided to exclude the 

intercept from the model. This procedure imposes a mean of 0 for our volatility, which 

inflates the R2 of the model as the total sum of squares is based on a deviation from 0 and not 

the actual mean of the volatility. For the models, there seem to be no systematic tendency as 

to what period is explained the best across the currencies. 

In section 5.2.4 we showed that the coefficient of determination could be biased in the 

presence of autocorrelation in the error term, although as we saw in section 6.3.3 our models 
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do not contain any autocorrelation wherefore this is not a problem, and thus our R2-values are 

not biased. 

 

6.4.1.6 Summary 
Through section 6.4.1, we have shown how much significance we should put into the 

estimated beta-values of our models and hence what variables are significant in helping us 

explain the variance in the volatility of the exchange rates. 

Considering cost, we find that the estimated beta-values are significantly different from zero 

and positive for GBP during the full period, for all currencies during the first period and for 

CHF during the third period. Furthermore we find that the estimated beta-values for EUR and 

GBP during the second and third period, respectively, are also significantly different from 

zero although negative. In all other models the beta-value is insignificantly different from 

zero, while still having a negative value except for JPY during the full and third period. For 

all other variables included in the model be it volatility, VIX or our dummy variable we argue 

that they are significantly different from zero, even considering the bias they might be 

affected by. For all of our models we find R2-values between 30 and 40 per cent, except for 

the first period models for all currencies, which have no intercept. Considering the possibility 

of factors affecting real world data we find our models to give a good estimation of the value 

of volatility. 

 

6.4.2 Relative to other approaches 
In this section we will focus on three alternative approaches to the model we have chosen and 

see how these new models perform compared to our results displayed in Table 6. The results 

will be compared by the determination coefficient, the signs, size and their level of 

significance of the beta values. Furthermore, we will compare the test values of 

heteroscedasticity, multicollinearity, autocorrelation and normality to determine in which 

direction the results could be biased and to establish which model works better.  
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6.4.2.1 The naïve model 
The naïve model is called so because we only regress volatility on the first lagged value of 

volatility. By doing this, we can see if volatility this week explains volatility next week, thus 

we can write the model for GBP as: 

 !!!"# ! !!! ! !!!!!!!"# ! !!!"# (66) 

The results for GBP in the naïve model can be found in Table 8 and for CHF, JPY and EUR 

they can be seen in Appendix 8.  

Comparing the results from our model with the naïve model we find some similarities. The 

beta coefficients for the full and third periods are negative at -0.4660 and -0.5352, 

respectively, and the coefficients for the first and second period are positive at 0.9530 and 

0.9731. Furthermore, all the coefficients are extremely significant. This resembles the same 

relationship with I(0) and I(1) as explained in section 6.4.1.1. In the first and second periods 

the intercept was correlated with lagged volatility, which is why we have excluded it. This 

means that because the procedure imposes a mean of 0 we cannot compare the naïve model to 

our model based on the determination coefficient. In the cases of the full and third period we 

can compare the determination coefficients and in both cases our models’ coefficient of 

determination exceeds the naïve model by 9.63 and 5.13 percentage points, respectively. 

Comparing the test statistic from our model with the naïve model we find that the Anderson-

Darling value is a little smaller, although still only nearly exhibits a normal distribution for 

the naïve model in the first and second period. When looking at skewness and kurtosis for 

both models, we find that skewness is slightly larger for our model during all periods and that 

kurtosis for our model performs better in the second and third period compared to the naïve 

model. The differences are very small, and therefore we believe that this does not have a 

significant impact when comparing the two models. 

In our model autocorrelation is almost non-existent, but when looking at the naïve model we 

find high negative autocorrelation in the first and second period. This might be due to omitted 

variables whereby the residuals compensate for this. The high autocorrelation could also 

explain the very significant t-values for the lagged volatility of 74.54 and 85.95, respectively. 

Multicollinearity between the variables is not a problem in the naïve model as only one 

variable, lagged volatility, is included. Thus we find it hard to compare to our model. 

Furthermore, as described in section 6.3.2, we do not believe that any of our estimated 
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coefficients from our model will be significantly biased due to multicollinearity but this could 

be a reason why the beta coefficients of the naïve models’ first and second periods are higher 

compared to our model. This is because the effect of lagged volatility is not divided between 

several correlated lagged volatility variables as in our model. 

Looking at the Breusch-Pagan p-values for our model and the naïve model, we find that in 

the full period the naïve model performs better with a p-value of 0.0158 compared to <.0001. 

The first periods are alike for the two models but in the second period our model performs 

much better with a p-value of 0.2411 compared to 0.0096 in the naïve model. In the third 

period, the p-value for the naïve model exceeds our model by almost three times with a p-

value of 0.6776.  

After having compared the two models, we find that the signs of the lagged volatility over the 

different periods are the same compared to our model. Furthermore, we could see that the 

size of the beta values for the full and third periods were somewhat the same size as in our 

model. The first and second periods differed in size compared to our model but this is 

probably due to correlation between lagged volatility variables in our model. Furthermore, we 

do not find a significant basis for one of the models to perform better than the other when 

looking at the normality testing or multicollinearity results. It should be noted though that in 

the naïve model we found a high negative autocorrelation in the first and second period, 

which is a severe problem. Furthermore, our model performed better when comparing the 

results of heteroscedasticity and the determination coefficient. Based on this, we can 

conclude that overall our model performs better than the naïve model, and that cost has an 

impact when estimating volatility.     

 

6.4.2.2 Spill-over 

The purpose with the spill-over model is to find out if either foreign cost or volatility affects 

domestic volatility. Meaning, does foreign countries’ cost and volatility affect the domestic 

country’s volatility? We will investigate this by expanding the models developed in Table 6 

to include the foreign variables. 

To see if foreign cost should be included in the models we have found the correlation 

between all the cost time series. The results can be seen in Table 7. The idea is that if the 

different cost time series are not correlated the traders for a given currency would change to 
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another market to exploit the lower transaction costs if the cost of the first currency increases. 

From Table 7 we find that costs are highly correlated thereby indicating that the transaction 

costs are at least partly determined by the market. Including these in the models will only 

result in multicollinearity. 

                          
  Full  First   
    CHF GBP JPY EUR    CHF GBP JPY EUR   
  CHF  62% 57%   CHF  31% 54%    
  GBP 62%  64%   GBP 34%  37%    
  JPY 57% 64%    JPY 43% 37%     
  EUR 28% 72% 62%   EUR 18% -8% 30%    
               
  Second  Third   
    CHF GBP JPY EUR    CHF GBP JPY EUR   
  CHF  69% 66%   CHF  28% 26% 36%   
  GBP 45%  72% 75%  GBP 24%  45% 52%   
  JPY 62% 69%  63%  JPY 27% 48%  33%   
  EUR 48% 75% 63%   EUR 37% 59% 33%    
                          

Table 7 - Table of correlations between the cost variables for the different currencies. Left column 
indicates how much a currency’s cost is correlated with a currency in the top rows cost during its 
own full, first, second or third period. 

Looking at the correlations in Table 7 we find that overall costs across currencies are too 

highly correlated, which is why they should be excluded from the model. So for the GBP 

model we can write: 

 !!!"# ! !!! ! !!!!!!!"# ! !!!!!!!"# !! !!!!!!!"# ! !!!!!!!"# ! !!!"#!
! !!!"#$%&'!!"##$! ! !!!!!"# ! !!!!!"# ! !!!!!"# ! !!!"# 

(67) 

Where ! ! !!!!!  and in the periods where EUR was not yet introduced the variables take 

the value 0. This is the case in the full and first period for GBP. The results from GBP can be 

seen in Table 8 and for CHF, JPY and EUR can be seen in Appendix 9.  

Comparing the results from our model in Table 6 with the spill-over model, we find no 

changes in the sign of cost or lagged cost. In the full and second period the changes in the 

size of the beta values are not extensive, and the significance of the t-values does not change. 

Especially noticeable are the first and third period wherein the spill-over model and the 

estimated beta coefficients decrease to 0.52 and -13.13, respectively, and the cost coefficient 

of the first period changes from being significant at a 1%-level in our model to not being 
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significant at a 10%-level. The significant level of the third period increases in the spill-over 

model from a 1 to a 5 per cent level compared to our model.  

The sign of the beta values and the significance level of all lagged volatility variables do not 

change. When comparing the models we only find a negligible difference in the size of the 

beta values. Looking at VIX we find that the variable in the full, first and second period of 

our model was significant at a 1%-level, but in the spill-over model the variable is not 

accepted in any of the periods. This could point to that VIX is not the best measure for the 

market volatility and that instead an average of the different currencies’ volatilities would be 

a better measure. The outlier-dummy in the full period does not change noticeably in either 

size or significance when comparing the models.  

The foreign volatility variables are all significant at a 1%-level except for JPY in the second 

period and CHF in the third period in the GBP spill-over model. Comparing these results to 

the spill-over models for CHF, JPY and EUR from Appendix 9 we find that generally in the 

third period for all the models the relationship is varying and also that the JPY variables more 

often are insignificant, which can be seen in all the cases of EUR. We believe this could be 

due to the distance between the countries. We find it logical that EUR, GBP and CHF all 

affect each other more than JPY since it is centred on another continent.  

Looking at the determination coefficient, we find that in all comparable cases the spill-over 

models perform better. In all cases we see that the determination coefficient of the spill-over 

model lies approximately 20 percentage points higher than for our model. This could be due 

to the foreign volatility variables, which give a better market measure than VIX, wherefore 

the variation in volatility is explained better compared to or model.   

Comparing our model to the spill-over model we find no changes in signs of the beta 

estimates. Furthermore, we find that the cost coefficients in the first and third period decrease 

noticeably in the spill-over model, which could indicate that the cost coefficients in our 

model are not that robust in the first and third period. By comparing the test-statistics from 

our model with the spill-over model we find that the Anderson-Darling value is a little 

smaller, but still only near a normal distribution for the spill-over model in the full, first and 

second period. In the cases of skewness and kurtosis we find that our model only performs 

better in the second period, but the difference in the other periods are small.  



!"#$#%%#&'$(%$)$!(*+,$')-$(,$#-&"),.#$/)'#$0(1)'+1+'2$3$4566$

$ $ 78$

Compared to our models the issue of autocorrelation is more severe in the spill-over model. 

In all periods the correlation between residuals and lagged residuals exceeds ±0.12, which 

will affect the t-statistics. Looking at the condition index in the spill-over model, we find that 

in all cases our model performs better. Worrying, though, is the second period of the spill-

over model where we find a condition index of 16.33, which means that the size of the beta 

values of the correlated variables could be incorrectly distributed among them. Looking at the 

Breusch-Pagan p-values, we find that our model performs better in the second period. The 

full and the first period for both models are alike, and it is only in the third period that the 

spill-over model performs better.   

After having compared the two models, we find that the spill-over model explains volatility 

better by looking at the determination coefficient. This is probably due to the better market 

index created by the foreign volatility variables. Although we have to be careful not to draw 

our conclusions too quickly based only on this, as the spill-over models performs more 

poorly overall when looking at the test of multicollinearity, heteroscedasticity and 

autocorrelation. Based on this, we find it hard to determine which of the two models is better 

than the other, when comparing the test statistics. Although, if we compare our model with 

the spill-over model based on the determination coefficient, the spill-over model outperforms 

our model in all cases.  Furthermore, we find that the signs of the cost coefficients have not 

changed compared to the cost coefficients of our model and they are therefore still in line 

with previous research.  

 

6.4.2.3 The LN-model 

The purpose of comparing an LN-model with our model, is to see if the LN effect, proposed 

by Hau (2006), will make the model perform better. In his paper, Hau (2006) describes that 

taking the natural logarithm of the measures of cost and volatility will work as a near 

Gaussian filter, as we explained in section 3.2.2. This resembles a log-linear model, and it is 

therefore not possible to compare the sizes of the beta values to our model. The reason for 

this is that the estimated cost coefficient measures the elasticity of volatility with respect to 

cost, i.e. the percentage change in volatility for a given percentage change in cost, whereas in 

our model, we look at changes in percentage points. Furthermore, there is the question of 

stationarity. As the measures are now changed we might see changes in the stationarity of the 
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periods, but we will assume that these behave in the same way as in our model. We do this so 

the comparisons of the models are easier to interpret.   

When comparing the signs of the costs’ beta values from the LN-models and our GBP 

models, we find that the only change is that in the LN-models’ full period the sign is 

negative. This means that the model has established a negative relationship between volatility 

and cost, which corresponds to Tobin’s (1978) statement, but looking at the associated t-

value we find that this beta value is not significant even at a 10%-level. Furthermore, we find 

that it is only the first period that has a significant cost coefficient at a 1%-level in contrast to 

the rest of the periods where the null hypothesis of the beta values is accepted, as we found in 

our model as well. LN-models for CHF, JPY and EUR can be found in Appendix 10. 

In the LN-model we find no changes in the signs or the significance level of the lagged 

volatilities’ beta values, compared to our model. Furthermore, do we not see any changes in 

the outlier-dummy or VIX, except for the second period of the LN-model where the beta 

value of VIX is now only significant at a 10%-level, compared to our model, which has a 

significant level of 1%.      

Looking at the determination coefficient, we find that our model performs a little better, 

except for the third period where the LN-model has a determination coefficient of 0.381 

compared to ours of 0.337. 

Comparing the test statistics of the two different models we find that Hau’s (2006) statement, 

taking the natural logarithm of the measures will feature a near Gaussian distribution, to be 

partly true. In the full, first and second period the Anderson-darling values improve and in the 

second period the residuals are normally distributed with a p-value of 0.013. In the third 

period, however, our model outperforms the LN-model. Here we find an Anderson-darling 

value of 0.819 compared to the LN-model which has a value of 1.769. Looking at skewness 

and kurtosis, we find the same pattern as just described; that in general the LN-model 

performs better. Only in the second period our model performs better with regard to kurtosis 

and in the third period our model performs better in both kurtosis and skewness. 

Looking at autocorrelation, we find that our model performs better in three out of the four 

cases but the difference between the two models is very small, hence we find the difference 

insignificant. Comparing the Breusch-Pagan values of the two models, we find that our 

model performs better in the second and third period. Noticeable is especially the third period 
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in the LN-model where the Breusch-Pagan value is below 0.05. In the tests for 

multicollinearity our model generally performs better. The first and second period of the LN-

model, where the condition index lies between 49.168 and 56.232, are especially troublesome 

since these numbers indicate an extreme case of multicollinearity in both periods, which leads 

to accepting the null hypotheses more often than usual. This also means that the estimated 

beta values of the correlated variables are affected. 

After having compared the two models we find that only the first period of the LN-model has 

a significant positive cost coefficient and that the full, second and third period have negative 

but insignificant cost coefficients, which correspond to the previous research. That the cost 

coefficient of the first period does not change in sign or significance level compared to our 

model could indicate that the coefficient is not that weak as we thought based on section 

6.4.2.2. Looking at the test-statistics of the two models, we find that the LN-model generally 

performs better in the normality tests, even though most of the cases are still only near 

normally distributed. In the cases of autocorrelation, we believe that the difference is too 

small to decide which model performs better. In the tests of heteroscedasticity and 

multicollinearity our models generally perform better, especially when looking at 

multicollinearity, even though this means that the t-values of the LN-model could be more 

significant than displayed. Furthermore, we find that the determination coefficients are 

mostly better in the cases of our model. Based on this and the fact that it complicates the 

interpretation of the model when taking the natural logarithm to the measures, we conclude 

that our model is a better model to use when investigating the impact cost has on volatility. 

 

6.4.2.4 Summary 

When evaluating the alternative models described in section 6.4.2.1, 6.4.2.2 and 6.4.2.3, we 

see that in the naïve model the significance and the signs of the lagged volatility coefficients 

did not change compared to our model. We only found that the size of the first and second 

periods coefficients increased, but this could be explained by a possible correlation between 

lagged volatility variables in our model. In the spill-over model we found no change in signs 

when comparing the cost coefficients to our model. The only thing noticeable was the 

decrease in size and in the t-values in the first and third periods’ cost coefficients, which 

could indicate that our models’ cost coefficients for these two periods were not that robust. In 

the LN-model we only found the first periods’ cost coefficient to be significant and positive 
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like in our model. Otherwise the cost coefficients from the full, second and third period were 

negative and insignificant. The fact that the first periods’ cost coefficient in the LN-model 

was significant and positive could indicate that it was not as weak as we thought based on our 

results from the spill-over model. 

Based on the comparison of the test-statistics, we found that our model performed better in 

general even though the differences in most cases were small. This was also the case when 

looking at the determination coefficient, except in the cases of the spill-over model, but we 

believe this is due to the fact that the foreign volatility variables are a better measure for the 

market volatility than VIX and the reason why the variation in volatility is better explained. 

Generally we find the alternative models to come to the same results as ours: that either the 

cost coefficients are positive and significant or negative and insignificant, which correspond 

to previous research. 
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  LN GBP    Spill-over GBP    Naïve GBP 
Period Full First Second Third  Period Full First Second Third  Period Full First Second Third 
Model I(1) , I(1), I(1) I(0) , I(0), I(1) I(1) , I(0), I(1) I(1) , I(1)  Model I(1) , I(1) I(0) , I(0) I(1) , I(0) I(1) , I(1)  Model I(1) I(0) I(0) I(1) 

Intercept -0.0043 - -1.9476 0.0006  Intercept 0.0000 - 0.0006 0.0000  Intercept 0.0000 - - 0.0000 
  (-0.59) - (-7.33***) (0.02)    (-0.94) - (3.11***) (-0.03)    (-0.04) - - (0.10) 

Cost -0.0110 0.1895 -0.0550 -  Cost 1.5514 0.5164 -0.7420 -  Volatility lag1 -0.4660 0.9530 0.9731 -0.5352 
  (-0.30) (7.83***) (-1.11) -    (-2.85***) (0.83) (-0.86) -    (-17.41***) (74.54***) (85.95***) (-6.78***) 

Cost lag2 - - - -0.0235  Cost lag2 - - - -13.1341  R2 0.2169 - - 0.2858 
  - - - (-0.16)    - - - (-2.34**)  N 1097 552 419 117 

Cost lag3 - - - -  Volatility lag1 -0.4098 0.2366 0.3058 -0.2729          
  - - - -    (-15.95***) (7.02***) (6.63***) (-4.34***)  Autocorrelation -0.0752 -0.4002 -0.4846 -0.0035 

Volatility lag1 -0.5979 0.4607 0.3205 -0.6153  Volatility lag2 -0.1706 0.1100 0.1961 -  Breusch-Pagan 0.0158 <.0001 0.0096 0.6776 
  (-20.23***) (11.22***) (6.90***) (-8.33***)    (-6.26***) (3.35***) (4.96***) -  Condition index 1.0005 1.0000 1.0000 1.0035 

Volatility lag2 -0.2790 0.2573 0.3317 -  Volatility lag3 -0.0936 - - -  Anderson-Darling 15.8111 5.4598 1.8015 1.4133 
  (-8.41***) (6.33***) (7.09***) -    (-3.90***) - - -  Skewness 1.2678 0.4000 0.1076 0.6780 

Volatility lag3 -0.1550 - - -  Delta Vix 0.0000 0.0000 0.0000 -  Kurtosis 8.6465 4.4149 2.0131 2.9104 
  (-5.26***) - - -    (-1.49) (0.81) (0.63) -       

Delta Vix 0.4244 0.5042 0.2256 -  Outlier-dummy 0.0017 - - -       
  (4.96***) (4.05***) (1.80*) -    (7.23***) - - -       

Outlier-dummy 0.2640 - - -  CHF-Volatility 0.3952 0.5448 0.2646 -0.0013       
  (4.70***) - - -    (17.52***) (17.86***) (7.18***) (-0.001)       

R2 0.2915  0.3161 0.3807  JPY-Volatility 0.0848 -0.0571 0.0158 0.2316       
N 1095 557 418 116    (4.66***) (-2.97***) (0.54) (3.92***)       
         EUR-Volatility - - 0.1949 0.4301       

Autocorrelation -0.0175 -0.0201 -0.0630 -0.0530    - - (5.22***) (3.92***)       

Breusch-Pagan <.0001 0.0728 0.2196 0.0279  R2 0.5296 - 0.5565 0.6460       
Condition index 2.1517 49.1684 56.2319 1.0263  N 1095 551 418 116       

Anderson-Darling 3.8691 1.4714 1.0008 1.7689                
Skewness -0.4932 0.4833 -0.0941 -0.8791  Autocorrelation -0.1268 0.1539 -0.1332 -0.2507       

Kurtosis 6.0655 1.2996 2.0039 7.6067  Breusch-Pagan <.0001 <.0001 0.0289 0.1085       
      Condition index 2.3126 10.9639 16.3348 4.2974       
      Anderson-Darling 7.9514 5.4774 2.4509 0.6032       
      Skewness 0.1733 1.0684 0.7517 0.2940       
      Kurtosis 5.1732 3.0538 1.4966 0.8801       

Table 8 - The results of our alternative approaches for GBP over all four periods. T-values are shown in parentheses and the test statistics are displayed beneath each model. One star means that the null 
hypothesis is rejected at the 10%-level, two stars mean a rejection at the 5%-level and three stars mean a rejection at the 1%-level.$
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6.4.3 Relative to previous approaches   

To compare our results with previous research, we have chosen to look at Mulherin (1990), 

Aliber, Chowdhry & Yan (2003), Lanne & Vesala (2006), Ronan & Weaver (2001) and Hau 

(2006). The reason for this is that the five papers all focus on either currencies or that their 

models are somewhat comparable to ours. Based on this, it is possible to roughly compare the 

determination coefficient and the signs of the beta values in the different models. As the 

authors of the different papers have used alternative cost and volatility measures compared to 

ours, only the signs and not the size of the beta values can be considered when comparing 

results. Furthermore, we will not describe the alternative measures in detail as these have 

been loosely described in section 3.2. Not all the papers comment on the test of normality, 

multicollinearity, autocorrelation and heteroscedasticity, and therefore it is difficult to tell if 

their coefficients are biased, and if so in what direction. We are aware that the time periods 

for the five articles all differ from our, which should be taken into consideration when 

comparing the models, but to our knowledge no one has investigated this relationship based 

on the same model in recent time. We are aware that the different currencies used in the 

papers in some cases differ from our four chosen currencies, but as seen in chapter 4, the 

currencies often behave alike.  

Mulherin (1990) looks at the relationship between margin requirements introduced by the 

Federal Reserve in 1934 and the volatility of the Dow Jones returns on a daily basis from 

1934 to 1987. As described in section 3.1, we believe that even though the research is based 

on the stock market we can compare it to our results, as the relationship between volatility 

and costs is expected to act the same way. We are aware that Mulherin (1990) uses margin 

requirements but this is just a different way to measure transaction costs, wherefore we find 

the models comparable.  

The results of Mulherin’s (1990) research do not give a clear picture of the relationship 

between margins and volatility. When he regresses volatility on margins for the full period 

from 1934 to 1987 he finds that the signs of the cost coefficients are negative, but not 

significant even at a 10%-level. He then divides the sample into 4 periods of 12 years and the 

results reveal positive beta values of the costs, but again they are not significant. Comparing 

this to our models we find that in the majority of the results the relationship between cost and 

volatility is positive and significant or negative and insignificant. Mulherin’s (1990) adjusted 

determination coefficients for the different regressions all lie between 0.29 and 0.41, which is 

approximately the same results we find in our models, except for the 12-year period from 
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1947 to 1958, where he finds a value of 0.08. He concludes that an imposition of a 

transaction tax corresponding to a decline in volatility is not an obvious result. 

Aliber, Chowdhry & Yan (2003) test four major currencies: British Pound (BP), Deutsche 

Mark (DM), Japanese Yen (JY) and Swiss Franc (SF), where three out of these four consist 

with our data. The time span they focus on is from January 1977 to December 1999 and the 

time series consists of monthly data. Compared to our data span, we look at the same period 

namely between the first week/month of 1990 to the last month of 1999 for GBP, CHF and 

JPY and the first week/month of 1999 to the last month of 1999 for EUR. It can be argued 

that the EUR and Deutsche Mark can be compared to some extent but based on the time span 

we find it more precise to compare their results with our result from only the first period. As 

we do not have a determination coefficient for all the first periods we have chosen to use the 

determination coefficient for the full period as a benchmark. This contains the first period and 

further we found that the R2 values from our models were alike overall, therefore we find this 

a good estimate for comparison. 

From regressing volatility on costs and lagged volatility, Aliber, Chowdhry & Yan (2003) 

find a determination coefficient for BP of 0.31 which compared to our GBP full period is 

almost identical. For JY and SF the values are somewhat lower. For JY the value is 0.19 

compared to 0.43 and for SF they find a determination coefficient of 0.22 compared to our 

coefficient of 0.30. For DM they find a value of 0.21 compared to our EUR of 0.32, but this 

comparison should be taken with caution, due to the fact that the time periods and the 

currencies are different.  

Looking at the beta values Aliber, Chowdhry & Yan (2003) find a positive relationship 

between costs and volatility in all cases, which is the same conclusion we find in first period 

of our models. Only in the case of DM the beta value of costs is not significant, but for BP, 

JY and SF the beta values of costs are all accepted at a significance level between 1 and 5 per 

cent. The beta values of lagged volatility are in all cases positive and accepted at a 1%-level 

of significance - the same results we find.  

Lanne & Vesala (2006) test the Deutsche Mark (DM) and Japanese Yen (Yen) on a daily and 

intradaily basis. The time span is from 10-01-1992 to 09-30-1993, which like in Aliber, 

Chowdhry & Yan (2003) is a part of our first period. Therefore we will use the same 

approach when comparing results.   
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Lanne & Vesala (2006) regress realized variance on transaction costs, lagged variance and up 

to two seasonal dummies. In both currency cases of the daily data, they find high 

determination coefficients of 0.48 for DM and 0.43 for Yen. These are both higher when 

comparing with EUR’s and JPY’s full period determination coefficients, but we need to keep 

in mind the much shorter time span of Lanne & Vesala (2006), which is why we might see 

smaller fluctuations in their data. Additionally, they find a positive relationship between the 

cost and variance, where both cost’s and lagged variance’s beta values are significant at a 1 to 

5 per cent level. They point out that heteroscedasticity is present, but they seem to solve the 

problem by calculating the t-statistics based on White’s (1980) robust standard errors. In their 

intradaily regressions they find similar results and based on these they conclude, like Aliber, 

Chowdhry & Yan (2003), that an increase in transaction costs leads to increased volatility, 

which is the same result we find for our currencies’ first period. 

Ronan & Weaver (2001) research if return volatility is directly related to tick size in the 

American stock exchange (AMEX). The data span is from 04-01-1997 to 06-30-1997. Their 

main focus is the regime change in tick size that the AMEX stocks underwent in 05-07-1997 

and whether this change affected volatility. They regress volatility on the number of trades 

and two tick size dummy-variables, which represent transaction costs. When comparing our 

results to theirs we focus on the dummy-variables, and use these as a comparison to our cost 

variable. 

From their results they find that both dummy-variables have negative beta values and are 

significant at 5 and 1 per cent levels. The reduction in tick sizes gives way to a lower bid-ask 

spread and therefore lower transaction costs. The determination coefficient has a value of 

0.26, which, compared to all of our models, is somewhat lower. They conclude that when 

following the adoption of smaller tick sizes the volatility is reduced, which is comparable to 

our results from the first period. It is troubling, however, that the decrease in volatility could 

be explained by an independent market wide volatility reduction (Hau (2006)). 

Hau’s (2006) data is based on the stocks in the CAC40 index (the 40 largest and most liquid 

French stocks), as well as hourly data. The time span is between January 1995 and December 

1998 and his goal is to prove that higher transaction costs, in the form of a tick-dummy 

representing an exogenous transaction cost proxy, increase stock return volatility. In his 

model, he regresses volatility on the tick-dummy and lagged volatility. The results conclude 

that both the tick-dummy and the lagged volatility variables are positive and significant at a 
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1%-level, which is the same picture as in the former papers described in this section. He also 

tests for normality where he finds that the Wald !2 test is significant at a 1%-level, meaning 

that the data is normally distributed. He thereby concludes, based on the empirical evidence, 

that the effect of transaction costs on volatility is positive and significant, both statistically 

and economically and thus he believes that his evidence supports Friedman’s (1953) point of 

view on noise traders.  

After looking at the results from the papers of Mulherin (1990), Aliber, Chowdhry & Yan 

(2003), Lanne & Vesala (2006), Ronan & Weaver (2001) and Hau (2006) and comparing 

them to our own, we see that whether on the currency or stock market, the relationship 

between volatility and cost generally is positive and significant or negative and insignificant. 

This suggests that the theory of Friedman (1953) holds true, as Hau (2006) also stated. We 

further find that the determination coefficients found in the previous research take 

approximately the same values as found in our models. 
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7 Analysis 

In this chapter we will interpret our results, which we described in section 6.4.1. The sign and 

sizes of the estimated coefficients are compared to the theories of Tobin, Keynes and 

Friedman described in sections 2.1, 2.2.1 and 2.2.2, respectively. Furthermore, we will 

evaluate the effect that different values of a Tobin tax will have on volatility. In section 7.2 

we will relate our estimated coefficients to the conclusions of the game theoretical model 

from section 2.5 as to be able to comment on the market composition. In the last section of 

our analysis, section 7.3, we propose that the exchange rate can function as an instrument 

variable in a two-stage least squares model in helping to solve the endogeneity problem. 

 

7.1 Interpretation of the results 

From our linear regressions we can determine how a change in cost and VIX affects 

volatility. Meaning, that if for instance cost increases by 1 percentage point, volatility will 

change by the cost’s estimated beta value in percentage points. In this section we will 

furthermore evaluate the estimated coefficients of our models and determine the effect on 

volatility when a tax of 0.5 and 0.005 per cent is proposed. Moreover, we will discuss if 

Eichengreen, Wyplosz & Tobin’s (1995) proposed tax is a realistic suggestion, based on our 

empirical findings. 

 

7.1.1 The relation between volatility and cost 
Looking at Table 6 we find that in general the cost coefficients are either positive and 

significant or negative and insignificant, which consists with the findings in the previous 

research described in section 3.1 and 6.4.3. In this section we will focus mainly on those 

cases where we find significant cost coefficients, when discussing the signs and sizes of the 

cost coefficients and the effect these have on the volatility. In section 6.4.1.4 we concluded 

that the first period’s cost coefficients gave the most reliable results and in section 6.4.2.2 and 

6.4.2.3 we concluded that this period was fairly robust, wherefore we find it obvious to 

discuss an introduction of a transaction tax in the first period of the currencies.  

For the first period, we found a general trend amongst the currencies. All the cost coefficients 

are positive, as mentioned in section 6.4.1.4, which is the contrary to the views described by 

Tobin and Keynes in sections 2.1 and 2.2.1. The largest beta coefficient is found in CHF, and 
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from a 1 percentage point increase in cost, which was Tobin’s (1978) original proposal of a 

transaction tax, we will see that the volatility increases by 7.65 percentage points. If we 

compare this to the standard deviation of the weekly volatility measure of 0.18%, which must 

be the expected movement in the volatility in the first period, we find that the increase in the 

volatility is over 42 times larger. For GBP and JPY the volatility in the exchange rate is 

affected by 5.47 and 5.28 percentage points, respectively, by a 1 percentage point increase in 

the cost coefficients. Here we find standard deviations of the weekly volatility measure to be 

0.17 and 0.23 per cent, respectively, which corresponds to an increase in volatility more than 

32 and 22 timers larger for GBP and JPY. For EUR we see that the impact on volatility when 

cost changes by 1 percentage point is 2.80 percentage points. The standard deviation for the 

weekly volatility measure for EUR is the lowest at 0.14%, which is probably due to the 

shorter time horizon, compared to the three other currencies. In this case we find that if 

Tobin’s (1978) original tax proposal was introduced the increase in volatility would be 20 

times larger compared to the standard deviation.  

These results point in the direction of what Friedman (1953) describes, cf. section 2.2.2 – that 

volatility increases because there are less rational traders moving the price toward its 

fundamental value, which makes the price discovery process less efficient. As the increase in 

volatility is a result of a less liquid market, the volume or number of trades would have been 

interesting to investigate, but as described in section 4.5 these variables were not possible to 

include in our model.  

In four other cases we find significant cost coefficients, which compared to the first periods’ 

cost estimates all are differenced. In two of the cases, GBP’s full period and CHF’s third 

period, the !cost coefficients are positive, with values of 1.89 and 2.77, respectively, 

meaning that if the difference in cost increases by 1 percentage point the !volatility will 

increase by the size of the associated !cost coefficients in percentage points. Thereby, the 

higher the coefficient of cost the wider the span becomes between the volatility at time t and 

t+1, meaning a more volatile exchange rate. In the third period of GBP, we find the largest 

!cost coefficient looking at all the four currencies with a negative value of -21.17. Even 

though we found in section 6.4.1.4 that this coefficient was not biased in any way, we know 

from section 6.4.2.2 and 6.4.2.3 that this period does not give very robust !cost coefficients. 

Furthermore, we find that the !cost coefficient of EUR’s second period has a negative value 

of -2.47 at a 10% significance level, meaning that in these two cases the statement made by 

Tobin (1978) is valid, even though the coefficients are not that robust. In the full, second and 
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third period we find that the majority of the results in Table 6 display negative, but 

insignificant cost coefficients.  

 

7.1.2 Evaluating the size of a Tobin Tax 

In section 2.1 we described that James Tobin proposed a transaction tax on currency 

exchange of 1% in 1978, which is the one we have referred to in section 7.1.1, when 

describing the signs and sizes of the cost coefficients and their impact on volatility. Almost 

two decades later in 1995 Tobin proposed a transaction tax of 0.5% in cooperation with 

Eichengreen and Wyplosz, cf. section 2.1. This was due to his concern that the international 

market had become too efficient in the matter that available information moved swiftly 

around the world, decreasing transaction costs and that the investment market had become 

too liquid (Tobin (1978)). Although we saw from the results in the spill-over model in section 

6.4.2.2 that the relationship between JPY’s volatility and the other countries’ volatility in 

50% of the cases was insignificant indicating that JPY’s distance to the other countries might 

have an influence on how much the other markets are affected by it. This could imply that the 

market is not as efficient as Tobin originally thought, cf. section 2.1. In this section we will 

see the impact of an introduction of a 0.5% transaction tax on our empirical findings. We will 

discuss if this is a realistic suggestion and compare this to others’ suggestions of a transaction 

tax. 

As described in section 3.2.1 our cost measure is calculated as a percentage of the cost-free 

price, meaning that we can easily see from our estimated cost coefficients what will happen 

with volatility when a transaction tax is introduced. In this case we will focus on a tax of 

0.5%, which then would have to be multiplied by the cost coefficient to see the impact this 

will have on volatility. As described in section 6.4.1.4 we believe that the first period of the 

currencies gives the most realistic cost coefficients, and therefore we will mainly focus on 

this period when testing the impact of the proposed transaction tax on the volatility. 

Furthermore, the first period of the currencies, except for EUR, contains the year 1995 where 

the tax of 0.5% was proposed. In Table 9 we have displayed the cost coefficients from the 

first period of the currencies, the Tobin Tax of 0.5%, how much it will affect volatility, the 

average volatility and costs over the first period, the ratio of the effect of volatility to average 

volatility and the ratio of the proposed tax to the average costs, where both ratios are 

calculated in percentage. 



!"#$#%%#&'$(%$)$!(*+,$')-$(,$#-&"),.#$/)'#$0(1)'+1+'2$3$4566$

$ $ 657$

 Currency 

Cost 
coefficients 
(!Cost) 

Tobin 
tax (C) 
(%) 

Affect on 
volatility 
(!Cost*C) 

Average 
volatility 
(%) 

Average 
costs 
(%) 

(!Cost*C)/ 
Average 
volatility (%) 

C/ Average 
costs (%) 

GBP 5.47 0.5 2.7367 0.4493 0.0279 609.0668 1789.6804 

CHF 7.65 0.5 3.8238 0.6229 0.0338 613.8901 1478.2510 

JPY 5.28 0.5 2.6403 0.5517 0.0307 478.5970 1630.8311 

EUR 2.80 0.5 1.4005 0.5510 0.0286 254.1937 1746.1654 
Table 9 - The impact of a 0.5% Tobin Tax on the currencies first period. 

From Table 9 we can see that an introduction of a transaction tax of 0.5% will increase the 

volatility of the four currencies by 1.40 to 3.84 percentage points. From the seventh column 

we can see how large the effect on volatility is compared to the average volatility in the first 

period. In the case of GBP we find that the increase in volatility due to the transaction tax is 

over 6 times larger than the average volatility over the first period. The same applies when 

looking at CHF, JPY and EUR, although we find smaller ratios for JPY and EUR of 4.79 and 

2.54, respectively. When comparing these effects to the associated standard deviations of the 

weekly volatility measures for the first period found in section 7.1.1, we see that the increase 

in volatility is on average over 14 times1 larger than the average standard deviation for the 

four currencies. As the effect on volatility is positive and the results thereby work contrary to 

what Tobin (1972) stated, we conclude that if the tax of 0.5% was introduced in 1995 the 

volatility would have increased to an extreme degree. 

In the case of two of our models we found the cost coefficients to be negative and significant 

within a 10%-level, which corresponded to the proposal made by Tobin in 1972. This was 

present in GBP’s third period and EUR’s second period. Even though we do not find these 

estimated coefficients to be very robust, and thereby not very reliable, we still find it 

interesting to see what will happen if a transaction tax is introduced. In these two cases both 

volatility and the cost variables had a unit root, which is why when we interpret the results we 

look at how much a percentage increase in "cost will affect "volatility in percentage points. 

In the case of GBP we found the cost coefficient to be -21.17, meaning that if introducing a 

tax of 0.5% "volatility will decrease by 10.58 percentage points, 36 times the standard 

deviation of the third period, and in the case of EUR we would see a decrease in "volatility 

of 1.24 percentage points, 11 times the standard deviation of the weekly volatility in the 

second period. If these two negative beta values were to be reliable estimates the introduction 

of the transaction tax would have worked very well and in line with Tobin’s and Keynes’ way 

of thinking. 
$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
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After looking at the impact of a transaction tax of 0.5% on volatility, we can evaluate based 

on our empirical research whether this is a realistic suggestion. We found that the effect the 

proposed tax would have on volatility in the first period of the currencies was between 2.54 

and 6.14 times the average volatility measure, which we believe are extreme increases and 

definitely the result of an unrealistically high transaction tax. With this in mind, we have 

compared the average cost measure, with the proposed transaction tax, which can be seen 

from Table 9 in the last column. Here we find that the proposed transaction tax of 0.5% is 

between 14.78 and 17.90 times larger than the average cost for the four different currencies 

over the first period. It seems unrealistic to introduce a tax that, compared to the average 

costs, is up to 1,690% larger. Rodney Schmidt has also put this scepticism forth in his report 

for the North-South institute in 2007. Here Schmidt argues that a transaction tax must not 

exceed the observed level of the transaction costs, which is exactly what we see when 

comparing the proposed tax with our average costs.    

Some might argue that some of our currencies’ first period continues until the middle of 2000 

or 2002, and that changes in the underlying market could have affected a fall in transaction 

costs from 1995 until the end of each period, thus a reason why the tax of 0.5% could be too 

large. However, comparing the average of costs of 1995 with the average transaction costs of 

the last year in the currencies’ first period we do not see a significant change, which is why 

we conclude based on this, our empirical evidence and the statement made by Schmidt (2007) 

that the proposed tax simply was estimated too high. 

In November 2007 APPG for Debt, Aid and Trade2 published a report concerning a sterling 

stamp duty (SSD) on the United Kingdom’s FX market (APPG (2007)). In the report they 

propose a transaction tax of 0.005%, which is 200 times smaller than James Tobin’s original 

suggestion of a 1% transaction tax. Schmidt (2007) proposes a tax of the same size in the 

North-South institute report from 2007, as a reasonable estimate of a transaction tax. 

Comparing this to the average cost of the four currencies we see that the tax does not exceed 

these, which corresponds to the statement of Schmidt (2007) described earlier in this section. 

Applying this proposed tax to the four currencies’ first period we find the results displayed in 

Table 10. 

$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
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 Currency 

Cost 
coefficients 
(!Cost) 

Tobin 
tax (C) 
(%) 

Affect on 
volatility 
(!Cost*C) 

Average 
volatility 
(%) 

Average 
costs 
(%) 

(!Cost*C)/ 
Average 
volatility (%) 

C/ Average 
costs (%) 

GBP 5.47 0.005 0.0274 0.4493 0.0279 6.0907 17.8968 

CHF 7.65 0.005 0.0382 0.6229 0.0338 6.1389 14.7825 

JPY 5.28 0.005 0.0264 0.5517 0.0307 4.7860 16.3083 

EUR 2.80 0.005 0.0140 0.5510 0.0286 2.5419 17.4617 
Table 10 - The impact of a 0.005% Transaction Tax on the four currencies first period. 

From Table 10 we can see that the effect on volatility compared to Table 9, as well as the last 

two columns decreases by one-hundredth and now gives much more realistic results. The 

proposed tax of 0.005% now represents between 14.8 and 17.9 per cent of the four 

currencies’ average costs and we only see an increase in volatility between 3 and 6 per cent 

of the average volatility.  

To give a graphical view of how the two different taxes just described would have affected 

the exchange rate in the first period, we have done a Monte Carlo simulation. First, we have 

found the average exchange rate (!) of the weekly observations and its average variance (!) 

based on the weekly volatility measures. The daily exchange rate is defined as: 

 ! ! !! ! !!
!  (68) 

where Sa and Sb are the ask and bid price, respectively. It is straightforward to show that the 

exchange rate can be expressed as equation (68) when isolating S in equations (41) and (42). 

Second, we have made 100 different Monte Carlo simulations with random numbers 

equivalent to the number of observations using a normal distribution with ! ! ! and !! ! !. 

Third, we have taken the average of the 100 simulations for each random number and plotted 

it against time. This can be seen for GBP in Figure 8, denoted by simulation 1, which 

represents the simulated variation in the real exchange rate. Graphical view for CHF, JPY and 

EUR can be found in Appendix 11. 

Simulation 2 and simulation 2’ from Figure 8 represent the scenarios where a tax of 0.005 

and 0.5 per cent, respectively, is introduced. In these two cases we have added the effect on 

volatility (!Cost*C), displayed in Table 9 and Table 10, to the variance of the exchange rate, 

i.e. !! ! ! ! !!"#$ ! !. By doing this and comparing the three simulations we can see how 

the variation in the exchange rate differs with no tax, a low tax and a high tax. 
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Figure 8 - Monte Carlo simulation of GBP's first period.  !! ! !!!!! !!!! , where ! = ! and !! ! ! ! !!"#$ ! !.. 
Simulation 1 represents the real exchange rate wherefore C = 0. For simulation 2 and 2’ C takes the value of 0.005% and 
0.5%, respectively.  

For a better graphical view we have divided Figure 8 into two parts. In the first part, 

simulation 1 can be compared to simulation 2, which is the scenario where a tax of 0.005% is 

introduced. In the second part, simulation 1 is compared to simulation 2’ – the scenario where 

a tax of 0.5% is introduced.  

It is clear that simulation 2’ is much more volatile than simulation 1. This was expected as we 

found the effect on volatility from a tax introduction of 0.5% to be over 6 times larger than 

the average volatility for GBP, and the reason why we concluded that the tax was estimated 

too high. Looking at the simulation 2 compared to simulation 1, we see that the two 

simulations move close to each other, which indicates that the proposed tax of 0.005% is a 

much more realistic suggestion than the one proposed by Tobin (1978). 

 

7.1.3 Lagged volatility as a benchmark 

In the spill-over models from section 6.4.2.2 we saw that when including foreign volatility 

variables they became highly significant and VIX, which should resemble the market 

benchmark, became insignificant. In our models, we have used VIX as the benchmark for the 
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market in general, and in most cases, especially the full, first and second period, VIX is 

significant at a 1%-level. Although, when looking at our findings just described we believe 

that an average of the foreign volatility measures would create a better benchmark for the 

market than VIX does, meaning that this might explain the variation in the volatility better, 

which could result in a higher determination coefficient in our models as seen in the spill-

over models. 

 

7.2 Evaluating the assumptions behind the Tobin Tax 
In section 2.1 we described certain assumptions underlying the Tobin tax, which at least had 

to be upheld for the tax to work. These assumptions were, first, that short term speculation is 

destabilizing; second, that an increase in transaction costs, such as an added tax, discourages 

this short term speculation and last, that the added costs will make noise traders base their 

investments on macroeconomic fundamentals.  

In the previous section, section 7.1, we described that an added tax on the transaction costs 

would drive up the exchange rate volatility in the currencies’ first period, which henceforth is 

the period that we will refer to in this section when commenting on our empirical results. The 

observed increase in volatility is the opposite result of what Tobin and Keynes describe. It 

also suggests that the assumptions behind the Tobin tax are not observed in the market. In the 

following section we will look at what the increase in volatility due to a Tobin tax says about 

the composition of the market. We will do so by comparing our results with the conclusions 

of the noise trader model proposed by De Long et al. (1990) and Song & Zhang (2005), as we 

described in section 2.5. 

Song & Zhang (2005) concludes that the effect of introducing a transaction tax on volatility 

warrants both Tobin’s view and the contrary one, depending on how dominant the size of 

noise traders is in the market. According to Song & Zhang (2005), the increase in volatility 

suggests that our market consists of a larger part of noise traders than informed traders.  

We realize that we cannot observe the share of noise traders in the markets we are 

researching, wherefore we cannot say if our markets correspond to either the equilibrium L or 

H from Figure 3, although we believe that our results are well in line with the conclusions of 

Song & Zhang (2005), who themselves would expect to see a positive relationship between a 
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Tobin tax and volatility in large and often traded exchange rates such as the ones we are 

analysing in our thesis work.  

The increase in volatility also suggests that a larger part of informed traders leave the market 

compared to noise traders, which increases the share of noise traders to informed traders. This 

conclusion by Song & Zhang (2005) is based on the assumption that both types of traders’ 

investment horizons are equally long. Although, as we saw in equation (1) in section 2.1, if 

informed traders had possessed longer investment horizons than noise traders they would 

have been affected less by the increase in transaction costs. Therefore our results suggest that 

informed traders’ investment horizons are not as long as Keynes might have expected, and 

because of noise traders’ misperception of the prices, informed traders might be trading more 

often to bet against the noise traders as we discussed in section 2.3.4 (Eichengreen, Tobin & 

Wyplosz (1995)).  

De Long et al. (1990) showed that when the share of noise traders approach 0 in the presence 

of both noise trader risk and fundamental risk, they will always earn higher expected returns 

than the informed trader, and dominate the market in the long run when the imitation 

parameter (!) is close to 0; indicating that no real imitation of beliefs from period to period 

exists. If, on the other hand, we assume that the share of noise traders (µ) is increasing it is 

clear that the expected relative return from equation (29) becomes unstable as µ approaches 1 

and equation (29) becomes: 

 ! !!!!! ! !! ! !! ! ! !!!

!! !!! !
!!!

!! ! !

 (69) 

It is clear that the expected misperception of the noise traders ("*) both influence the 

expected relative return in a positive and a negative way. It then becomes a question of the 

size of the two types of risk to determine if the noise traders earn a higher return than the 

informed traders. If we assume that imitation of beliefs does take place in the market, so 

traders switch between strategies based on their past performance, we would not expect to see 

a stable equilibrium of noise traders and informed traders over time, due to the noise traders’ 

uncertain misperception of prices. This instability also points to the fact that our results might 

have been different had we looked at other time-periods. We do, for example, find an 

indication of a negative relationship between cost and volatility in the second and third 

period, as seen in section 6.4.1.4, although it is not significant. Our results correspond with 
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the results of previous research, as we saw in section 3.1, which was also done on major 

currencies or stock indices. The reason for the increase in volatility might, to a higher degree, 

be due to the size of the currencies as Song & Zhang (2005) note, than the specific 

development of the exchange rate during the time period. 

Furthermore, our results suggest that the traders, be it noise traders or informed traders, try to 

maximize their return instead of their utility. In section 2.5.5, we explained how maximizing 

utility would diminish the share of noise traders in the market, as new traders would mimic 

the informed traders because of the higher risk associated with noise traders, which results in 

lower utility. Since the increase in volatility indicates the presence of noise traders in the 

market it is more likely that all traders base their investment decisions mainly on the basis of 

past, realized returns and considers the associated risk to a lesser degree as De Long et al. 

(1990) also point out. 

If we turn our focus back to the three assumptions of a Tobin tax, we see that the first 

assumption of short-term speculation being destabilizing is partly true. We have seen 

indications of noise traders’ and informed traders’ investment horizons not being too different 

from each other, which implies that short-term speculation is both stabilizing and 

destabilizing dependent on the trader. The second assumption: that a Tobin tax will 

discourage short-term speculation is clear when looking at both equation (1), and the 

modified equations (34) and (35), although it follows from what we know about assumption 

1; namely that the introduction of a Tobin tax will most likely discourage both destabilizing 

and stabilizing speculation. From section 2.5 we found that the two types of traders’ 

investment horizons are almost identical and that noise traders’ demand for the risky asset is 

less affected by a Tobin tax than that of the informed traders. This is due to noise traders’ 

false misperception of the assets’ price and a possibility for higher returns; wherefore they 

will not necessarily change their investment strategy to be based on the macroeconomic 

fundamentals of the market. This also suggests that the third assumption does not hold up in 

practice. 

Our results, as well as the results of many of the papers mentioned in section 3.1, indicate that 

Keynes and Tobin’s interpretation of the market structure, as explained in sections 2.1 and 

2.2.1, does not correspond with what we see from the market’s reaction to an increase in 

transaction costs. We realize that what our results suggest about the composition of the 

market, and the investment horizons of noise traders and informed traders, as formulated by 
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De Long et al. (1990) and Song & Zhang (2005), does not resemble the empirical 

observations of section 2.3. It is difficult to say why this is, but it suggests that it is indeed 

difficult to measure if traders are either noise traders or informed traders. The difficulty lies 

in that the fundamental price is cumbersome to observe and therefore it becomes difficult to 

determine if the actions of the market are essentially following the fundamental development 

of the currency or somehow trading the currency to become either over- or undervalued 

depending on the trend in the market, as explained in section 2.3.4. 

In our thesis (work) we have first looked at how the market in reality reacts to the 

introduction of a Tobin tax in section 7.1, and afterwards looked at the conditions that need to 

be in place for this behaviour to occur. We realize that of course our deductions about the 

behaviour of the market participants rely on the assumptions of the game theoretical model 

by De Long et al. (1990). One of the most questionable assumptions made by De Long et al. 

(1990) is that the investment horizon of the noise trader and informed trader is the same, as 

this goes against the beliefs of Keynes who argued that informed traders had long-term 

investment horizons contrary to noise traders. Fortunately, our empirical results suggest that 

informed traders’ investment horizons actually are close to the investment horizons of noise 

traders, since our empirical results are line with the game theoretical model. 

 

7.3 Endogeneity 
During this section we will deal with the endogeneity problem. We propose that the exchange 

rate can be used as an instrument variable to determine the true causational relationship 

between cost and volatility. To test this we set up a two-stage least squares model to 

determine if the predicted values of cost by the exchange rate can help to predict volatility. 

 

7.3.1 A possible solution to the endogeneity problem 
In section 3.4 we discussed the theoretical endogeneity problem between cost and volatility, 

and explained how the fact that the percentage transactions’ cost affects volatility, which 

again affects the spread creating a self-perpetuating relationship between the two variables. 

The problem when using endogenous variables is that we cannot be absolutely sure of the 

statistical causality between cost and volatility which we have discussed in sections 7.1 and 

7.2. In the following section, we propose a solution to this problem, which contrary to the 
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proposed solutions by previous research discussed in section 3.4, rely on an instrumental 

variable that is only correlated with the cost measure and not volatility. 

 

7.3.2 The instrument 

Based on a few assumptions, we believe that the exchange rate can work as an instrument in 

predicting the true relationship between cost and volatility. This realization is based on two 

assumptions: First, that volatility does not affect the level in the exchange rate, and second 

that the level in the exchange rate affects the percentage transaction costs. 

When the volatility in an asset changes it changes the excess return that a trader demands 

from his investment but not the level of the asset’s price. An excess return of any size can be 

realized independently from the price level and therefore the currency’s price is unaffected by 

its volatility to any significant degree. This assumption holds true for at least our measure of 

volatility, cf. equation (54), where we assume volatility to be symmetrical around the true 

exchange rate (S). In contrast, we do not believe that the exchange rate affects volatility 

directly. One might assume that the dealer knows how large a percentage transactions cost a 

trader can tolerate, and therefore widens the spread as the exchange rate appreciates. It is, 

although, highly unlikely considering the competitive nature of the currency market, 

wherefore we believe that the bid-ask spread always resembles the minimum required costs. 

This assumption indicates that there should be no correlation between our instrument and the 

dependent variable: volatility. 

Our second assumption ensures that our instrument has a predictive power over our 

endogenous variable: cost. Our cost measure is, as explained in section 3.2.1, the spread’s 

percentage share of the exchange rate, wherefore it is partly explained by the exchange rate. 

This entails that, ceteris paribus, a depreciation or appreciation in the currency will be 

directly observable in the percentage transactions cost. 

We explained in section 3.3 how volatility affects the exchange rate’s spread, which is partly 

what causes the endogeneity problem: The more stable the spread is, the more predictive 

power we expect to be able to assign our instrument. Therefore, we expect to see the 

exchange rate for GBP and EUR acting as the strongest instrument, since these currencies’ 

spreads are much more stable than the those of CHF and JPY. We can see this by comparing 

Figure 6 for GBP with the same figures for the rest of the currencies in Appendix 1. 
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We believe that our instrument can only be justified to be applicable to the first period where 

neither cost nor volatility is differenced. Even though volatility should not be affected by the 

price level of the currency and vice versa, we believe that volatility will have a positive effect 

on the difference in the exchange rate, as an increase in the required excess return, from an 

increase in volatility, will affect the difference in the exchange rate proportional to its level. 

We base this belief on the fact that the differenced exchange rate and volatility are correlated, 

which violates the assumption of the 2SLS model. 

To get a preliminary idea of the relationship between cost, volatility and the exchange rate we 

have computed their correlations for each currency. 

                  
    GBP  CHF   
    Volatility Exchange rate  Volatility Exchange rate   
  Cost  8.93% -38.19%  26.80% -4.35%   
  Volatility   -8.86%   7.90%   
           
    JPY  EUR   
    Volatility Exchange rate  Volatility Exchange rate   
  Cost  13.33% -7.76%  16.99% -81.70%   
  Volatility   15.06%   -14.40%   
                  

Table 11 – Correlations between the variables for each currency. 

As we can see from Table 11 the correlation between the exchange rate and cost only seems 

significant compared to the correlation between the exchange rate and volatility for GBP and 

EUR. In the cases of CHF and JPY, the exchange rate’s numerical correlation with volatility 

exceeds its correlation with costs. This is well in line with our presumptions about our data 

from earlier in this section. We will include all the currencies in our 2SLS model to see if 

there are any differences in their results. 

 

7.3.3 Two-stage least squares 

In order to test if our instrument helps predict the true causational relationship between cost 

and volatility, denoted by C and V, respectively, we will run a two-stage least squares 

regression for each currency. Our instrument, the exchange rate (S) is defined by equation 

(68).  

From section 6.2 we have our original OLS regression model: 
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 ! ! !!! ! (70) 

where V and u are now two 4x1 vectors defined as: 

 

! !
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X is a 4x6 matrix defined as: 
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 (73) 

and ! is a 6x1 vector of !’s from !0 to !5. Equation (70) is the second stage of our 2SLS 

regression, where we assume that cost (C) is endogenous. On the basis of the discussion 

about our instrument in section 7.3.2, we can express the first stage of the 2SLS regression 

as: 

 ! ! !!! ! (74) 

where C and " are two 4x1 vectors defined as: 
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Z is a 4x6 matrix defined as: 

 

! !
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 (77) 

and # is a 6x1 vector of #’s from #0 to #5. First of all we need to verify if #5 is significant to 

help explaining Z in equation (74), which corresponds to controlling for the first assumption 

underlying an instrumental variable as explained in section 3.4. If this is not the case we have 

no instrument to work with. The second assumption of exogeneity cannot be tested when we 
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have exact identification, i.e. as many instrumental variables as endogenous variables, but we 

believe that our theoretical reasoning for its validity in section 7.3.2 is sufficient. 

 

7.3.4 Evaluation of our instrument 

When we assessed our first results of the models represented by equation (70) and (74) we 

found that they exhibited quite a large degree of heteroscedasticity. The reason for this being 

that the level of the exchange rate was not stationary over time. We decided to solve this 

problem to some degree by adding a time variable to capture the trend in the exchange rate. 

The results of our first and second stage regressions are reported in Table 12. From the first 

stage we can see that we find the delta coefficient relating to the exchange rate to be 

significant at a 1%-level for all currencies – confirming that our instrument helps to explain 

the value of cost. Furthermore, we can see that our time variable is significant and that it is 

primarily the first lag of volatility that has an effect on cost. 

When estimating our second stage model we can see that all of our estimated beta 

coefficients for our predicted costs from the first stage model are positive and significantly 

different from zero. These results resemble the results from our model represented by 

equation (62). The results from our 2SLS model gives credence to the belief that the causal 

relationship between cost and volatility found in our original model actually resembles the 

variables true causal relationship. 
                          
    First stage    Second stage   
  Currency GBP CHF JPY EUR  Currency GBP CHF JPY EUR   
  Intercept - - - -  Intercept - - - -   
    - - - -    - - - -   
  Volatility lag1 0.0079 0.0044 0.0028 0.0070  Predicted Cost 9.5472 6.3634 5.1051 10.4988   
    (5.63***) (3.96***) (2.21**) (2.20**)    (8.14***) (5.64***) (6.18***) (4.31***)   
  Volatility lag2 0.0073 0.0005 0.0016 -  Volatility lag1 0.3430 0.4305 0.4506 0.4261   
    (5.26***) (0.42) (1.23) -    (7.50***) (6.96***) (10.89***) (5.91***)   
  Volatility lag3 - - - 0.0053  Volatility lag2 0.1650 0.1782 0.2125 -   
    - - - (1.65*)    (3.65***) (2.99***) (5.17***) -   
  Delta Vix 0.0000 0.0000 0.0000 0.0000  Volatility lag3 - - - 0.1222   
    (0.77) (0.18) (0.37) (0.40)    - - - (1.75*)   
  Exchange rate 0.0001 0.0005 0.0345 0.0002  Delta Vix 0.0001 0.0001 0.0002 0.0001   
    (24.96***) (47.40***) (38.72***) (7.96***)    (3.35***) (1.75*) (5.07***) (2.16**)   
  Time variable 0.0000 0.0000 0.0000 0.0000  Time variable 0.0000 0.0000 0.0000 0.0000   
    (3.92***) (-6.23***) (-4.91***) (8.25***)    (-4.08***) (-0.63) (2.14**) (-2.46**)   
  R2 - - - -  R2 - - - -   
  N 551 271 566 195  N 551 271 566 195   
                   
  Autocorrelation 0.4335 0.0601 0.2671 0.3047  Autocorrelation 0.4494 0.5967 0.5133 0.6842   
  Breuch-Pagan 0.0044 0.5217 0.1810 0.6540  Breuch-Pagan <.0001 0.0679 0.0006 0.0824   
  Condition index 9.6288 8.6600 7.4146 10.4696  Condition index 13.7558 8.8799 7.4188 18.5260   
  Anderson-Darling 1.1843 2.3297 1.2756 3.6570  Anderson-Darling 8.9676 4.3756 9.7346 1.8423   
  Skewness 0.2629 0.1411 0.6011 1.4642  Skewness 1.0905 1.5747 1.5765 0.8130   
  Kurtosis 0.7545 3.2681 1.5328 4.0975  Kurtosis 1.4851 5.2040 5.2071 0.8701   

                          

Table 12 – Results from the first and second stage of our two-stage least squares models for the first period for all four 
currencies. T-values are shown in parentheses and the test statistics are displayed beneath each model. One star means that 
the null hypothesis is rejected at the 10%-level, two stars mean a rejection at the 5%-level and three stars mean a rejection at 
the 1%-level 
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7.3.5 Critique of our 2SLS model 

The 2SLS model we have used in this section is by no means perfect. It has several 

drawbacks that need to be brought to light, but none that affect either the first or second 

stage’s estimated coefficients. Therefore, the model still tells us something about the signs of 

the estimated coefficients for both our instrumental variable in stage 1 and our predicted costs 

in stage 2. The first noticeable problem is the high autocorrelation in the residuals of both 

models, which affects our estimated coefficients’ t-values. The second problem is less 

obvious but occurs because we have not been able to compute the corrected error terms from 

the first stage, which results in larger errors in the second stage. One could also argue that the 

fact that GBP and EUR’s bid-ask spread moves in bands and is therefore very stable, means 

that the exchange rate causes the variation in our cost measure, wherefore we, to a larger 

degree, originally tried to predict the volatility via the variation in the exchange rate. We do, 

although, find similar results in the 2SLS model for GBP and EUR as for CHF and JPY, 

which have spreads with more variation, wherefore we believe that this is most likely not an 

issue. 
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8 Discussion 
This chapter aims to discuss the more practical applications regarding the introduction of a 

Tobin tax. We have divided this chapter into two sections. The first section, section 8.1, 

focuses on the pros and cons of the Tobin tax from a public point of view and evaluates if 

such tax will improve welfare. Section 8.2 discusses the Tobin tax’s ability to postpone 

financial crises in the framework of three generations’ models of speculative attacks.         

 

8.1 Public welfare benefits 

As described in the introduction, chapter 1, we found that after Tobin’s (1972) suggestion of 

a transaction tax the proposal has occasionally been discussed, especially in the context of 

financial crises in the current era, but it may have gathered its greatest momentum with the 

outcome of the recent global financial crisis. Over the years institutions such as BIS, G20, 

AEA, IMF, EU, APEC and more have discussed both the pros and the cons of the Tobin tax. 

Topics discussed recently in context to the global financial crisis that started in 2007 are 

amongst others: the impact on employment, the purpose of the tax, implementation of the tax, 

the size of the tax and thereby if it is feasible and how much money such tax could rise and 

last, what should the money generated from the tax be spent on?  

Concerns about whether the tax would hurt employment have been expressed by amongst 

others: APEC (2010) and Schwabish (2005). From section 2.2.2, we have described that an 

introduction of a transaction tax would lead to a decrease in liquidity, as a result of a 

reduction in demand i.e. volume. Schwabish (2005) believes that the decrease in demand will 

lead to unemployment in the financial sector, which then would spread to other sectors 

thereby affecting the economy as a whole. Contrary to this, you could argue that the tax 

revenue could be used to create new jobs, but the question is then if the two effects cancel 

each other out or if one is better than the other? Furthermore, a report from the North-South 

Institute (Schmidt (2007)) describes that if the tax is small enough, say 0.005% as it suggests, 

the impact on volume will only lead to a 14% decrease and over time this would not disrupt 

neither the exchange rate behaviour nor market liquidity. This leads to the next topic 

discussed – the purpose of the tax. Through this thesis work we have focused on the Tobin 

tax as an instrument to reduce speculation and thereby an aid to stabilize the exchange rate, 

but Schmidt (2007) and APPG (2007) do not use the tax as a stabilizing instrument but rather 

as an opportunity to raise money. APPG (2007) writes: 
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“Since the SSD’s [their currency transaction tax] aim is to raise revenue the intention is for it 

to skim the market causing the least possible adverse impact to it. The motivation for Tobin’s 

tax was exactly the opposite – to impede the activities of currency traders.” 

 

With this in mind, this could be the answer to the question of why Tobin suggested, what we 

believe was an unrealistic estimate of a transaction tax, described in section 7.1.2. If the tax 

worked intentionally and did not increase volatility, as we have seen from our empirical 

results and in previous research, cf. Table 9 and section 6.4.3, this would perhaps have 

worked, as Tobin’s intention was that the tax should have a visible effect on the exchange 

rates. Although we still find that a transaction tax that is up to 17 times larger than the 

average transaction costs unrealistic. We believe that APPG’s (2007), amongst others’, 

suggestions to use the tax purely as a means for revenue might reflect many of the results 

from previous research that contradicts Tobin’s original hypothesis. If the revenue motivated 

proponents of a transaction tax to base their beliefs on the contradicting results, it is important 

to introduce a tax so small that it does not affect the market behavior in any significant way, 

as this would increase volatility, according to previous research. 

 

The next topic is the implementation of the tax. Here financial sectors such as BBA and 

LIBA (APPG (2007)) have expressed their concern if the tax is only introduced to one 

market. They believe that this would drive foreign exchange business to other markets with 

no tax, meaning that the tax would have to be implemented worldwide on all markets, which 

was also assumed by Eichengreen, Tobin and Wyplosz (1995). An example of their concern 

could be seen in the mid 1980’s when a tax was introduced on the Swedish stock market, 

described by Umlauf (1993). As a result of the imposed tax, domestic investors started to 

trade off-shore and foreign investors started trading through London or New York, which is 

exactly BBA and LIBA’s concern. Consequently the tax was abandoned in the early 1990’s. 

In contrast to this, other countries such as the UK, United States, France, Belgium and 

Switzerland have had more success from introducing a tax on financial transactions, with no 

apparent negative impact on the market, even though it was not introduced to all markets. A 

good example is the UK. In 1986 the country introduced the so-called Stamp Duty, which 

currently taxes transactions regarding stocks, bonds and derivatives. Despite of this imposed 

tax the UK continues to be one of the leading financial centers and the London Stock 

Exchange is one of the premier exchanges in the world (APPG (2007)). Based on this 
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example, an introduction of the transaction tax could work, even though it was not introduced 

to all markets.  

The topic concerning the size of the tax depends on the motivation for the tax, as we 

described earlier in this section – is the target of the tax stability or revenue? Schmidt (2007) 

gives an estimate of what a tax of 0.005%, the same size of tax we used in Table 10, could 

generate in revenue if introduced on all sterling foreign transactions worldwide. He points out 

that the sterling amounts to 15% of the world trade and is the 4th most traded currency after 

US Dollar, EUR and JPY. The estimate he finds amounts to USD 4.98 billion and is based on 

the tax of 0.005%, which purpose is to avoid changing fundamental market behavior – the 

opposite of Tobin’s (1972) intention. 

The question of what the tax revenue should be used for sees many suggestions. APPG 

(2007) suggest that the money should be spent on the third world countries. In 2009 the 

British Prime Minister Gordon Brown and the president of France Nicolas Sarkozy suggested 

that revenues from the Tobin tax could be spent on the world’s fight against climate change, 

especially in developing countries, which was also discussed at COP15 (FT (2009)). 

However in November 2009 Prime Minister Gordon Brown and Chancellor Alistair Darling 

announced that the European Union leaders had agreed to that the IMF should now consider 

the possibility of introducing an international transaction tax, which would be used to create a 

fund for bank bailouts and work as insurance for the global taxpayers against future banking 

crises (BBC (2009)). 

BBC (2008) describes the bank rescue packages for the UK and this amount to be 

approximately USD 850 billion. If we assume that the international transaction tax’s only 

purpose is to generate revenue and therefore should not disrupt the fundamental market 

behavior, we can assume that the rate will lie around Schmidt’s (2007) proposed rate of 

0.005%. By doing this, we can compare the USD 850 billion with the estimated yearly 

revenue of USD 4.98 billion, which would correspond to 0.6% of the total cost. Even if we 

assume that crises happen every 10 years the amount of money the tax would bring in still is 

far from the cost of a financial crisis, wherefore we believe that a currency transaction tax 

would have to be larger than 0.005% and thereby possibly disrupt to the market. 
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8.2 Postponement of the crisis 

Besides the proposed effect of lowering exchange rate volatility, it has been suggested that a 

Tobin tax could dampen the effect of financial crises. Since the time after the breakdown of 

the Bretton Woods system, three generations of theories on speculative attacks on currencies 

have been described. In the following section we will quickly recap these theories as well as 

discuss how a Tobin tax might help to prevent or postpone these attacks. 

The first-generation theories deal with the breakdown of a fixed exchange rate, such as the 

Bretton Woods system (Krugman (1979)). It is assumed that traders are rational and that a 

breakdown of the system can only occur because of inconsistent policies with the fixed 

exchange rate. The fixed exchange rate requires the supply of money to be constant 

wherefore the time of the collapse can be predicted as a country’s currency reserve is 

depleted and replaced by domestic credit. When traders see that the exchange rate can no 

longer keep its fixed rate and therefore becomes overvalued relative to its true exchange rate, 

the traders leave the market resulting in an outflow of foreign money and a depreciation of 

the domestic currency. 

The second-generation theories tone down the assumption that the central bank will not do 

away with the fixed regime, adding an uncertainty to the possible time of the collapse. As the 

probability of a collapse increases, traders will increasingly speculate against the currency in 

the belief that others will do the same (Obstfeld (1986)). These were the sorts of attacks 

against the European Exchange Rate Mechanism that were believed to be observed from 

1992 to 1993. 

The third-generation theories are different from the two former generations as they concern 

themselves with the effects on the value of either corporations’ or banks’ foreign debt in the 

case of a depreciation of the currency (Krugman (2001)). This was seen during the Asian 

financial crisis of 1997 where traders lost confidence in the currencies pegged against the 

dollar and therefore retracted their investments leading to a depreciation of the currencies and 

an increase in the value of the foreign debt of the countries’ corporations. This led to an 

increase in bankruptcies, which created a “feed-back loop” of capital outflow as the 

international companies removed themselves from the countries.  

The theories described above can be affected by a Tobin tax in two ways. First of all, the 

increase in required foreign rate of returns that we described in section 2.1, which is an effect 

of the added cost by the Tobin tax, and second, how this effect impacts volatility. The first 
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effect expressed by equation (1) and Figure 1, which is the main instrument of a Tobin tax, 

we believe to be a rather logical assumption. The effect on volatility by an increase in the 

required foreign rate of return, we have shown to be more questionable. 

The assumption of rational traders in the first-generation models implies that traders always 

know the true exchange rate wherefore the introduction of a Tobin tax will not create more 

volatility, but only raise the requirement for the foreign rate of return. As the rate of 

depreciation is known the Tobin tax will delay the point of a speculative attack until the 

currency has depreciated more than the size of the tax (Jørgensen & Bach (2003)). This  will 

give governments more leeway to stabilize the economy. 

The second-generation models’ introduction of risk makes the point in time for the collapse 

uncertain. As the traders are still rational but uncertain about the other traders’ perception of 

the true exchange rate, this makes the traders correspond to Friedman’s description of 

informed traders in section 2.2.2. Jørgensen & Bach (2003) describe how in these models the 

Tobin tax works as in those of the first-generation by delaying the time of the collapse until 

the market’s expected rate of depreciation exceeds the Tobin tax, although they fail to touch 

upon the negative effect on volatility that Friedman proposes the tax will have. The increase 

in volatility that we also found in our thesis work – although our results suggest a somewhat 

different market composition than Friedman suggested, cf. section 7.2 – would be the result 

of fewer traders in the market and a less efficient price discovering process. The purpose of a 

Tobin tax in the two first generations of models is exactly to delay the apparent crises giving 

the country more time to correct economic factors such as employment, interest rate and 

inflation. The increase in exchange rate volatility then counteracts this process possibly 

stimulating the crisis. 

The primary way traders gain money on crises is by selling the domestic currency in the hope 

that it will depreciate by some degree; the larger the depreciation the larger the capital gains. 

What all the described forms of crises has in common, including the ones like the Asian 

financial crisis is that a Tobin tax raises the required foreign rate of return, or the required 

rate of depreciation of the currency. When the rate of depreciation reaches the level of the 

Tobin tax it stops speculation in the currency as the cost that the tax imposes on each trade 

results in a loss for the trader. The Tobin tax therefore helps to both slow down speculation 

against the currency and the outflow of money from the country (Jørgensen & Bach (2003)).  
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Even though a Tobin tax raises the required rate of depreciation that traders need to gain from 

a speculative attack on a currency, we find that it most likely also increases the volatility in 

the exchange rate. This increase in the required rate of depreciation that would push back the 

point of a breakdown might then be offset by exactly that, an increase in the rate of 

depreciation, due to the larger required rate of return that traders demand due to the increase 

in risk, which again will make it more difficult for governments to determine the correct 

economic policies. 
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9 Suggestions for further research 
In this chapter we will suggest a number of recommendations regarding areas of further 

research related to some of the problems that we have noted throughout this thesis work as 

well as new research directions based on some of our conclusions. 

• Regarding the data we have thoroughly noted the deviations from normality and that 

our financial data exhibits leptokurtic structure. Since we have used a model based on 

the normal distribution to estimate our coefficients we believe that it could be 

interesting and worthwhile to fit a model based on a leptokurtic distribution opposed 

to a normal distribution to examine if the results would change. 

• In the majority of our models we experience heteroscedasticity which bias the 

variance of our estimated coefficient. Since we cannot determine the direction of the 

bias caused by heteroscedasticity we find that there should be spent more time on 

developing a general least squares model that could correct this problem. 

• In this thesis (work) we have suggested an instrument to solve the problem of 

endogeneity between transaction costs and exchange rate volatility. We have 

proposed the exchange rate as an instrument and briefly examined its effect, but we 

feel that more research needs to be done on this subject.  

• From the game theoretical model we found that both Tobin’s view on the effect of a 

transaction tax and the opposite one could exist depending on both the pre-existing 

volatility and the market composition. Since minor currencies, in the model, are 

associated with low volatility and a small share of noise traders, and we have only 

examined major currencies, it could be interesting to apply our model to minor 

currencies to evaluate if the results match. 
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10 Conclusion 
A Tobin tax has often been suggested as an instrument for stabilizing currencies and 

postponing financial crises. It is based on the conventional wisdom of Keynes and Tobin that 

a transaction tax would make destabilizing noise traders base their investment decisions on 

long-term fundamentals similar to informed traders. This is in contrast to the opposing view 

of Friedman that traders are rational and stabilizing, wherefore a transaction tax would make 

the price discovering process less efficient. 

From our empirical research, we find either a positive and significant or negative and 

insignificant relationship between transaction costs and exchange rate volatility for the 

majority of our results, wherefore a Tobin tax would have the exact opposite effect on 

exchange rate volatility than proposed by James Tobin. This is the same result found in the 

previous research done on this subject, although we believe to have supported our findings 

further by correcting for the inherent endogeneity problem between the transaction costs and 

exchange rate volatility by the use of an instrument variable. We find that using the exchange 

rate as the instrument for our transaction costs produces the same relationship between 

transaction costs and exchange rate volatility as documented in our original model. We 

believe that volatility will have a positive effect on the difference on the exchange rate as 

these two variables are correlated, wherefore we have only been able to exploit the 

instrument for the currencies’ first period. 

Based only on our empirical results one would conclude that Friedman’s hypothesis of how a 

transaction tax is destabilizing is true, which resembles the conclusions of Aliber, Chowdhry 

& Yan (2003), Lanne & Vesala (2006) and Hau (2006). Although we do not disagree with 

this conclusion, we propose that the market composition is somewhat different from 

Friedman’s original suggestion in that the market mainly consists of informed traders. We 

base this proposal on the conclusions of the game theoretical model that an added transaction 

tax either increases or decreases volatility in major or minor currencies, respectively. 

Considering that we have investigated four major currencies, the game theoretical model’s 

conclusions suggest that our empirical results resemble a market composition with a larger 

share of noise traders than informed traders. The game theoretical model suggests that an 

added transaction tax leads to a larger decrease in informed traders’ demand than that of 

noise traders. This results in an increase in the share of noise traders, which creates more 

misperception and uncertainty in the price of the exchange rate, i.e. an increase in volatility, 

which corresponds to our empirical results of the currencies’ first periods. Our results are 
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therefore still in line with Friedman’s hypothesizes of how the market, with a major currency, 

would respond to a Tobin tax, although we see that it can occur even when noise traders 

dominate the market because their risk-sharing effect outweigh the negative effect of the 

added risk by a marginal noise trader. 

We conclude that the proposed tax rate of 0.5% made by Eichengreen, Tobin and Wyplosz 

(1995) is an unrealistic suggestion when compared to the average transaction costs. Although 

it satisfies the motivation behind the tax, and would change the market behaviour, it seems 

impractical to add a transaction tax up to 17 times larger than the average transaction costs. It 

would also, based on our results from our currencies first periods, increase volatility 

substantially; up to 6 times the average volatility. The realization that a Tobin tax increases 

transaction costs and volatility to that degree might be what has spurred the motivation of a 

smaller transaction tax with the sole purpose of generating revenue. We find that a tax of 

0.005% on all GBP transactions worldwide generates revenue of USD 4.98 billion. This 

revenue has been suggested as an additional aid to either third world countries or to fighting 

climate changes although in the context of the recent financial crisis it has been suggested as 

insurance for the global taxpayers against future banking crises. Comparing the billions of 

dollars spent on bank bailouts in the UK in relation to the financial crisis with the estimated 

revenue on GBP transactions, we find that it will amount to 0.6% of the total cost of USD 

850 billon on a yearly basis. We conclude that this tax rate does not seem reasonable as it will 

barely cover the cost of a financial crisis even if we assume that crises only occur every 10 

years, and increasing the tax to generate more revenue will only result in a change in market 

behaviour.  
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Appendix 2 
 

 

 

   GBP CHF JPY EUR 

 Period Daily data Full First Second Third Daily data Full First Second Third Daily data Full First Second Third Daily data Full First Second Third 

Cost 

Anderson-Darling 81.1862 14.6419 3.1986 9.4406 0.2904 40.5068 4.7723 0.6474 1.3739 1.3196 82.5283 10.6381 2.1236 5.7431 0.2367 43.9210 8.1846 2.7594 3.0007 0.1999 

Skewness 2.7693 1.0947 0.6792 0.7529 0.4625 -0.1005 0.0614 0.3789 0.0979 0.7146 4.7009 4.7702 0.7147 0.8426 -0.2275 1.0228 0.8984 1.2921 0.4270 -0.1108 

Kurtosis 29.6720 6.3046 2.4416 -0.2144 1.7121 11.7237 1.4629 0.8921 0.5056 0.3519 91.8932 71.1964 1.6816 0.3033 -0.1188 1.3798 1.0436 3.5507 -0.6241 -0.2550 

Volatility 

Anderson-Darling 195.3643 43.9805 14.6127 2.1446 5.5792 120.0808 17.2436 6.2227 5.2737 4.5889 205.4958 31.7556 14.4919 4.9577 4.2805 64.6535 13.2182 3.7357 0.8583 4.3854 

Skewness 2.3445 2.4687 1.9696 0.5926 1.4758 1.7506 1.5918 1.4433 1.0019 2.2172 3.3856 2.6068 2.6945 1.1592 1.7157 1.6934 1.6824 1.0223 0.3250 1.3798 

Kurtosis 10.5587 9.9629 7.4235 0.5759 2.4065 5.6960 6.0887 3.4712 2.1867 11.1100 27.2425 15.9776 17.5785 3.2253 4.5592 5.6222 5.7593 1.2288 -0.3627 2.7620 

VIX 

Anderson-Darling 137.6379 27.0916 7.8133 6.3372 6.3126 137.6279 27.0916 9.9934 5.7525 7.0962 137.6279 27.0916 7.4187 7.2263 7.4342 137.6279 27.0916 4.9822 10.4691 7.4342 

Skewness 1.9901 1.9418 0.9583 0.7297 1.3218 1.9901 1.9418 1.3592 0.6916 1.3835 1.9901 1.9418 0.9380 0.7702 1.4067 1.9901 1.9418 1.2422 1.0471 1.4067 

Kurtosis 6.9619 6.5538 1.0455 -0.0610 1.0809 6.9619 6.5538 1.5606 0.2740 1.2749 6.9619 6.5538 1.0233 -0.0631 1.3452 6.9619 6.5538 1.6191 0.2688 1.3452 

 

$
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Appendix 3 
 

            

   

Removed outliers 
(yyyyww) 

    
  GBP CHF JPY   
  1. period 1. period 2. period 1. period   
  199052 199051 201000 199033   
  199152 199052  199052   
  199237 199238  199100   
  199251 199414  199552   
  199544 199419     
  199651      
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Appendix 6 
CHF          JPY         

Period   Scenario Lag %!1-2 %!2-3 %!3-4 %!4-5 %!5-6  Period   Scenario Lag %!1-2 %!2-3 %!3-4 %!4-5 %!5-6 

Full 

Volatility I(1), I(0) 2 9.02% 1.91% 1.13% 0.25% -0.18%  

Full 

Volatility I(1), I(0) 3 5.60% 1.76% 1.35% 1.09% -0.34% 
Cost I(1), I(0) 5 10.90% 2.00% 1.90% 2.55% 0.05%  Cost I(1), I(0) 3 6.52% 5.89% 2.10% 1.54% 0.52% 
Volatility I(1), I(1) 3 5.95% 3.37% 0.69% 0.80% 0.89%  Volatility I(1), I(1) 3 5.14% 4.10% 2.33% 0.14% -0.02% 

Cost I(1), I(1) 5 10.89% 1.98% 2.01% 2.45% 0.54%  Cost I(1), I(1) 4 6.74% 6.05% 2.00% 1.46% 0.50% 

First 

Volatility I(0) , I(0) 2 3.10% -0.10% -1.77% -1.57% -1.45%  

First 

Volatility I(0) , I(0) 4 3.64% 1.11% 3.43% 1.74% -0.35% 
Cost I(0) , I(0) 4 2.10% 2.99% 0.06% 1.65% 1.27%  Cost I(0) , I(0) 2 5.29% 0.71% 1.82% 0.63% -0.74% 
Volatility I(0) , I(1) 2 3.75% -1.23% -1.40% -0.32% -0.36%  Volatility I(0) , I(1) 4 4.36% 7.58% 3.17% -0.19% -0.17% 

Cost I(0) , I(1) 5 4.51% 5.19% 3.04% -1.21% 1.10%  Cost I(0) , I(1) 2 5.91% 1.00% 1.63% 0.02% -0.75% 

Second 
Volatility I(1), I(0) 2 3.83% 2.17% 2.61% 2.05% -0.28%  

Second 
Volatility I(1), I(0) 2 3.97% 0.28% -1.03% -1.11% -1.19% 

Cost I(1), I(0) 2 11.38% 0.86% 2.66% 1.20% -0.17%  Cost I(1), I(0) 3 6.51% 7.36% 1.82% -0.70% -0.70% 

Third 

Volatility I(0) , I(1) 3 6.38% 6.06% -3.10% -1.54% 1.05%  

Third 

Volatility I(0) , I(1) 2 6.85% -3.89% 0.01% -0.19% 5.38% 
Cost I(0) , I(1) 2 4.14% -3.44% -0.92% -4.19% 0.65%  Cost I(0) , I(1) 1 0.46% 0.88% -2.35% -3.00% -2.91% 
Volatility I(1), I(1) 3 3.39% 5.08% -3.42% -1.51% -0.11%  Volatility I(1), I(1) 5 6.14% -0.99% -0.85% 6.03% -2.66% 

Cost I(1), I(1) 2 4.66% 4.13% -3.15% -4.10% 5.34%  Cost I(1), I(1) 4 9.37% 0.55% -1.07% -3.61% -2.03% 
                   

GBP          EUR         

Period   Scenario Lag %!1-2 %!2-3 %!3-4 %!4-5 %!5-6  Period   Scenario Lag %!1-2 %!2-3 %!3-4 %!4-5 %!5-6 

Full 

Volatility I(1), I(0) 3 15.56% 1.34% 0.33% 0.96% 0.19%  

Full 

Volatility I(1), I(0) 2 15.46% 1.55% 3.31% 0.77% -0.53% 
Cost I(1), I(0) 3 7.70% 4.94% 1.42% 1.20% 2.00%  Cost I(1), I(0) 4 7.95% 3.87% 3.83% 0.22% 0.90% 
Volatility I(1), I(1) 3 2.33% 1.87% 1.76% 0.82% 0.11%  Volatility I(1), I(1) 3 5.67% 5.57% 1.43% -0.03% 0.79% 

Cost I(1), I(1) 3 7.73% 5.12% 1.22% 1.54% 1.74%  Cost I(1), I(1) 4 8.06% 3.97% 4.12% -0.12% 1.12% 

First 

Volatility I(0) , I(0) 2 5.10% 0.00% -0.35% -0.17% -0.60%  

First 

Volatility I(0) , I(0) 4 -1.94% 2.50% 3.36% -2.03% -1.84% 
Cost I(0) , I(0) 2 1.91% 0.70% -0.12% -0.64% -0.25%  Cost I(0) , I(0) 1 -0.92% -0.56% 0.41% 0.45% -2.25% 
Volatility I(0) , I(1) 2 3.99% 1.91% 1.24% 0.05% 0.74%  Volatility I(0) , I(1) 3 12.20% 9.23% -1.18% -1.37% 0.20% 

Cost I(0) , I(1) 2 2.74% 1.12% 0.80% -0.27% 0.01%  Cost I(0) , I(1) 3 -0.81% 2.40% 0.02% -1.10% -1.16% 

Second 

Volatility I(1), I(0) 3 9.43% 3.77% 0.35% 0.81% 2.72%  
Second 

Volatility I(1), I(0) 3 8.15% 5.21% 0.05% -1.01% 1.27% 

Cost I(1), I(0) 2 5.01% 0.07% 1.10% 2.85% 1.17%  Cost I(1), I(0) 4 5.30% 0.27% 5.77% 1.35% 2.02% 
Volatility I(1), I(1) 3 8.18% 2.09% 0.43% 1.78% 2.64%  

Third 
Volatility I(1), I(1) 1 -1.89% -1.30% 0.50% -3.46% -2.96% 

Cost I(1), I(1) 2 4.97% 0.07% 1.81% 2.15% 1.24%  Cost I(1), I(1) 2 6.87% 0.54% 3.72% 2.12% -2.42% 

Third 
Volatility I(1), I(1) 2 2.31% -3.41% -0.91% -1.89% -1.93%           

Cost I(1), I(1) 3 1.60% 7.20% -3.08% -1.13% -3.05%           

$
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CHF          

Period   Scenario Lag Skewness Kurtosis 
Anderson-
Darling 

Auto-
correlation 

Multi-
collinearity 

Breusch-
Pagan (p) 

Full 

Volatility I(1), I(0) 2    1.6956      9.0309    15.8736    (0.0440)      8.7794   <.0001  
Cost I(1), I(0) 5    0.6804    15.6212    21.9664    (0.0120)    12.6968     0.0709  
Volatility I(1), I(1) 3    1.2130      7.8954    10.1126    (0.0205)      2.2388     0.0490  

Cost I(1), I(1) 5    0.6815    15.6975    22.0737    (0.0122)      3.2033     0.0675  

First 

Volatility I(0) , I(0) 2    1.5267      5.3834      3.9158    (0.0203)    28.2405     0.0646  
Cost I(0) , I(0) 4    0.1134      1.5866      1.5631     0.0038     39.6481     0.8391  
Volatility I(0) , I(1) 2    1.1080      4.1474      2.3630    (0.0112)    21.5021     0.0846  

Cost I(0) , I(1) 5   (0.0057)     1.5692      1.1907    (0.0102)    32.4375     0.1594  

Second 
Volatility I(1), I(0) 2    1.1137      2.9985      6.3583    (0.0219)      9.8055     0.0255  

Cost I(1), I(0) 2   (0.7821)   18.7497    11.2953    (0.0378)      9.8055     0.6709  

Third 

Volatility I(0) , I(1) 3    2.1498    12.0178      2.2802    (0.0151)    12.1200     0.5668  
Cost I(0) , I(1) 2    0.3255      0.1861      0.5656    (0.0248)      9.9013     0.0309  
Volatility I(1), I(1) 3    2.3291    12.9676      2.8742    (0.0083)      2.8366     0.8514  

Cost I(1), I(1) 2    0.1476      0.1441      0.1712    (0.0678)      2.0689     0.0543  
          
GBP          

Period   Scenario Lag Skewness Kurtosis 
Anderson-
Darling 

Auto-
correlation 

Multi-
collinearity 

Breusch-
Pagan (p) 

Full 

Volatility I(1), I(0) 3    2.0993    12.2112    22.8484    (0.0098)      9.7140   <.0001  
Cost I(1), I(0) 3    4.3747    49.3124    49.8483    (0.0277)      9.7140     0.3934  
Volatility I(1), I(1) 3    1.5541    10.4130    17.6082    (0.0192)      2.1834     0.0008  

Cost I(1), I(1) 3    4.3405    49.1585    49.9708    (0.0294)      2.1834     0.2828  

First 

Volatility I(0) , I(0) 2    1.6924      6.4595      9.8503    (0.0216)    22.0715   <.0001  
Cost I(0) , I(0) 2    0.1087      3.3991      3.4783    (0.0200)    22.0715     0.4798  
Volatility I(0) , I(1) 2    0.9840      5.9263      6.7520    (0.0351)    16.6250   <.0001  

Cost I(0) , I(1) 2    0.6390      3.2781      4.1674    (0.0246)    16.6250     0.4524  

Second 

Volatility I(1), I(0) 3    0.7790      0.9955      3.1595    (0.0252)    12.0924     0.5957  

Cost I(1), I(0) 2    0.1087      3.3991      5.1230    (0.0257)    10.4172     0.3681  
Volatility I(1), I(1) 3    0.5910      1.1337      2.2547    (0.0223)      2.3747     0.8045  

Cost I(1), I(1) 2    0.1078      3.4029      5.1381    (0.0258)      1.7415     0.3095  

Third 
Volatility I(1), I(1) 2    0.7435      2.8663      0.8768    (0.0162)      1.9943     0.1849  

Cost I(1), I(1) 3   (0.5206)     1.1596      0.6077    (0.0143)      2.3747     0.3587  
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JPY          

Period   Scenario Lag Skewness Kurtosis 
Anderson-
Darling 

Auto-
correlation 

Multi-
collinearity 

Breusch-
Pagan (p) 

Full 

Volatility I(1), I(0) 3    2.9328      24.5906    29.8462      (0.0148)      8.5959   <.0001  
Cost I(1), I(0) 3    6.9929    140.6302    47.4648      (0.0381)      8.5959     0.4115  
Volatility I(1), I(1) 3    1.8478      15.0430    20.5891      (0.0297)      2.0904     0.0788  

Cost I(1), I(1) 4    7.4419    147.8377    47.0817      (0.0211)      2.5637     0.1727  

First 

Volatility I(0) , I(0) 4    2.8765      19.8651    15.7744      (0.0265)    24.2618   <.0001  

Cost I(0) , I(0) 2    0.7387        2.6388      1.4803      (0.0250)    16.8154     0.1886  
Volatility I(0) , I(1) 4    2.1363      13.7985    10.7255      (0.0006)    17.9711     0.0398  

Cost I(0) , I(1) 2    0.7470        2.5911      1.5518      (0.0309)    13.0416     0.1045  

Second 
Volatility I(1), I(0) 2    1.2013        3.0546      5.8215      (0.0250)      9.3981     0.0579  

Cost I(1), I(0) 3    0.0921        1.1678      0.9965      (0.0439)    11.2801     0.7885  

Third 

Volatility I(0) , I(1) 2    0.5733        2.9605      1.7333       0.0075     11.7215     0.3304  
Cost I(0) , I(1) 1   (0.3984)       0.2055      0.5979      (0.0762)      9.1713     0.5147  
Volatility I(1), I(1) 5    0.5471        2.1908      1.1652       0.0128       3.6143     0.7677  

Cost I(1), I(1) 4    0.0010        0.5588      0.3352      (0.0082)      3.0696     0.2767  
          
EUR          

Period   Scenario Lag Skewness Kurtosis 
Anderson-
Darling 

Auto-
correlation 

Multi-
collinearity 

Breusch-
Pagan (p) 

Full 

Volatility I(1), I(0) 2    1.1531        7.5170      8.9773      (0.0569)      8.9810   <.0001  
Cost I(1), I(0) 4    1.0937        9.6543      7.3275      (0.0169)    11.9948     0.3642  
Volatility I(1), I(1) 3    0.3882        6.4273      6.0127      (0.0358)      2.2099     0.0168  

Cost I(1), I(1) 4    1.0910        9.6437      7.2637      (0.0158)      2.7061     0.3536  

First 

Volatility I(0) , I(0) 4    0.9686        1.3715      2.5497      (0.0073)    24.2923     0.0914  
Cost I(0) , I(0) 1    1.5791        6.5550      2.8333      (0.0546)    12.2946     0.4515  
Volatility I(0) , I(1) 3    0.5243        0.7396      0.8440      (0.0292)    13.2008     0.6941  

Cost I(0) , I(1) 3    1.4645        6.2176      2.2979       0.0047     13.2008     0.5448  

Second 
Volatility I(1), I(0) 3    0.3575        0.3499      1.0526      (0.0335)    13.4300     0.0375  

Cost I(1), I(0) 4   (0.1457)       0.7167      0.6196      (0.0302)    15.3052     0.4209  

Third 
Volatility I(1), I(1) 1    0.4268        5.3790      2.4466      (0.0832)      1.1384     0.0081  

Cost I(1), I(1) 2    0.2437        0.9387      0.3749      (0.0495)      2.0875     0.1282  
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  Naïve GBP Naïve CHF Naïve JPY Naïve EUR 
Period Full First Second Third Full First Second Third Full First Second Third Full First Second Third 
Model I(1) I(0) I(0) I(1) I(1) I(0) I(0) I(1) I(1) I(0) I(0) I(1) I(1) I(0) I(1) I(1) 

Intercept 0.0000 - - 0.0000 0.0000 - - 0.0001 0.0000 - - 0.0000 0.0000 - 0.0000 0.0000 
  (-0.04) - - (0.10) (-0.07) - - (0.39) (0.02) - - (-0.00) (-0.06) - (0.15) (0.16) 

Volatility lag1 -0.4660 0.9530 0.9731 -0.5352 -0.4507 0.9585 0.9690 -0.5731 -0.3899 0.9319 0.9682 -0.4449 -0.4668 0.9654 -0.4270 -0.5858 
  (-17.41***) (74.54***) (85.95***) (-6.78***) (-16.78***) (57.25***) (103.87***) (-7.64***) (-14.15***) (61.79***) (75.32***) (-5.52***) (-13.11***) (55.23***) (-8.06***) (-7.99***) 

R2 0.2169 - - 0.2858 0.2045 - - 0.3293 0.1527 - - 0.1996 0.2174 - 0.1811 0.3435 
N 1097 552 419 117 1097 272 695 121 1097 567 399 124 621 197 296 124 
                          

Autocorrelation -0.0752 -0.4002 -0.4846 -0.0035 -0.1117 -0.4188 -0.3821 -0.0035 -0.0915 -0.3672 -0.3821 -0.1341 -0.1012 -0.2959 -0.1338 -0.0823 
Breusch-Pagan 0.0158 <.0001 0.0096 0.6776 0.0180 <.0001 <.0001 0.3391 0.0627 <.0001 <.0001 0.8778 0.0011 0.0001 0.1992 0.8114 

Condition index 1.0005 1.0000 1.0000 1.0035 1.0028 1.0000 1.0000 1.0141 1.0020 1.0000 1.0000 1.0056 1.0009 1.0000 1.0018 1.0016 
Anderson-Darling 15.8111 5.4598 1.8015 1.4133 9.3460 2.1789 1.8765 3.1676 20.3322 10.6546 2.5472 1.7531 6.1097 0.8105 0.2790 2.5257 

Skewness 1.2678 0.4000 0.1076 0.6780 0.9083 0.2137 0.2756 1.6831 1.5733 1.1363 0.2810 0.3656 0.2057 0.0811 0.1714 0.4721 
Kurtosis 8.6465 4.4149 2.0131 2.9104 6.5822 2.8081 1.6772 9.1728 16.1582 16.1506 1.7197 3.9799 6.5587 1.6221 0.4232 5.1795 

$



!"#$#%%#&'$(%$)$!(*+,$')-$(,$#-&"),.#$/)'#$0(1)'+1+'2$3$4566$

$ 678$

Appendix 9 
 

 

  Spill-over GBP Spill-over CHF 
Period Full First Second Third Full First Second Third 
Model I(1) , I(1), I(1) I(0) , I(0), I(1) I(1) , I(0), I(1) I(1) , I(1) I(1) , I(1), I(1) I(0) , I(0), I(1) I(1) , I(0), I(1) I(1) , I(1), I(1) 

Intercept 0.0000 - 0.0006 0.0000 0.0000 - 0.0000 0.0000 
  (-0.94) - (3.11***) (-0.16) (-0.03) - (0.18) (0.20) 

Cost 1.5514 0.5164 -0.7420 - 0.0733 2.9202 -0.2209 - 
  (2.85***) (0.83) (-0.86) - (0.13) (3.31***) (-0.33) - 

Cost lag1 - - - - - - - -0.7659 
  - - - - - - - (-0.61) 

Cost lag2 - - - -7.9411 - - - - 
  - - - (-1.42) - - - - 

Volatility lag1 -0.4098 0.2366 0.3058 -0.3147 -0.3920 0.0950 0.2358 -0.3021 
  (-15.95***) (7.02***) (6.63***) (-4.66***) (-15.80***) (2.23**) (8.02***) (-4.49***) 

Volatility lag2 -0.1706 0.1100 0.1961 - -0.2211 0.1081 0.1475 -0.2915 
  (-6.26***) (3.35***) (4.96***) - (-8.32***) (2.74***) (5.16***) (-4.16***) 

Volatility lag3 -0.0936 - - - -0.1075 - - -0.1157 
  (-3.90***) - - - (-4.59***) - - (-1.96**) 

Delta Vix 0.0000 0.0000 0.0000 - 0.0000 0.0001 0.0001 0.0000 
  (-1.49) (0.81) (0.63) - (-1.49) (1.58) (4.77***) (-0.56) 

Outlier-dummy 0.0017 - - - - - - - 
  (7.23***) - - - - - - - 

GBP-Volatility - - - - 0.4747 0.6028 0.5539 0.0244 
  - - - - (18.73***) (15.80***) (15.24***) (0.33) 

CHF-Volatility 0.3952 0.5448 0.2646 -0.0854 - - - - 
  (17.52***) (17.86***) (7.18***) (-0.76) - - - - 

JPY-Volatility 0.0848 -0.0571 0.0158 0.2483 0.1879 0.1661 0.1857 0.0102 
  (4.66***) (-2.97***) (0.54) (4.19***) (10.00***) (4.45***) (10.75***) (0.18) 

EUR-Volatility - - 0.1949 0.4490 - - - 0.7613 
  - - (5.22***) (4.12***) - - - (10.25***) 

R2 0.5296 - 0.5565 0.5262 0.5606 - 0.6163 0.7826 
N 1095 551 418 113 1095 271 694 119 
              

Autocorrelation -0.1268 0.1539 -0.1332 -0.1294 -0.1503 0.1731 0.0902 -0.2233 
Breusch-Pagan <.0001 <.0001 0.0289 0.3178 <.0001 <.0001 <.0001 <.0001 

Condition index 2.3126 10.9639 16.3348 3.1501 2.3571 12.6356 13.3058 3.7706 
Anderson-Darling 7.9514 5.4774 2.4509 0.5152 4.7797 1.9036 1.5059 1.3797 

Skewness 0.1733 1.0684 0.7517 0.3616 0.4839 0.8013 0.1910 0.7418 
Kurtosis 5.1732 3.0538 1.4966 0.9541 3.5673 2.2040 0.3264 4.6025 
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  Spill-over JPY Spill-over EUR 
Period Full First Second Third Full First Second Third 
Model I(1) , I(1), I(1) I(0) , I(0), I(1) I(1) , I(0), I(1) I(1) , I(1), I(1) I(1) , I(1), I(1) I(0) , I(0), I(1) I(1) , I(1), I(1) I(1) , I(1), I(1) 

Intercept -0.0001 - 0.0005 0.0000 0.0000 - -0.0015 0.0000 
  (-1.24) - (2.26**) (-0.10) (0.06) - (-7.80***) (0.27) 

Cost - 0.3580 -1.9876 - -0.8003 -0.0852 -1.9223 -3.3655 
  - (0.43) (-2.04**) - (-1.39) (-0.16) (-1.50) (-1.24) 

Cost lag1 0.8570 - - 1.4698 - - - - 
  (1.81*) - - (0.48) - - - - 

Cost lag2 - - - - - - - - 
  - - - - - - - - 

Volatility lag1 -0.4725 0.4051 0.3750 -0.4890 -0.1738 0.1244 -0.6408 -0.1793 
  (-19.20***) (10.72***) (7.83***) (-7.18***) (-6.67***) (3.42***) (-12.59***) (-3.75***) 

Volatility lag2 -0.2854 0.1776 0.1635 -0.3010 -0.0872 - -0.4166 - 
  (-10.99***) (4.74***) (3.65***) (-4.47***) (-3.31***) - (-7.44***) - 

Volatility lag3 -0.1704 - - - -0.0701 -0.0327 -0.2029 - 
  (-7.17***) - - - (-3.07***) (-1.04) (-4.00***) - 

Delta Vix 0.0002 0.0002 0.0001 0.0002 0.0000 0.0000 0.0001 0.0000 
  (8.04***) (3.75***) (3.03***) (4.89***) (1.85*) (0.18) (2.45**) (0.91) 

Outlier-dummy 0.0073 - - - - - - - 
  (14.87***) - - - - - - - 

GBP-Volatility 0.0730 -0.1106 0.1076 0.3725 0.2152 0.4523 0.0606 0.2272 
  (1.99**) (-1.68*) (1.75*) (3.97***) (7.98***) (7.50***) (0.99) (3.75***) 

CHF-Volatility 0.3136 0.4699 0.2303 0.0176 0.6208 0.6502 0.2554 0.5826 
  (9.44***) (6.94***) (4.66***) (0.15) (24.49***) (13.24***) (5.30***) (10.78***) 

JPY-Volatility - - - - 0.0326 -0.0407 0.0088 0.0311 
  - - - - (1.60) (-1.55) (0.23) (0.63) 

EUR-Volatility - - 0.1380 0.1604 - - - - 
  - - (2.92***) (1.18) - - - - 

R2 0.5117 - 0.4847 0.5929 0.7735 - 0.4620 0.8057 
N 1095 566 393 123 619 193 294 124 
              

Autocorrelation -0.0782 -0.0782 0.0105 -0.2188 -0.2700 0.2201 0.1921 -0.2616 
Breusch-Pagan <.0001 <.0001 0.1776 0.1889 0.0301 <.0001 0.4244 0.6006 

Condition index 2.2824 14.7094 16.8354 4.5228 2.9333 19.0829 15.1475 2.7330 
Anderson-Darling 7.7824 11.3068 2.1516 0.2887 7.8271 0.2862 1.1022 1.3177 

Skewness 0.5220 2.6480 0.5286 0.1389 -0.1338 0.1893 -0.2766 -0.2778 
Kurtosis 2.2577 19.6163 0.9918 1.1375 4.1036 0.6127 0.1462 0.9756 
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  LN GBP LN CHF 
Period Full First Second Third Full First Second Third 
Model I(1) , I(1), I(1) I(0) , I(0), I(1) I(1) , I(0), I(1) I(1) , I(1) I(1) , I(1), I(1) I(0) , I(0), I(1) I(1) , I(0), I(1) I(1) , I(1) 

Intercept -0.0043 - -1.9476 0.0006 0.0000 - -1.6627 -0.0354 
  (-0.59) - (-7.33***) (0.02) (-0.01) - (-9.33***) (-0.88) 

Cost -0.0110 0.1895 -0.0550 - -0.1336 0.2414 -0.0443 - 
  (-0.30) (7.83***) (-1.11) - (-3.71***) (6.82***) (-1.03) - 

Cost lag1 - - - - - - - -0.0792 
  - - - - - - - (-0.68) 

Cost lag2 - - - -0.0235 - - - - 
  - - - (-0.16) - - - - 

Volatility lag1 -0.5979 0.4607 0.3205 -0.6153 -0.6203 0.3740 0.4504 -0.1413 
  (-20.23***) (11.22***) (6.90***) (-8.33***) (-21.14***) (6.45***) (12.47***) (-1.45) 

Volatility lag2 -0.2790 0.2573 0.3317 - -0.3586 0.2519 0.2398 0.0362 
  (-8.41***) (6.33***) (7.09***) - (-10.90***) (4.47***) (6.58***) (0.38) 

Volatility lag3 -0.1550 - - - -0.2115 - - 0.0209 
  (-5.26***) - - - (-7.26***) - - (0.22) 

Delta Vix 0.4244 0.5042 0.2256 - 0.4985 0.4229 0.5726 0.1412 
  (4.96***) (4.05***) (1.80*) - (5.51***) (2.70***) (5.89***) (0.36) 

Outlier-dummy 0.2640 - - - - - - - 
  (4.70***) - - - - - - - 

R2 0.2915  0.3161 0.3807 0.3200  0.4002 0.0241 
N 1095 557 418 116 1095 276 694 117 
              

Autocorrelation -0.0175 -0.0201 -0.0630 -0.0530 -0.0390 -0.0117 -0.0408 -0.0006 
Breusch-Pagan <.0001 0.0728 0.2196 0.0279 <.0001 0.9120 0.0415 0.9297 

Condition index 2.1517 49.1684 56.2319 1.0263 2.1859 49.4240 54.7118 1.3904 
Anderson-Darling 3.8691 1.4714 1.0008 1.7689 8.9532 0.6609 0.3473 7.9958 

Skewness -0.4932 0.4833 -0.0941 -0.8791 -2.3256 0.3947 0.0162 -5.8098 
Kurtosis 6.0655 1.2996 2.0039 7.6067 43.6925 1.0110 0.4288 50.6895 
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  LN JPY LN EUR 
Period Full First Second Third Full First Second Third 
Model I(1) , I(1), I(1) I(0) , I(0), I(1) I(1) , I(0), I(1) I(1) , I(1) I(1) , I(1), I(1) I(0) , I(0), I(1) I(1) , I(1), I(1) I(1) , I(1) 

Intercept -0.0043 - -1.7463 -0.0011 0.0015 - 0.0014 0.0068 
  (-0.56) - (-7.11***) (-0.03) (0.16) - (0.13) (0.20) 

Cost - 0.1597 -0.0345 - -0.0870 0.1591 -0.0307 -0.3061 
  - (7.66***) (-0.77) - (-2.32**) (3.94***) (-0.69) (-2.64***) 

Cost lag1 0.0804 - - 0.1374  - - - 
  (2.58***) - - (1.35)  - - - 

Cost lag2 - - - - - - - - 
  - - - - - - - - 

Volatility lag1 -0.5218 0.5227 0.4269 -0.5756 -0.6572 0.5553 -0.6404 -0.5224 
  (-18.24***) (13.08***) (8.85***) (-6.62***) (-16.89***) (9.23***) (-11.12***) (-7.00***) 

Volatility lag2 -0.2975 0.2325 0.2537 -0.3033 0.3966 - -0.4142 - 
  (-9.63***) (5.80***) (5.23***) (-3.54***) (-9.11***) - (-6.51***) - 

Volatility lag3 -0.1677 - - - -0.2344 0.1974 -0.1592 - 
  (-5.90***) - - - (-6.09***) (3.35***) (-2.77***) - 

Delta Vix 0.5914 0.5294 0.6086 0.7179 0.5294 0.4353 0.3989 0.3464 
  (6.45***) (3.85***) (4.80***) (2.35**) (4.66***) (2.58***) (2.79***) (1.04) 

Outlier-dummy 0.6754 - - - - - - - 
  (7.50***) - - - - - - - 

R2 0.2850  0.3922 0.3121 0.3394  0.3175 0.3445 
N 1095 570 393 123 619 193 294 124 
              

Autocorrelation -0.0284 -0.0424 -0.0211 -0.0557 -0.0445 -0.1049 -0.0275 -0.1592 
Breusch-Pagan 0.0020 0.0276 0.3062 0.1382 0.0658 0.8614 0.2351 0.8460 

Condition index 1.8851 43.0343 57.1063 1.7138 2.2378 53.5776 2.1723 1.1897 
Anderson-Darling 3.1770 1.0591 0.7809 3.3011 5.4157 0.5232 0.2469 4.4856 

Skewness -0.2866 0.2746 -0.1516 -1.5109 -2.0612 0.1814 -0.1908 -1.2889 
Kurtosis 6.8623 1.3325 0.3487 15.9246 27.2786 -0.1143 0.7871 15.7813 
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