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EXECUTIVE SUMMARY

This thesis analyses how corruption affects the impact of European Union’s Cohesion Policy
payments on economic growth in 12 new EU member states. It also reviews theories of
economic growth and the role of institutions in economic development, describes the
corruption phenomenon and its theoretical effect on economic growth, provides main facts
about the Cohesion Policy and models used for estimating its effect on economic development
and provides recommendations for improving the regulations of Cohesion Policy based on the

results of empirical research.

Empirical research is performed by running regressions on cross-sectional and panel datasets
with different estimation techniques: random effects, fixed effects and Generalized Method of
Moments (GMM). The main panel dataset covers 12 countries over the period 2007-2013. The
countries are new European Union members which joined in 2004 (Cyprus, Czech Republic,
Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Slovakia, Slovenia) and 2007 (Bulgaria
and Romania). Results of the regression analysis show that the effect of Cohesion Policy
payments on GDP growth is negative in countries with high corruption levels and positive in
countries with low corruption levels. We explain this finding by the fact that in high-corruption
countries, Cohesion Policy funds are misappropriated and used for less efficient projects so
that human capital is not used in the most welfare-improving way. Therefore, we recommend
the European authorities to modify the current Cohesion Policy regulations in two main ways.
Firstly, European authorities should have a more important role in monitoring and controlling
the implementation of projects. This is currently done mostly on a local level and thus
introduces the potential for corrupt activity. Secondly, Cohesion Policy payments should be
allocated towards fighting corruption and improving local institutions in the first place: this

would greatly increase the positive effect of Cohesion Policy projects on GDP growth.
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1. INTRODUCTION

1.1. Research question

Economic researchers have been concerned with explaining cross-country income differences
for a long time. Apart from the usual explanations of different levels of physical and human
capital accumulation, there also exists an institutional explanation. Institutional economics is
concerned with how the level of institutions, such as the quality of democracy, level of
bureaucracy, regulations, etc., affects economic performance of countries. Probably the most
important contribution to institutional economics comes from Acemoglu, Johnson and
Robinson (2001). The authors estimate the effect of institutions by analysing colonisation
policies: their main hypothesis is that these policies affected the quality of institutions that the
colonies received and, therefore, their subsequent economic development. Acemoglu et al.
(2001) results confirm their hypothesis. Other researchers focus on the particular dimensions of
institutions. Mauro (1995) was among the first to provide an in-depth analysis of the effects of
corruption on economic development. The author found that lower levels of corruption are
associated with higher economic growth levels. However, the effect of corruption on economic
growth is not completely straightforward and other researchers have found evidence for both

no effect and a positive effect of corruption in some cases.

In this thesis, we are not concerned with analysing the general institutional framework. Instead,
we focus on one particular institutional quality — corruption — in a specific setting. This allows
us to analyse the issue in more detail. Specifically, our research question is as follows: how
does corruption affect the impact of European Union’s (EU) Cohesion Policy payments on

economic growth in new EU member states?

EU Cohesion Policy, also called Regional Policy, is aimed at reducing economic differences
among EU member states. It provides funding for growth-promoting projects in less developed
EU countries. Ever since its inception, the policy has been attracting a large degree of
speculation as the funds transferred to these countries are very significant, whereas the



effectiveness of the policy is ambiguous. Since 10 new countries joined the EU in 2004
(Cyprus, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Slovakia,
Slovenia) and 2 more (Bulgaria and Romania) in 2007, the amounts transferred increased even
more. In the 2007-2013 period, EU budget had 348 billion Euros allocated to Cohesion Policy,
amounting to 36% of the total budget. Among the 12 new members, Lithuania received the
most funds as a share of its GDP: the average annual amount received by Lithuania in 2007-
2013 was around 3% of GDP, while the total amount received in the period equalled 18% of its
2013 GDP.

All of the above makes this a relevant topic to analyse in both an academic and a practical
perspective. From the academic perspective, we narrow down the institutional approach to a
specific context and expand the commonly used methodology of analysing the effects of
Cohesion Policy on economic growth by including corruption into the analysis. We also focus
on applying the methodology in a specific sample of countries — the 12 new EU member states,
and use the latest Cohesion Policy data for the 2007-2013 period. To the best of our
knowledge, this has not been analysed before, except for the effort by Grusevaja and Pusch
(2011), but their analysis covers the 2000-2006 period, thereby not taking into account the
latest data. From a practical perspective, based on the results of our analysis, we provide
recommendations for EU policymakers on how to further improve Cohesion Policy so that its

effect on economic growth of member states is maximised.

Based on the research question, the aim of this thesis is therefore to estimate the direction and
significance of the effect of corruption on the impact of EU Cohesion Policy payments on
economic growth in the 12 new EU member states. In order to reach the aim, we define the

following objectives:

e Review the theories of economic growth and their application in institutional
economics
e Describe the corruption phenomenon and the models used for estimating its effect on

economic growth



e Provide an overview of EU Cohesion Policy

e Review the methods used for analysing the effect of Cohesion Policy on economic
growth

e Perform empirical research on the effect of corruption on the impact of EU Cohesion
Policy payments on economic growth in the 12 new EU member states

e Provide recommendations on improving EU Cohesion Policy

Empirical research is performed using regression analysis techniques. Regressions are run in
Stata statistical software using cross-section and panel datasets and different estimation
techniques, such as random effects, fixed effects and Generalized Method of Moments (GMM)

based on Arellano-Bond and Blundell-Bover estimators.

1.2. Structure of the thesis

The first part of the thesis provides an overview of economic growth models, the efforts of
explaining cross-country income differences and the effect of institutions on economic growth.
It also defines corruption, explains the theory behind this phenomenon, its measurement and
provides an overview of research focused on estimating the impact of corruption on economic
growth. In the second part, we review the structure of EU Cohesion Policy and introduce the
methods used for estimating its effect on economic performance. We also review regression
estimation techniques, develop our regression specification, describe the dataset as well as

provide results of the analysis and subsequent recommendations.



PART I: THEORY AND LITERATURE OVERVIEW

2. MODELS OF ECONOMIC GROWTH

2.1. Solow model

We start by providing an overview of economic growth models. Solow’s model, developed in
1956, is one of the most influential economic models and is used as a basis by many modern
economic models as a result. It is therefore important to provide a detailed overview of its main

assumptions and results.

According to Solow (1956) and Solow (1957), there are four variables in the model: output (Y)
is considered to be the only commodity, capital (K) and labour (L) are the two factors of
production and the level of technology (A) is the final component. The production function at
any time t is defined as follows: Y(t) = F[K(t), A(t)L(t)]. The product of technology and labour
(AL) is defined as effective labour. Capital and effective labour are said to have constant
returns to scale, that is: F(cK, cAL) = cF(K, AL) for all nonnegative constant terms (c). This
assumption makes it possible to rewrite the production function per effective labour:
A—lLF(K,AL) = F(%,l). Defining % =k, i =y and f(k) = F(k, 1) allows us to write the
production function in the following form: y = f(k), where y is output per unit of effective
labour and k is the stock of capital per unit of effective labour. Production function f(k) is said

to have the following properties: f(0) = 0, f’(k) > 0, f’(k) < 0 and it must satisfy Inada

conditions.

Labour (L) and technology (A) are assumed to have constant growth rates of n and g,
respectively, that is L(t) = nL(t) and A(t) = gA(t), where L(t) and A(t) are derivatives with
respect to time, which is assumed to be continuous. It follows that labour and technology grow
exponentially: L(t) = L(0)e™ and A(t) = A(0)e9t.

10



The economy’s output consists of investment and consumption. An exogenous and constant
share s of output is assigned to investment, while the depreciation of current capital (J) reduces

capital stock, therefore: K (t) = sY(t) — 6K (t).

Several mathematical manipulations yield the most important formula of Solow’s model:
k() = sf(k(®)) — (n+ g + 8)k(t). It shows that the stock of capital per unit of effective
labour changes for two reasons: the first term is new investment per unit of effective labour
while the second term is break-even investment, that is investment needed to keep the capital at
its current level due to growing population, improving technology and the depreciation of
capital. In the steady state, actual investment and break-even investment are equal and
therefore the change of capital, k(t), is equal to 0. Properties of the production function lead to

the fact that the level of capital always converges to the steady-state level of capital and stays
there. In the steady state, capital per worker (%) and output per worker (%) grow at rate g — the

rate of technological progress. Therefore, the main conclusion of the Solow model is that in the

long-term, economic growth per worker only happens due to technological progress.

Assumptions of the Solow model simplify the main characteristics of real economies in many
ways, according to Romer (2012): the economy is said to only produce a single good with three
production inputs; government’s decisions and economic contribution do not enter the model;
unemployment is not taken into account and main variables have constant and exogenous rates
of growth. Nevertheless, the model serves as a useful starting point for more complicated
economic analyses, is used extensively in modern research and has been found to provide a

close approximation to long-run economic growth patterns of real economies.

2.2. Other models of economic growth

Several influential economic models expand on the Solow’s model and its assumption of
exogenous saving rate. In the Ramsey-Cass-Koopmans model, the saving rate is determined by
households and companies who maximize their utilities and profits, but labour and technology

are still assumed to grow at constant, exogenous rates. Companies work in perfectly-
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competitive markets, earn zero profits and have the same production function as in the Solow
model. Households supply companies with labour and capital and have to decide on the
optimal combination of saving and consumption which maximizes their utility. Equilibrium in
the model is described by the dynamics of consumption and capital. The central equation for
the change of capital stock is slightly different from that in the Solow model: k(t) =
f(k(®) — c(t) — (n+ g + 8)k(t). Despite having an endogenous saving rate, the economy
in the Ramsey-Cass-Koopmans model has the same behaviour as the Solow model in
equilibrium: capital per worker and output per worker grow at rate g (Romer, 2012). Thus,

once again, output per worker in the long term only grows due to technological progress.

The Diamond model is similar to the Ramsey-Cass-Koopmans model in many respects, with
the major difference being that the Diamond model assumes that individuals which form
households are born and die throughout time. Assumptions regarding firm behaviour are the
same in these two models. In the special case of logarithmic utility and Cobb-Douglas
production function, the balanced-growth path dynamics of the Diamond model’s economy are
the same as those in Solow and Ramsey-Cass-Koopmans models. Relaxing these assumptions
can lead to cases with different behaviours of the economy: equilibrium can occur at multiple
values of capital stock, capital stock may converge to zero or equilibrium may be
undeterminable. However, as before, the general conclusion of the model is that technological

progress is the main driver of growth of output per worker in the long term.

All the above mentioned models take technological growth as given — it is exogenous. In
contrast, the endogenous growth theory tries to explain the reasons behind technological
progress, and as its name implies, the rate of technological progress is endogenous in these
models. Romer (1990) developed a widely used endogenous growth model which incorporates
microeconomic principles. The economy is divided into 3 sectors: a research sector, an
intermediate-goods sector and a final-goods sector. Rogoff and Obstfeld (1996) present a more

streamlined version of the Romer model. The final goods production function is equal to

Y, = Ly * ?illg‘f‘t, where j stands for the type of capital goods used for production, A; is the

12



total number of types of capital goods that have been generated up to time t (a proxy for
technological progress), Ly is labour allocated to final goods production and K stands for
capital goods. In the research sector, the production function of blueprints takes the form
Apy1 — A = 0A¢L, ¢, Where L is labour allocated to blueprint production (so that total labour
L =Ly + La) and @ is a parameter of productivity. The intermediate goods sector is assumed to
be composed of monopolistic firms which each buy a certain type of blueprint from the
research sector, manufacture machines using these blueprints and sell them in the next period

to firms in the final goods sector. On the demand side, consumers are said to live infinitely and

1
1__
have the following utility function: U, = Z;”:tﬁs‘tcl T

In the special case of logarithmic

ag

utility, the model produces the following formula for the growth rate of technology: g =

—aﬁef;;;_ﬂ). Therefore, in this model, the size of population (amount of total labour L) has a

positive effect on technological progress since a larger population can create more R&D
products. Apart from the size of population, economic growth is affected by output elasticity
parameter (a), a parameter for the rate of impatience of consumers (f) and productivity in the

research sector (6).

Overall, while Solow, Ramsey-Cass-Koopmans and Diamond models all lead to the conclusion
that technological progress is the only reason for long-run growth of output per worker,
Romer’s endogenous growth model implies that the growth of technological progress (and
economic growth as a result) is affected by other factors as well, such as the amount of labour

supplied or research productivity.

13



3. ACCOUNTING FOR ECONOMIC DEVELOPMENT DIFFERENCES
ACROSS COUNTRIES

For many years researchers have been trying to understand the large differences in average
income per person around the world. The wealthiest countries in the world are about 30 to 40
times more affluent than the poorest ones (Cubas, Ravikumar, & Ventura, 2013). There are two
main explanations for the cross-country income difference phenomenon. One of them claims
that this income variation comes from the differences in accumulation of physical and human
capital, while the other states that it comes from the differences in total factor productivity
(TFP), that is, technological progress. Some researches try to estimate the contributions of each
component of economic growth models to differences in levels or growth rates of income.
Such accounting literature provides significant insights into the cross-country income
difference puzzle. In the following part, before reviewing the accounting literature, we will

first introduce an augmented Solow model that includes human capital.

3.1. Augmented Solow model

In the augmented Solow model, the output function is defined as Y = F[A, K, H, L]. Here, H is
the stock of human capital, and other variables are the same as those in the original Solow
model. The augmented Solow model was introduced by Mankiw, Romer and Weil (1992) in
their influential paper “A Contribution to the Empirics of Economic Growth”. The reason for
adding human capital into the model is that the empirical facts are not in accordance with the
initial Solow model. For example, in Mankiw et al.’s (1992) paper, the initial Solow model is
tested on factual data and the implied capital share « is found to be 0.59, which is much larger

than the common sense of 1/3.

Human capital in the model refers to the quality of education that could change the
productivity of a worker. Like physical capital, human capital accumulates from one year to

the next year as a certain fraction of GDP is added to it.

14



Assuming a Cobb-Douglas production function, the augmented Solow model is described by
the equation Y (t) = K(t)*H (t)*:[A(t)L(t)]*~*<~%r. Similarly to the original Solow model,

we can get the dynamics of physical capital and human capital as:
k(t) = s,y() — (n+ g + §)k(),

h(t) = spy(t) — (n+ g + 8)h(2),

where s, and s, are the fractions of income invested in physical and human capital,
respectively. The steady state of the model is described by the following equations:
o _ (SISO (- ag—ap)
fe” = ( n+g+§8 ) e

h* = (—Skakshl_ak)l/(l—ak—ah)
n+g+é8 '

The augmented Solow model performs much better in the empirical application than the
original model. As Mankiw et al. (1992) show, in the cross-section regression of output per
worker for 98 countries, the implied a;, is 0.31, which is close to 1/3. The adjusted R? is 0.78,
which means that physical and human capital accumulation can explain nearly 80% of country
variation in income. However, this conclusion is sensitive to the measurement of human

capital. We will explore this subject in more detail in the following part.

3.2. Accounting-style income decomposition

Literature that focuses on decomposing income differences into components contains both
levels accounting and growth accounting. In this section, we only focus on the levels
accounting. The purpose of levels accounting is to decompose income differences into physical
capital accumulation, human capital accumulation and other factors. As mentioned before,
researchers do not reach the consensus in their conclusions about the reasons for cross-country
income differences. For example, Mankiw et al. (1992) argue that differences in physical and

human capital can explain a large part of disparity in income, while Hall and Jones (1999) and

15



Klenow and Rodriguez-Clare (1997) argue that the two factors account for much less of the

variation. The disagreement mainly comes from the different measurements of human capital.

Many levels accounting researchers begin from assuming a Cobb-Douglas production function:
Y(t) = K(t)*H(t)*[A(t)L(t)]*~ %%, where a; + ay < 1 reflects the decreasing returns

to all capital. By dividing by L(t) on both sides and rearranging, we can express income per

. Yt
capita as 75 = A(

K(t)
Y(t)

Ak Ah
)1—%—%(%)1—%—%_ In order to estimate the coefficients, the main

problem is the measurement of two capital intensities, g and g

The measurement of physical capital is similar across many papers. Researchers use the
perpetual inventory method to estimate the capital stock. With data on investment and
depreciation rate, the capital stock in year t+1 is defined as: K;;; = (1 — §)K; + I, where § is
the depreciation rate and I, is investment in year t. We still need an initial capital stock K,, but
it can be calculated as 1,/(g + 6). If we suppose that 1960 is the first year of investment data
available, then K960 = I1960/(g + &), Where g is the average geometric growth rate of
investment between 1960 and the beginning of researching year, say, 1970. However, the

measurement of human capital stock is quite different.

Mankiw et al. (1992) further rearrange the above formula by taking logarithms on both sides

and substituting the steady state amount of k and h to get: ln(%) = InA(0) + gt +

Ak

In(s;,) + —& ln(sh)—%ln(n+g+5). This leads to a result that §=
—Qg—Q’h

a
1-ag—ap 1-ag—ap

Sh
n+g+é

But the question is how to estimate the investment ratio in human capital, s;. Mankiw

et al. (1992) use a proxy to measure sy, which is defined as:

population aged 15 — 19

sp = Secondary school enrollment rate * population aged 15 — 64

However, they also argue that this measurement is not precise as it does not include the input

of teachers and does not measure primary and higher education. With this measurement,

16



Mankiw et al. (1992) use the average annual data from the period 1960-1985 to get s, and sy,
and then use them in the regression of 1985 levels of % Their sample covers 98 countries, but

excludes countries where oil production is the dominant industry. They obtain an adjusted R?
of 0.78, and the estimated coefficients imply the physical capital elasticity a; = 0.31 and the
human capital elasticity a;, = 0.28, which are both reasonable. Finally, they conclude that the
differences in accumulation of physical capital and human capital can explain most of cross-

country differences in income.

Klenow and Rodriguez-Clare (1997) argue that Mankiw et al.’s (1992) measurement of human
capital overestimates the variation across the world because it excludes primary school
attainment, which varies much less across countries. In their test, by simply adding primary
and tertiary school enrolment, the decomposition of income per capita moves from Mankiw et
al.’s (1992) original of 78% capital accumulation and 22% other factors to 40% capital
accumulation and 60% other factors. They suggest using Mincer regression to estimate human
capital stocks, which is to run a regression of log wages on years of schooling and experience:
In(y) = In(y,) + S + B X + $,X2, where y stands for wages, y, is the wage of a person
without education and experience, S is the years of schooling and X is the years of experience.

They construct the estimation of human capital as follows:

Y1S+tyzexp+yzexp?

a
hg = (IL(—:) ¢ (hT)“h(Ae( 1-ag=an >)1‘“k‘“h. By manipulating this equation, we can get

k

the capital-output ratio as: g = (e"5); w; e”ze"pi+”3e"pi2)1;z A7L, where s is the average years
of schooling in the total population over 25 years old, exp; is somebody’s experience in age
group i and exp; = (age; —s — 6), w; is the proportion of the population in ith group,
age; = {27,32,...,62} for the age groups {25 — 29,30 — 34,...,60 — 64}. The coefficients
on schooling and experience y4, y,, v are set to be 0.095, 0.0495, 0.0007, respectively, based

on the results of Mincer regression.

With this measurement, Klenow and Rodriguez-Clare (1997) find that the physical and human

capital accumulation only explain 42% of GDP differences across countries, which is to say
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that the residual term has a dominant role for cross-country income differences. Therefore, they
conclude that “theorizing about international output differences should center at least as much

on differences in productivity as on differences in physical or human capital intensity”

(Klenow and Rodriguez-Clare, 1997).

Hall and Jones (1999) use a similar calibration method as Klenow and Rodriguez-Clare (1997).
Their production function is: Y = AK*H~%, This function is a special case of what Mankiw et
al. (1992) and Klenow and Rodriguez-Clare (1997) used with Y = K% H%[1~%~% \where

ah:].—ak.

In output per worker terms, the production function can be written as: y = Ak*h1~%. By
i ing i : -1 2 (k ko i
manipulating it, we can get: In(y) = —In(4) + —in (y)+ln(h), where S 1 physical

capital-output ratio and h is human capital per worker.

Hall and Jones’ (1999) measurement of human capital does not depend on experience. They
construct the human capital function as: h; = e®?©?, where ¢(S;) is the average number of
years of education of workers in country i. They also assume ¢(S;) is piecewise linear with a
slope ¢'(S;) = 0.134 if S <4, 0.101 if 4 < S <8, 0.068 if S > 8. These rates of return on

education are reported in Psacharopoulos (1994).

With this measurement, by comparing US and other 132 countries in the sample, they find
large productivity disparities across countries. For example, Canada is 6.1% worse than US in
output per worker terms, and this almost entirely comes from a 5% lower human capital per
worker, thus the productivity in Canada is about the same as US. However, In(y) in China is
2.815 lower than in the US, and of that 1.033 comes from physical capital, 0.319 comes from
human capital, and this thus leads to a 1.462 difference in productivity. In general, OECD
countries have productivity close to the US, while for developing countries differences in
productivity are the crucial factor in explaining cross-country income differences. This
conclusion is similar to that of Klenow and Rodriguez-Clare (1997), but different from
Mankiw et al. (1992). Furthermore, Hall and Jones (1999) find that productivity is highly
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correlated with physical and human capital, while Mankiw et al. (1992) assume that they are

uncorrelated.

Cubas, Ravikumar & Ventura (2013) provide another measurement of human capital. Their
idea is similar to that of Kaarsen (2014), who argues that one year of schooling in USA
corresponds to three or more years of schooling in less-developed countries. Cubas, Ravikumar
& Ventura (2013) use PISA scores to measure the quality of labour and show that there are
larger disparities in labour quality among countries than the Mincerian returns suggest. As a
result, total factor productivity differences from their model are less significant than those from
other authors. Kaarsen (2014) uses TIMSS scores to consider the quality of labour and finds
that the variance of income explained by the augmented Solow model rises by 22%. However,
the author also argues that TFP differences are still the dominant force in accounting for cross-

country income differences.

Overall, the paper by Mankiw et al. (1992) can be seen as the revival of neoclassical growth
theory, which argues that most of the variation in cross-country income differences is linked
with variation in factor inputs. Their paper also triggered a great passion for researchers to
figure out the cross-country income difference puzzle. Even though by using different
measurements of capital stock, the explaining power of factor inputs becomes larger than what
Hall and Jones (1999) believed it to be, it can be argued that TFP is at least as important as
physical and human capital in explaining cross-country income differences (Caselli, 2005). The
next question therefore is what determines the difference of TFP across countries? Inspired by
Hall and Jones (1999), we consider that institutions play an important role in this subject. The

following part will review the relevant literature and go deeper into the institutional theory.
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4. INSTITUTIONS AND ECONOMIC DEVELOPMENT

Apart from decomposing the output per worker differences across countries into differences in
inputs and productivity differences, Hall and Jones (1999) also come up with suggestions for
the reasons behind these differences. Their main hypothesis is that differences in long-run
levels of economic development between countries are due to social infrastructure. They define
social infrastructure as “the institutions and government policies that provide the incentives for
individuals and firms in an economy” (Hall and Jones, 1999). The authors claim that in the
cases where thievery or corruption are widely spread, they can be thought of as taxes on output
and therefore inputs do not bring their full returns to their owners. Moreover, the owners of
inputs must invest a part of their funds into protecting their property from being stolen or
misused. In terms of protection from such negative factors, the government is the most
important agent as it can engage in protecting activities on a large scale and as it has the actual

power to create rules and control their implementation.

Hall and Jones (1999) argue that perfect measures of social infrastructure do not exist, but that

certain proxies can be used nevertheless. They use two measures of social infrastructure:

e GADP (government anti-diversion policies) index from a company named Political
Risk Services, where the authors average the country scores across 5 categories of
indicators: law and order; bureaucratic quality; corruption; risk of expropriation;
government repudiation of contracts.

e Openness to international trade index compiled by Sachs and Warner in 1995, which
rates countries according to the percentage of time that they were open to trade in the
period from 1950 to 1994. Openness to trade is said to be important because barriers to

trade create inefficiencies for companies operating in the market.

The main parameter of social infrastructure used by the authors is the average of these two

indices. The structural model used to identify the impact of social infrastructure on economic

development is as follows: log% =a+f*S+eandS=y+3J+* log%+ 0 * X +n, where S
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is the measure of social infrastructure and X is a combination of all other important variables.
The main fact that can be observed from these equations is that social infrastructure is assumed
to be endogenous: not only does it affect the level of output per worker, but it can be
influenced by output per worker itself. In order for the equations to be identifiable, the authors
assume that all the variables entering into X do not affect output per worker directly — that is,
they can be used as instruments for the first equation. When it comes to the instruments, the
authors use several variables which characterize the levels of Western European influence on
different countries. The first of them is whether Western European languages are used as the
first language, measured as the share of population speaking these languages as a mother
tongue. The second instrument is distance from equator. These variables affect social
infrastructure as the countries that were influenced by European countries consequently had
better social infrastructure, and as Western European colonizers more often came to areas far
from equator that had a similar climate. In order to be valid instruments, these variables should
also have no direct effect on output per worker today, which, according to the authors, is true.
They also use an additional instrument in several regressions — the share of trade in an

economy.

Hall and Jones’ (1999) main result from running these regressions is that an increase of 0.01 of
social infrastructure (measured on a scale from 0 to 1) leads to an increase in output per worker
of 5.14%. Hence, their explanation for large differences across countries of the productivity

residual (and output per worker) is social infrastructure.

Institutions are also found to be important by Knack and Keefer (1995), but instead of using
levels accounting, the authors use growth accounting. They claim that effective contract
enforcement is the key to economic development. The authors test the importance of
institutional variables for conditional convergence, which claims that countries with lower
steady-state incomes will tend to move slower to this level from an original level of income.
Moreover, countries with bad institutional characteristics will tend to have lower steady-state

income levels.
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Knack and Keefer (1995) analyse the following institutional variables from two organizations,
International Country Risk Guide (ICRG) and Business Environmental Risk Intelligence
(BERI), which are then combined into two indices (ICRG and BERI):

e Expropriation risk

e Rule of law

e Repudiation of contracts by government
e Corruption in government

e Quality of bureaucracy

e Contract enforceability

e Infrastructure quality

e Nationalization potential

e Bureaucratic delays

Expropriation risk, Rule of law and Contract enforceability are measures of property rights;
Repudiation of contracts by government and Nationalization potential — of government
trustworthiness; Corruption in government, Quality of bureaucracy, Infrastructure quality and
Bureaucratic delays — of government efficiency.

Knack and Keefer (1995) use the convergence equation developed by Barro and Sala-i-Martin

(1992): In (yy—(:)) =a; — (1 —e™M(n(yyq)) — g:T) + €;, Where a; = g; + (1 — e™*)In(y}).

yir is the level of income of country i at time T, y;() is the initial level of income, y; is the
steady-state level of income, g; is the rate of growth of technology (assumed to be constant)
and A is the convergence rate. The basic regression, against which the proposed institutional
variables are tested, is a simple ordinary least squares regression of average GDP growth on
the initial GDP level, primary and secondary school enrolment, government consumption as
percentage of GDP, frequency of revolutions, frequency of assassinations and an investment

deflator variable.
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The main hypothesis is that the coefficient on the initial GDP level should be higher (more
negative) when correct institutional variables are used: countries with low initial GDP levels
will grow faster. The authors indeed find that the coefficient on the initial income level is more
negative and more statistically significant when their ICRG and BERI indicators are added to
the original equation. This, in their opinion, confirms the conditional convergence hypothesis

and the fact that institutional variables are important explanatory factors in the model.

The most influential and discussed paper on the importance of institutions for economic
development comes from Acemoglu, Johnson and Robinson (2001). The authors analyse the
effects that different colonization policies of European settlers had on economic performance
of the colonies. Their approach is similar to that of Hall and Jones (1999) as they use

instrumental variables estimation as well.

The main idea behind Acemoglu, Johnson and Robinson’s (2001) approach is that European
settlers used different types of colonization in different countries: countries with dangerous
diseases and high mortality rates received extractive colonization policies with bad property
protection and authoritarian governments, while countries with favourable conditions received
institutions similar to those of European countries as the colonizers planned to settle in these
colonies. It is then likely that after the colonies regained independence, they built their new
institutions based on their original institutions. Thus, the original institutional types have an

effect on current economic performance of these countries.

The authors use mortality rates of early colonial settlers in the 17™-19"™ centuries as
instrumental variables for econometric estimation. They argue that mortality rates were one of
the most important factors that were taken into account by European colonizers when making
decisions about where to settle. Mortality rates were even reported in the press in some
countries. As an example, when the British officials had to decide where to send convicts, the
original idea was to send them to the area around Gambia river in Africa. However, they
decided that the disease environment in the region is too unfavourable and sent the convicts to

Australia instead. Acemoglu, Johnson and Robinson (2001) also provide evidence for the
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persistence of colonial institutions after the colonies regained independence. For example, in
Latin America, monopolies, forced labour and slavery were still common long after the

countries became independent.
The authors use the following institutional variables in their analysis:

e Protection against expropriation (1985-1995 average), developed by an organization
called Political Risk Services

e Constraints on executive in 1990, developed by Ted Robert Gurr and associates

e Constraints on executive in 1900, from Gurr data

e Constraints on executive in the first year of independence, from Gurr data

e Democracy index in 1900, from Gurr data

Acemoglu, Johnson and Robinson’s (2001) main hypotheses are described by a system of four

equations:
logy,=pu+a*R;,+y=*X;, +¢€,
R =g + Br * C; + yr * X; + vpg;,
Ci=Ac+Pc*Si+ve*X;+vg,
Si = As + Bs * logM; +ys * X; + vg;,

where y; is per capita income in country i, R; is the index of Protection against expropriation
(measure of current institutions), X; contains other important variables, C; is the measure of
early institutions, S; measures the percentage of colony population with European descent, and
M; is the rate of mortality of early settlers. The authors therefore suppose that mortality rates
had an effect on colonial settlement, colonial settlement had an effect on early institutions,
early institutions had an effect on current institutions and that current institutions affect the

current per capita incomes of countries.
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The evidence for the effect of current institutions on current income levels is found to be
statistically significant: institutions explain more than 50% of variation in incomes across
countries. However, the direction of the effect is not clear: better institutions could lead to
higher income per capita, or higher income per capita could lead to better institutions. For this
reason, the authors use settler mortality as the instrumental variable, with the restriction that it
does not affect current income per capita levels directly. The results suggest that current

institutions do indeed affect the levels of per capita income.

Acemoglu and Robinson (2010) provide more details on the theory behind the effect of
institutions on economic development of countries. They describe three types of institutional
characteristics: economic institutions, political power and political institutions. Economic
institutions affect economic development through the incentives that they provide for economic
agents: good economic institutions foster investments into human and physical capital and
technological advancement. Economic institutions are determined by the society itself, and
therefore interest groups with the most political power have the largest effect on the
institutional system. Political institutions (for example, government form) have de jure
political power and affect incentives, too. There are also parts of society that have de facto
political power because they are the owners of large amounts of resources and can affect the
political institutions. Moreover, political institutions and the allocation of resources in a society
are quite persistent. Therefore, reforming institutions is not easy. These ideas can be
summarized in the following way: political institutions and the distribution of resources
determine how de jure and de facto political power in a society is distributed, while the
distribution of political power determines the dominating economic institutions, which, in turn,
have an effect on the economic performance and distribution of resources in the following

period.

Richter and Timmons (2012) expand on the empirical results of Acemoglu, Johnson and
Robinson (2001) by analysing growth rates of income instead of levels of income. Firstly, they
calculate the average annual growth rate of per capita income for the period 1820-1995, in

order for the time period to correspond to that of Acemoglu, Johnson and Robinson (2001).
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The authors also use the same institutional variables, namely, Protection against expropriation
and Constraints on the executive, to have a similar econometric framework. In general, their
econometric model is exactly the same as the one used by Acemoglu, Johnson and Robinson
(2001), except for the fact that the main variable of interest is economic growth instead of the
level of economic development: g; = a + 8 * D; + ¢;, where g; is the long-run average annual
growth rate of income per capita (1820 to 1995) and D; is the institutional variable. Similar to
the original paper, Richter and Timmons (2012) find a statistically significant impact of
institutions on long-run economic growth. However, the effect of institutions is rather small in
absolute terms. The authors find that if the quality of institutions in a country improved by one
standard deviation, the country’s average annual growth rate of per capita income would
increase by 0.42%. Over a very long term, this leads to significant differences in per capita
income across countries due to the compounding effects of growth; however, such small gains

are not substantial in the short term.

Nevertheless, not all researchers support the view of Acemoglu, Johnson and Robinson (2001).
The main critiqgue comes from Glaeser, La Porta, Lopez-de-Silanes and Shleifer (2004). They
argue that the relationship between institutions and economic development works in the
opposite way: instead of institutions causing economic growth, it is growth itself that causes
improvements in institutions. According to the first view, political institutions that support
protection of property rights will lead to more investment into physical and human capital and
stimulate economic growth. The second view, on the other hand, specifies that investments into
physical and human capital will lead to improvements in education and wealth, and this in turn

will lead to improvements in political institutions.

Glaeser, La Porta, Lopez-de-Silanes and Shleifer (2004) provide three main points of critique
for Acemoglu, Johnson and Robinson’s (2001) empirical results. First of all, they argue that
the measurement of institutions is inaccurate. The authors claim that institutions have two main
characteristics: they constrain individuals to behave for the benefit of the society and these
constraints have to be permanent. The variables used by Knack and Keefer (1995), Hall and
Jones (1999) and Acemoglu, Johnson and Robinson (2001) do not satisfy these criteria,
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according to them. Instead of being permanent, all the variables measure temporary outcomes
and have a tendency of improving with economic development as well as being volatile.
Moreover, none of the variables, apart from the ones measuring constraints on the executive,
reflect actual constraints. Furthermore, these variables are not correlated with measures of

constitutional constraints.

Secondly, the authors run simple ordinary least squares regressions and do indeed find that
institutional variables are statistically significantly related to growth in per capita income, but
only during the same time period. This means that causality could go in either way. On the
other hand, Glaeser, La Porta, Lopez-de-Silanes and Shleifer (2004) find that institutional
variables in the current period do not predict future economic development, while the level of

human capital does have this predictive power.

Finally, the authors argue that the instrumental variables approach used by Acemoglu, Johnson
and Robinson (2001) is not a valid method of determining the relationship between institutions
and economic growth. Glaeser, La Porta, Lopez-de-Silanes and Shleifer (2004) claim that apart
from bringing the set of institutions to the colonies, European settlers brought human capital as
well. This means that the key assumption of the instrumental variables approach, that is the fact
that these variables are uncorrelated with the error term, may not be true. If human capital is
omitted in the regressions, instrumental variables (for example, settler mortality) will be
correlated with the error term and regression results will be biased. Moreover, settler mortality
is not correlated with measures of constitutional constraints, while the initial levels of human
capital are significantly related to current levels of economic development. Finally, human
capital variables also appear to be more statistically significant in the instrumental variables
regressions than do institutional variables. Overall, Glaeser, La Porta, Lopez-de-Silanes and
Shleifer (2004) claim that human capital is more important for economic development of

countries and that it is the level of human capital in the society that determines its institutions.

Acemoglu, Gallego and Robinson (2014) respond to this critique. They argue that the returns

to human capital in usual regressions are biased upwards and that institutional characteristics
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are still a better predictor of economic development. According to the authors, developments of
physical and human capital are not the causes of growth — they are the growth itself. Instead,

what causes growth is the fact whether a country has favourable institutional conditions or not.

Firstly, Acemoglu, Gallego and Robinson (2014) provide historical evidence that European
settlers did not always bring more human capital to the places where they settled. For example,
South American colonizers were more educated than the colonizers of North America, even
though North America is a much more developed region nowadays than South America is and
has better institutions. As a proof of this, the authors provide statistics that show that around
80% of colonizers of South America could sign their name, while the same statistic for the
colonizers of North America is only around 40%. There is therefore no historical connection

between the level of human capital and economic development of colonies.

Secondly, Acemoglu, Gallego and Robinson (2014) run econometric regressions and find that
human capital returns are lower than those reported by Glaeser, La Porta, Lopez-de-Silanes and
Shleifer (2004) and that institutional variables are a more important predictor of economic
development. The authors use the logarithm of GDP per capita in purchasing power parity
terms in 2005 from the Penn World Tables as the main dependent variable and average years
of schooling in 2005 as the educational indicator. Institutions are measured by the rule of law
index in 2005, which comes from the World Bank, while logarithms of settler mortality and
population density in 1500 are the two instrumental variables. Differences in human capital
across the colonies are measured by the activity of protestant missionaries, that is the number
of protestant missionaries per 10 thousand of population in 1920. The missionaries made a
large contribution towards the creation of educational institutions in the colonies. Human

capital is also measured by enrolment rates for primary education in 1900.

Basic ordinary least squares regressions of GDP per capita on human capital and institutional
variables show that human capital returns are much larger than they are supposed to be based
on microeconomic evidence. Returns to education are normally in the region of 6%-10%, while
Acemoglu, Gallego and Robinson (2014) find them to be around 30-35% and conclude that
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there must be omitted variable bias. Semi-structural models that control for the determinants of
institutions and years of schooling show that human capital does indeed have returns close to
6%-10%, while institutions are found to be more important. Structural models with
instrumental variables also allow the authors to reach the same conclusions. Moreover, they
run regressions of institutional measures on human capital measures to see if it is the human
capital that determines institutional characteristics of a country. These regressions find human
capital to be insignificant. The same results are evident when using cross-regional data, in
contrast to cross-country data. All in all, Acemoglu, Gallego and Robinson (2014) conclude

that institutions are a much more important channel of economic growth than human capital is.

As can be seen from the overview above, the relationship between institutions and economic
development is well documented in academic research. Even though the methodology used to
arrive at these conclusions and the conclusions themselves are subject to some critique, as is
usually the case, most of the researchers agree that institutions are at least one of the
explanations behind cross-country differences in economic development. The next chapter will
focus on one of the institutional variables in particular — corruption, as it is at the center of

attention of our research.
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5. CORRUPTION

Corruption is a characteristic of the world that has been present throughout time and across
countries. But only after 1996, when World Bank president James Wolfensohn raised it up at
the joint annual meeting of World Bank and IMF, corruption began to attract much more of the
world’s attention. For many years, researchers have been spending large proportions of time to
dig into this important topic. In some aspects their findings vary largely, while in others
researchers seem to be reaching a consensus. In this section, we aim at providing a
comprehensive introduction of corruption. Our logical clue will follow along these four topics:
the definition of corruption, the theory of corruption, the measurement of corruption and the

influence of corruption on economic development.

5.1. Definition of corruption

5.1.1. Definition

Corruption has been defined in many ways. It is hard for researchers to agree on a precise
definition. Jain (2001) argued that “corruption refers to acts in which the power of public
office is used for personal gain in a manner that contravenes the rules of the game ”. In short,
corruption in this sense can be defined as the abuse of public power for private gains
(Svensson, 2005). Based on this definition, Aidt (2003) proceeds to characterize three
conditions which define corrupt behaviour:

e Discretionary power: the public officials must have the power to create and oversee
rules and laws in a discretionary manner

e Economic rents: the discretionary power can be used to extract rents

e Weak institutions: the institutions must leave room for officials to use their power to get

or seek rents
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However, corruption does not necessarily happen in the public sector. For example, in large
private companies we can often observe corrupt behaviour in hiring, procurement or promotion

processes.
5.1.2. Types of corruption

Jain (2001) identified three types of corruption based on where the corrupt behaviour happens
and who abuses his authority. These are grand corruption, bureaucratic corruption, and

legislative corruption.

Grand corruption arises when political elites design and implement policies to serve their own
interests. This type of corruption has the worst influence on the nation since it comes from the
top of the national hierarchy. The whole public sector may be designed as a rent-seeking
machine, and the resources of the country may be transferred to private agents. Rose-
Ackerman (2007) points out that this corruption type can destroy the economy and bring the
country to the edge of failure. The opposite of grand corruption is petty corruption, which
occurs at a lower hierarchical level than grand corruption and involves smaller payments. Jain

(2001) calls petty corruption as bureaucratic corruption.

Bureaucratic corruption refers to the bribes that bureaucrats take to gain benefits that are not
supposed to belong to them, as well as to the rent-seeking actions that bureaucrats perform.
This kind of corruption is the most common type observed in the real world, but is not as

damaging as grand corruption.

Finally, legislative corruption refers to the acts that influence the voting system. Large
companies or interest groups may bribe legislators to enact specific legislation that can benefit
them. This kind of corruption also includes “vote-buying” behaviour, where legislators pass

regulations that are not based on public benefits in exchange for being re-elected (Jain, 2001).
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5.2. Theory of corruption

From the definition above, it is not surprising that corruption is regarded as illegal behaviour in
most countries because corruption distorts markets and creates unfair competition among
market participants. However, we cannot simply assume that corruption only has negative
effects. There are some countries which are characterized by both high levels of corruption and
high economic growth. The most obvious examples are found in Asia, such as China, South
Korea, and Thailand as well as in some developed countries, such as Italy. Researchers are
attracted by the double-edged effects of corruption and have many theories that try to answer
the question of how corruption is generated. Aidt (2003) provides four potential explanations,
which are efficient corruption, corruption with a benevolent principal, corruption with a non-
benevolent principal and self-reinforcing corruption. In the following sections, we will review

these theories.
5.2.1. Efficient corruption

Efficient corruption, which is defined by Aidt (2003) as “corruption which arises to facilitate
beneficial trade between agents”, is a theory that views corruption in a positive light.
According to this point of view, corruption can be seen as a rational reaction to existing
inefficiencies in public administration. Through corruption, both parties can benefit so that the
social efficiency is improved. However, there are some limitations from the theoretical

perspective which we will specify later.

Aidt (2003) makes a clear illustration of the mechanisms of efficient corruption. Given that the
market has many inevitable inefficiencies created by government regulations and policies, the
first-best solution is to eliminate the inefficiencies, and the second-best solution is to improve
efficiency by letting market participants bypass such regulations and policies. Corruption is
one method of the second-best solution, which can work through two channels: it can improve

government efficiency and make the provision of government services more competitive.
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Lui (1985) introduced the “queue model” to prove the allocative power of corruption. In this
model, people are assumed to be waiting in a queue for a service. They can decide to bribe the
service provider in order to buy better positions in the queue. Obviously, people with higher
values of time are willing to pay more so that they can be placed ahead of those with lower
values of time. Lui (1985) showed that in equilibrium, this “bribe rule” can minimize the
average costs associated with spending time in the queue. Moreover, the service provider
(bureaucrat) will not try to increase the time spent in a queue because this will cause a
reduction of people joining in the queue and reduce his earnings from the bribe. As a result,

resources are better allocated to the most willing people and social efficiency is improved.

Shleifer and Vishny (1994) analysed the interaction between private agents and politicians and
showed that a bribe is an efficient method of allocating wealth between the two parties. They
argued that without corruption, politicians would try to extract rents by other inefficient ways
so that the resources would be allocated inefficiently. Therefore, corruption is a way to enable
private agents to protect themselves from the politically imposed inefficiencies. From this point

of view, corruption increases efficiency.

However, the theory of efficient corruption has theoretical limitations. Aidt (2003) argues that
there are four main problems of the theory. Firstly, bureaucrats can often change the quality
and quantity of their services and may be willing to deviate from the equilibrium outcome in
order to maximize the bribe. Secondly, the cost of corruption cannot be neglected because such
costs are used in the process of looking for whom to bribe and hiding the corrupt behaviour.
Thirdly, corrupt contracts are not official and cannot be obligatory so their outcomes are very
uncertain. Finally, efficient corruption theory assumes that the government inefficiency is not
created by corruption itself and so is exogenous. In reality, it is reasonable to assume that
politicians make improper policies because they want to benefit from them. Thus, the

relationship between government inefficiency and corruption should be endogenous.
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5.2.2.Corruption with a benevolent principal

This theory assumes that in a certain country, the government creates the institutional structure
of the country, and hires agents to operate these bureaucracies for necessary activities, such as
collection of taxes, provision of laws, etc. Therefore, the agents own some authority that is
delegated to them by the government. It is reasonable to think that there exists the potential for
these agents to extract rents from their position. That is how corruption is created. In this
model, the government wants to design an optimal institutional framework that is corruption-

free, but corruption still exists because of agents.

Aidt (2003) introduced a principal-agent model to illustrate this type of corruption. Suppose
that in a tax collection activity, a firm is responsible to pay taxes t only when it has a positive
profit, = > 0. The probability of = > 0 is h, thus with probability 1 — h the firm does not need
to pay the tax. There is a tax collector whose responsibility is to report to the government
which firm is liable to pay the tax and which is not. Obviously, there exists a possibility that
the tax collector agrees not to report it if he is bribed. However, the government has a
probability p to discover the illegal behavior. On this occasion, the tax collector and firm must
pay a penalty f and g, respectively. The tax collector can earn a public wage of w and can earn
w, if he works in the private sector. A fraction y of tax collectors are assumed to be honest and
all involved agents are risk neutral. There also exists a transaction cost to the bribe in the form
of its fraction, k € (0,1].

When a corrupt tax collector discovers a company which has to pay the tax, the company has a
good reason to bribe him, thus its estimated gain is m —pg. Therefore, the bribe is b =
max[k(m —pg),0]. The tax collector is willing to accept the bribe only when the expected
gain, (1 —p)(w+ b) + p(wy, — f), is larger than his public sector salary, w, that is (1 —
p)b +p(wy—w — f) > 0. From the above equation, we can see that the occurrence of
corruption depends on three variables: the wage w, the monitoring system p and the penalties f

and g, which can be seen as indicators for a good design of public bodies.
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Becker and Stigler (1974) argued that the government can set an “efficient wage” that can
discourage the corrupt behavior as it raises the cost of illegal behavior and makes agents more

hesitant to do so. If we set f = 0 in the above equation, which means that no one gets a fine for

bribing, we can get the efficient wage w® = w, + 1;pr. From this equation, we can see that

setting a high wage in the public sector is a useful tool of reducing corruption. Some countries
have already adopted this policy and have achieved excellent results, for example, Singapore.
As Rahman (1986) said, “the government (in Singapore) believed that an efficient bureaucratic
system is one in which the officers are well paid so the temptation to resort to bribes would be
reduced”. However, some researchers argue that this policy will cause other problems. Firstly,
even though the agents would be more hesitant to be corrupt when they face a high wage, the
agents who remain corrupt can start requesting larger bribes to offset the increased threshold.
Secondly, a high wage policy may be incompatible with other public policies. For example,
Besley and McLaren (1993) showed that total government revenue will be lower when they
use efficient wage policy, compared to “capitulation wage” policy — an extremely low wage
that makes almost all agents corrupt and which only generates income for the government
when corrupt agents are caught. Thirdly, the high wage in the public sector will attract more

talents to it and reduce the number of talented employees in the private sector.

Another way through which corruption can be reduced is by enhancing the monitoring system
(setting p = 1). However, it can also be argued that it is hard and costly to design an effective
monitoring system. Laffont and N’Guessan (1999) raised an opposite point that the people
performing the monitoring can be corrupt as well. In this case, a rise in p (hiring more

monitors) may lead to a higher corruption level instead of reducing it.

Finally, what about increasing the penalties: f and g? Obviously, high penalties can decrease
the expected gains from corruption. If we set f = b, the expected gain for agents would be
(1—-2p)b + p(wy —w); then if p > 1/2, corruption can be eradicated if reservation wages
are used. The problem is that things are more complicated in practice. In the real world,

relatively few people are punished for acts of corruption, and there seems to be a wide gap
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between the penalties specified in the laws and the ones effectively imposed (Tanzi, 1998). In
addition, the judicial system may also be corrupt or influenced by political reasons. All these

factors decrease the effectiveness of the punishment policy.
5.2.3.Corruption with a non-benevolent principal

As showed above, the benevolent principal theory assumes that the principal aims at designing
an optimal institutional framework, and that corruption is an unexpected but unavoidable part
of the design. However, it is not surprising that in the real world many governments are corrupt

themselves.

Aidt (2003) took a simple example to demonstrate the general point of non-benevolent
principal corruption. Suppose that a kind of economic activity can only be launched by holding

a license that is issued by a government officer. Let A be the number of licenses already issued
and b(A) be the price of an additional license. It is reasonable to assume that b’ (1) = Z—i <0,

which means that the more licenses there are in the market, the lower the price of obtaining a
new one. When there is a free-competition market, b(Ay) = 0, and Ay represents the number
of firms in the free-competition market. The government officer can ask for a bribe in
exchange for issuing a license. He wants to maximize his bribe revenue B(A) = Ab(Q), so that
he will issue A;, = —b(A)/b’(A) licenses. Notice that A; < Ay, which means that when there

exist market barriers (an imperfectly competitive market), corruption will be generated.

Based on the above mechanism, some researchers proposed to increase competition in the
provision of public services to fight corrupt behavior. Aidt (2003) took another example to
examine the argument. Assume that two different licenses are needed for two different

economic activities. Let b;(A;,A,) be the price of a license of type i = 1,2, A; and A, are the

. . - ab;
licenses already issued. Similarly as above, assume that a_;j< 0. Now there are several

4

conditions here: whether the two licenses are complements or substitutes, and whether the

licenses are issued by the same officer.
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When they are complements (% > 0) and issued by the same officer, he wants to maximize
J

his total revenue Y}; A; b;(A1,2,). The first-order condition gives b;(A;,A;) + X A; bi(A1,A,) =

Aib{ +b;+b,

!
b;

0. We can get A;_optimain =

When the licenses are complements but issued by different officials, the results will be altered.

Officer i wants to maximize his bribe revenue A;b;(A;,A;), which gives the first-order

%. Comparing the two

condition b;(A;,A;) +A;b;(A1,4;) = 0. We can get Ai_oprimaiz = —

results, we can find that A;_,ptimair > Ai—optimarz, Which means that the total supply of
licenses is reduced if they are issued by two officers. The reason behind this is that the two
officers do not take each other’s actions into account. The initial assumption that b'(A) < 0
means that more licenses in the market will reduce corruption. Therefore, when government
services are complementary, a monopolistic provider is preferred as more licenses will be

issued and corruption levels will be lower.

When the licenses are substitutes, the conclusion is the opposite — competition in public

services reduces corruption and leads to more licenses being generated.
5.2.4. Self-reinforcing corruption

Differently from the theories discussed above, which relate corruption levels to institutions, the
self-reinforcing corruption theory emphasizes that history also plays an important role in
generating corruption. That is to say, an individual’s behavior depends on the number of other
people in a society who are corrupt (Aidt, 2003). For example, it is common to see that if a
public officer got caught for corruption, many of his colleagues might have also been involved

in the case.

Aidt (2003) continues using the tax collection example (described in section 5.2.2) to illustrate
the mechanism. Assume that if the tax collector is spotted by a supervisor when he performs

the illegal action, he can avoid being fired by transferring his bribe revenue b to the supervisor
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who is also corrupt. For simplicity, assume the proportions of corrupt supervisors and corrupt
tax collectors are the same, 1 — vy, set f = g = w, = 0, and assume that all officers have the
potential to be corrupt but face different moral costs c, which are distributed according to a
cumulative density function F(.). Therefore, the expected gain of a tax collector is (1 —
p)(w+b) + p(1 —y)w —c. The condition of accepting the bribe is (1 —p)(w+b) +
p(1 —y)w — c = w. After transformation, we can get ¢ < (1 — p)b — pyw. Therefore, the
share of corrupt tax collectors is described by the equation 1 —y = F[(1 — p)b — pyw]. It is
easy to see that the more there are corrupt officers, say, y is low, the larger is the expected gain
from corruption and the lower the chances of losing the job. This, in turn, encourages more
officers to be corrupt and is the way in which the self-reinforcing corruption works.

All in all, the four theories presented above answer the question of how corruption is generated
from different perspectives. They also provide useful suggestions on fighting corruption. The
positive view of corruption in the efficient corruption theory also gives us a new perspective,
and to some extent answers the puzzle why corruption cannot be eliminated completely. But
other questions come to mind: why is Denmark the most transparent country in the world, but
not Somalia? How is corruption measured? We will try answering these questions in the next

sections.

5.3. Measurement of corruption

There is no direct method of measuring corruption, of course. However, there are several
indirect methods. In practice, researchers usually use two indices of corruption: one is the
Corruption Perceptions Index (CPI), and the other comes from the Worldwide Governance
Indicators (WGI).

5.3.1.Corruption Perceptions Index (CPI)

CPI, which is a composite index based on a number of perception-based sources, was created
by Transparency International (TI). The data contains a variety of surveys and assessments,

which are used to evaluate how different countries rank in terms of corruption. This research
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started in 1995, and the sources may vary from year to year. However, considering the annual

reports of the last three years (from 2012 to 2014), there are no apparent fluctuations among

the ranks and scores of most countries. For example, Denmark gained the first place in 2014, as
it did in 2012 and 2013, with the scores of 90 (2012), 91 (2013) and 92 (2014).

According to Transparency International (2014), there are 12 data sources utilized to analyze

corruption levels in the 2014 report. All the sources are from independent institutions

specializing in governance and business climate analysis:

1)

2)

3)

4)

5)

6)

7)

8)

African Development Bank Governance Ratings: this rating covers 40 African countries

and assesses a country’s transparency, accountability and corruption in public sector.

Bertelsmann Foundation Sustainable Governance Indicators: the indicator provides
scores for all 41 OECD and EU countries and judges whether officeholders abuse their

positions for private interests.

Bertelsmann Foundation Transformation Index: it covers 129 countries and evaluates
whether officeholders who engage in corruption can do so without fear of legal

consequences and prosecution.

Economist Intelligence Unit Country Risk Ratings: it provides risk assessments for 120

countries.

Freedom House Nations in Transit: it measures democratisation in 29 nations

throughout Central Europe and the Newly Independent States.

Global Insight Country Risk Ratings: it provides a six-factor analysis of the risk

environment in 204 countries.

IMD World Competitiveness Yearbook: There are 60 countries under evaluation; the

object is the national environment and its influence on corporate operations.

Political and Economic Risk Consultancy: It could be regarded as an interview for
business people, in terms of corruption from different perspectives and in different

institutions. It covers 15 Asian countries plus United States.
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9) Political Risk Services International Country Risk Guide: it is an assessment of

corruption within the political system in 140 countries.

10) World Bank Country Policy and Institutional Assessment: the rating reflects a variety of

information based on a country’s corruption in public sector, and covers 81 countries.

11) World Economic Forum Executive Opinion Survey: 143 economies are assessed for the

degree of firms giving bribes and diverting public funds to individuals.

12) World Justice Project Rule of Law Index: it assesses a nation’s adherence to the rule of

law in practice, and covers 99 countries.

The figure below shows the results of Corruption Perceptions Index 2014 for the 10 best and
10 worst countries. Denmark is the top scorer, while Somalia scores the worst. In general,
countries with advanced economies score much higher than those with undeveloped or

developing economies.

Figure 1. Top 10 and bottom 10 countries according to their scores in the Corruption
Perceptions Index 2014 (higher scores mean lower corruption)
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Source: Transparency International (2014)
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5.3.2.Worldwide Governance Indicators (WGI)

WGI was developed by a team led by Daniel Kaufmann at the World Bank. As Svensson
(2005) notes, the World Bank team utilize “a broader definition of corruption and include
most cross-country indices reporting ranking of countries on some aspect of corruption”.
According to The World Bank Group (2014), WGI consists of six dimensions of governance:
voice and accountability (VA), political stability and absence of violence (PV), government
effectiveness (GE), regulatory quality (RQ), rule of law (RL) and control of corruption (CC).
WGI uses a different aggregation methodology than does CPI. It has three steps: assigning data
from individual sources; preliminarily rescaling of the data; and constructing a weighted

average score by using an Unobserved Components Model.

As our research focuses on corruption, we will only use the Control of Corruption (CC) score.
CC assesses a country’s corruption level and includes 22 different sources. Some of them
overlap with CPI sources, for example, Political Risk Services International Country Risk
Guide and Bertelsmann Transformation Index. Therefore, it is not surprising that the two
ratings are highly correlated. For example, Denmark gained the first place in 2013 and 2014 in
the WGI corruption measure, which is the same result as CPl. Treisman’s (2007) research
showed that the correlation of WGI and CPI was around 0.96 in 2002 and 0.98 in 2004.

The figure below shows the percentile ranks of countries according to the WGI 2014 Control
of Corruption index. Nine out of top ten highest scoring countries are the same across the two
different corruption measures, and seven out of ten lowest scoring countries are the same as

well. Hence the two indices do indeed seem to be highly related to each other.
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Figure 2. Percentile ranks of top 10 and bottom 10 countries according to their WGI 2014
Control of Corruption scores
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Having reviewed the theory behind corruption and its two main measurement methods, we
next turn to the question of whether corruption has a positive or negative effect on economic

development. The next section provides an overview of research performed on this topic.

5.4. The link between corruption and economic development

One of the first and most influential papers linking corruption and economic growth was
written by Mauro (1995). The author provides two potential explanations for the relationship:
on one hand, corruption may be beneficial for economic growth as it helps people avoid
government bureaucracy and encourages government officials to work more productively to be
able to require higher bribes; on the other hand, corruption may work as a form of tax and
decrease the returns from capital investments, thus discouraging investments and lowering

economic growth.
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Mauro (1995) uses 9 institutional variables from Business International, a consulting company
whose institutional assessments are based on analyst opinions and can be thought of as the
opinions of foreign investors on risk factors in a particular country. The variables are: Political
change, Political stability, Probability of opposition group takeover, Stability of labour,
Relationship with neighbouring countries, Terrorism, Legal system, Bureaucracy and red tape,
and Corruption. The author finds that all of these variables are highly correlated, so he
combines them into separate sub-indices in order to avoid the problem of multicollinearity

when running regressions.

Endogeneity is always a concern when it comes to institutional economics: corruption could
affect economic growth, while growth could affect corruption as well. Moreover, analysts
creating the rankings may be biased as a country’s level of economic development could
influence their subjective opinions. For this reason, Mauro (1995) uses the instrumental
variables approach with the index of ethnolinguistic fractionalization acting as the instrument.

The index is equal to 1 — le(%)z, where N is total population and n; is the number of people

in a particular ethnic group. Therefore, the index of ethnolinguistic fractionalization measures
the probability that two random people in a country will belong to different groups. Higher
values of the index are associated with more fragmentation. In order for the index to be a valid
instrument, it has to affect economic growth through institutional variables only. The author
claims that the condition holds in this case. The index of ethnolinguistic fractionalization is
negatively correlated with institutional variables. Mauro (1995) provides several explanations
for this fact: first of all, ethnic differences may lead to conflicts and political instability;
secondly, the level of corruption could also be higher because bureaucrats may offer
protectionism to their ethnic group. The author also uses two additional instrumental variables
in several regressions: a dummy variable for countries that have ever been a colony throughout

their history and a dummy variable for whether the countries were still a colony in 1945.

Simple ordinary least squares regressions of the share of investment in GDP in 1980-1985 on

the index of corruption for a sample of 67 countries show that there is a statistically significant
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negative relationship between the two variables. If the index of corruption in a country
improves by one standard deviation, the share of investment in GDP grows by 2.9% of GDP.
Moreover, the coefficients are similar in both low bureaucracy and high bureaucracy countries,
so the hypothesis that corruption can be beneficial in the case of high bureaucracy is not
approved. Mauro (1995) gets the same results when using instrumental variables and
controlling for other factors as well, which provides evidence that corruption is one of the

causes of low investment.

Mauro (1995) also finds a significant relationship between the index of corruption and
economic growth in 1960-1985, even after controlling for other variables from the neoclassical
growth model (population growth and education). If the index of corruption in a country
improves by one standard deviation, the annual growth rate of GDP per capita increases by 0.8
percentage points. Using instrumental variables weakens these results, however. Nevertheless,
the author concludes that corruption is an important factor that affects economic growth

through investment rates.

Svensson (2005) updates Mauro’s (1995) model by running the regressions on more recent
data — over the period 1980 to 2000. The author tests several specifications and estimation
methods, but in all of the regressions the coefficient on corruption is found to be statistically
insignificant, even though it is negative. This shows that the results of Mauro (1995) only hold

over the original time period, so the model specification may be wrong.

Mendez and Sepulveda (2006) analyse the relationship between economic growth and
corruption in more detail. In particular, they look at the effect of political regimes and the size
of the government on this relationship, as well as the fact whether a certain level of corruption
can be beneficial to the society. For macroeconomic measurement, the authors use data from
the World Bank World Development Indicators for the period 1960-2000. For measuring
corruption, they use three different variables: index of corruption from the International
Country Risk Guide published by Political Risk Services Inc., which reflects the view of

foreign investors on corruption levels in a country; index of corruption from the Institute for
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Management Development which reflects the view of local managers in a country; and the
Corruption Perceptions Index from Transparency International which is based on many
different surveys. In all the regressions that the authors run, they use the average levels of
corruption in each country during the time periods when data for them is available. Finally,
Mendez and Sepulveda (2006) measure political regimes on the basis whether the countries are

free or not according to the index of freedom compiled by Freedom House International.

After running different cross-country ordinary least squares regressions of average GDP per
capita growth in 1960-2000 on such variables as corruption, initial GDP per capita in 1960,
rate of growth of population, secondary school enrolment ratio, the share of investment in
GDP, government consumption expenditure as percentage of GDP, political stability and
dummy variables for different geographical regions, Mendez and Sepulveda (2006) find that
for most of the regression specifications, the coefficient on corruption is statistically significant
and does not depend on the specific corruption variable used: lower levels of corruption are
associated with higher GDP growth rates. The authors also test a non-linear model with the
square of the corruption index added to the regressions on two different samples: free and not
free countries. For the free countries, the authors find that there is a small but positive level of
corruption that maximizes growth. In the case of not free countries, no statistically significant

relationship can be established between economic growth and corruption levels.

Mendez and Sepulveda (2006) also address the issue of endogeneity, but in contrast to the
usual approach of using instrumental variables, the authors use fixed-effects estimation by
using five-year averages of variables. Results of the fixed-effects estimation for the sample of
free countries once again show that a small positive level of corruption is growth-maximizing,
while the results for the sample of not free countries are not statistically significant. The
authors provide several potential explanations for the lack of any relationship between
corruption and growth in not free countries: corruption indices in these countries could have
high measurement errors or there could be fewer incentives to bribe officials in autocratic
countries as the results of bribing are uncertain and its returns are low. Mendez and Sepulveda

(2006) also run additional fixed-effects regressions on the sample of free countries and include
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government consumption expenditure as a percentage of GDP and the interaction of this
variable and corruption as additional explanatory variables. This interaction variable is found
to be statistically insignificant, which means that the size of the government does not have an
effect on the optimal level of corruption. This fact therefore contradicts the theories which
claim that corruption is beneficial in countries with large public sectors as it helps to overcome
bureaucracy, or that corruption hurts economic growth more in countries with large
governments as they become less efficient. Having this in mind, the finding that a small
positive level of corruption is optimal for economic growth can be explained by the fact that
the lower the corruption is, the more difficult it is to fight it and the more resources have to be
spent for this, thus there exists a certain level of corruption where fighting it is no longer

beneficial.

Another study, written by Mo (2001), analyses the channels through which corruption’s effects
are transmitted to economic growth. The author starts with a production function of the form
Y =Tf(K,L), where Y is total output, T is total factor productivity, K is the stock of capital
and L is the stock of labour. This equation can be manipulated and transformed into a growth
equation of the form GR = F(y,1Y,dLL), where GR is the real GDP growth rate, y is the
growth rate of total factor productivity, 1Y is the share of investment in GDP and dLL is the
rate of growth of the labour stock. y itself is assumed to be a function of corruption, the initial

level of per capita GDP and human capital.

Mo (2001) uses data for 46 countries for the period 1970-1985 to run ordinary least squares
regressions where corruption data comes from Transparency International. The labour growth
rate is measured by the growth rate of the total population, the human capital stock is measured
by the average school years of people over 25 years old, political instability is measured by the
number of assassinations per one million people and the number of revolutions, and other
institutional characteristics are measured by the Gastil index of political rights. A regression of
GDP growth rate on the corruption index, initial level of GDP per capita, the index of political
rights and its squared value, as well as population growth shows that a rise of one unit in the

corruption index is associated with a fall in GDP growth rate of 0.545 percentage points.
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Expressed alternatively, the GDP growth rate is reduced by 0.72% per year with a one
percentage rise in the corruption index. Running the same regressions with the share of
investment in GDP, the level of human capital and political stability as dependent variables,
Mo (2001) finds that corruption has a statistically significant negative effect on all of the above

variables.

Moreover, the author decomposes the total effect of corruption on GDP growth into three
components and finds that corruption’s effect on investment accounts for about 28% of the
total effect, corruption’s effect on human capital accounts for about 9.7% and its effect on
political stability accounts for about 64% of the total effect, when these components are
analysed separately. When they are taken together, corruption’s effect on GDP growth can be
decomposed into a 11.8% direct effect, 21.4% effect through investment, 14.8% effect through
human capital and 53% effect through political stability. The results therefore show that
corruption has a significant negative effect on economic growth and that the most important
transmission channel of this effect is political stability. Mo (2001) argues that corruption
increases inequality among different groups of a society and creates incentives for those hurt
the most to fight back violently. This violence reduces political stability and leads to lower

investment levels, and this reduces economic growth as a result.

An interesting and comprehensive approach to studying the relationship between corruption
and economic growth is employed by Aidt, Dutta and Sena (2008). The difference in their
approach comes from using a non-linear threshold model to estimate the relationship in
countries with different governance regimes. The model assumes that the economy consists of
a formal and an informal sector. People in the formal sector work either in the private or public
sector, both of which have competitive labour markets. Public services are financed by a fee
which has to be paid by everyone employed in the formal sector. There is no fee in the
informal sector, but income levels here are lower than in the formal one. The larger the fee or
the lower the amount of public services supplied, the more people switch to the informal

sector. Provision of public services and collection of fees are performed by the ruler. In this
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context, the fee acts as a form of corruption: people pay a higher than necessary fee to work in

the formal sector.

In the model of Aidt et al. (2008), political institutions limit the behaviour of a ruler through
actions such as elections or revolutions that replace the ruler if the fee is too high. The authors
specify two governance failures that prevent the ruler from re-election when the fee is
acceptable to the citizens: a p-failure occurs when people can only re-elect the ruler with
probability p, while a g-failure occurs when people can only replace the ruler with probability
1-g. Ideally, p should equal 1 and g should equal 0, but this is not possible in reality. Aidt et al.
(2008) proceed to specify two governance regimes: regime G with good institutions and p > g
and regime B with bad institutions and p < g. In regime G, the ruler extracts a constant share of
national income since he is threatened by re-election, while institutional improvements and
economic growth lead to lower fees and corruption. In this regime, economic growth and
corruption are interdependent: high growth leads to lower fees (lower corruption), which
encourage more citizens to work in the formal sector and this therefore increases growth in the
next period. In regime B, the ruler extracts the maximum amount from citizen fees since he is
not threatened by re-election and citizens have to move to the informal sector. In this regime,
institutional improvements and economic growth do not affect the size of the fee and the level

of corruption, unless they are substantial and lead to a change of the regime.

Aidt et al. (2008) test their theoretical predictions empirically using a threshold growth model
on a sample of up to 71 countries: they regress GDP per capita growth on measures of
corruption, quality of institutions and a vector of other variables as well as a governance
regime threshold parameter. GDP per capita growth is measured in the short term (1995 to
2000) and long term (1970 to 2000); corruption data comes from Transparency International
(1996-2002 average) and World Bank’s World Governance Indicators (1996-2002 average);
the quality of institutions is measured by the Voice and accountability index from World
Bank’s World Governance Indicators; and other variables affecting GDP growth are the
proportion of investment in GDP, growth of population, enrolment in primary education, initial

level of GDP, and the country’s law system (common or civil law). Moreover, the index of
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ethnolinguistic fractionalization from Mauro (1995) and the number of democratic rule years
since 2000 are used as instrumental variables. The authors’ empirical findings confirm their
theoretical predictions: in countries with good institutions, corruption has a negative and
statistically significant effect on economic growth, while in countries with bad institutions the
effect is not statistically significant. These results hold for both the short term and the long
term. In particular, the authors find that in countries with good governance, a decrease of one
point in the corruption perception index leads to an improvement of short-run growth rates by
about 0.5 percentage points and of long-run growth rates of about 0.4 percentage points.
Overall, the regression results confirm the hypothesis that in countries with good institutions,
high corruption leads more people to switch to the informal sector and this diminishes
economic growth, while in countries with bad institutions small improvements in corruption

levels do not make the citizens switch back to the formal sector.

The link between corruption, governance and economic growth is analysed by Meon and
Sekkat (2005) as well. First of all, the authors provide an overview of two different views of
the effect of corruption on economic growth in countries with bad governance: the “grease the
wheels” and the “sand the wheels” hypotheses. According to the “grease the wheels”
hypothesis, corruption can be beneficial when governance is of low quality. For example, it can
decrease the time that citizens spend in queues waiting for decisions of government officials as
a bribe will provide incentives for these officials to work faster. Corruption could also help
avoid different inefficient regulations. Bribes can also serve as a form of additional wages for
the officials and hence motivate them to improve the quality of their services. Corruption can
also increase the efficiency of contract allocation in auctions since a company willing to pay
the largest bribe is more likely to be the most efficient. Furthermore, corruption can lead to
lower government revenue and hence decrease the level of inefficient public investment. On
the other hand, the “sand the wheels” hypothesis states that corruption is detrimental to
economic growth when governance is bad. In the case of speed of work of government
officials, this hypothesis argues that corruption may lead the officials to slow down their work

on purpose in order to get a bribe. When it comes to quality of public services, the “sand the

49



wheels” point of view says that the quality will fall as corrupt officials will have a tendency to
demand bribes whenever they can. Moreover, contract allocation may become more inefficient
due to corruption as the company that pays the highest bribe may end up providing services of
bad quality. Finally, there is evidence that corruption leads to increases in inefficient

government investment, instead of reducing it.

Meon and Sekkat (2005) employ the following econometric model to test the relationship
between corruption and growth in countries with bad governance: log(y;) — log(y,) = ay +
ay *log(yo) + a; *log(Sco) + az * [log(popr) — log(pop,)] + a, * log(inv) + as *

log(open) + [ag + a; * log(gov)] * log(cor) + u, where the left-hand side is the average
GDP per capita growth rate in 1970-1998, log(y,) is initial GDP per capita, log(Sc,) is the
initial schooling level, log(popT) —log(pop,) is the average population growth over the
period, log(inv) is the average share of investment in GDP, log(open) measures the
economy's openness to trade, log(gov) measures the governance quality and log(cor)
measures corruption. They also test the effect of corruption on investment and run a similar
regression where the share of investment in GDP is the dependent variable and population
growth as well as investment do not appear on the right-hand side. The level of schooling is
measured by enrolment in primary and secondary education, openness to trade — by the share
of exports and imports in GDP, governance quality — by indices from the World Bank’s World
Governance Indicators, namely, Voice and accountability, Lack of political violence,
Government effectiveness, Regulatory burden, and Rule of law. Corruption data comes from
two sources: Transparency International and the World Bank, similarly to other research in

this area. The data covers up to 71 developed and developing countries.

The most important parameters in this regression are a¢ and a,. According to the “grease the
wheels” hypothesis, ag should be greater than 0 and - should be less than O; according to the
“sand the wheels” hypothesis, a, should be less than 0 and a- should be greater than 0. In a
simple regression without the interaction term of governance and corruption, Meon and Sekkat

(2005) find that Regulatory burden and Voice and accountability indices are not significant in
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the growth equations, thus they have no effect on the relationship of corruption and economic
growth. The remaining three governance indicators are statistically significant. The coefficient
on corruption is insignificant when Transparency International data is used, but becomes
significant and negative when World Bank data is used. This serves as a proof that corruption
slows down economic growth. Moreover, since the investment ratio is included in the
regression, the results show that corruption has a direct effect on growth apart from its effect
on investment. In a regression with the interaction term, the coefficient on corruption (ay) is
negative and significant for both of its measures as well as larger than before, while the
interaction term (a) is positive and statistically significant. The results therefore support the
“sand the wheels” hypothesis: corruption and bad governance slow down economic growth.
The same results hold when the investment ratio is used instead of economic growth as the
dependent variable: corruption has a larger negative effect on investment in countries with bad
governance. The results of Meon and Sekkat (2005) contradict those of Aidt et al. (2008), who
found that corruption does not affect growth in countries with bad governance. Nevertheless,
both articles found a negative effect of corruption on economic development — only the groups
of countries where this effect holds were found to be different.

All in all, while theoretical models describe both a positive and a negative effect of corruption
on economic growth, the empirical evidence from different researchers points to the fact that
corruption hinders economic growth. Even though transmission mechanisms and governance
regimes where this relationship holds are found to be different across the academic papers, the
general consensus in modern economic analysis supports the view of the negative effect of
corruption on economic development. For this reason, more and more organizations and

policies are created with the goal of fighting corruption.
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PART Il: RESEARCH

6. EU FUNDING

Before we proceed to analyse the effects of corruption on the efficiency of adoption of EU
funding and the funding’s effects on economic growth in new EU-member countries, it is
necessary to provide an overview of how EU funding works. The following sections do exactly
this.

6.1. Regional Policy of the European Union

According to European Commission (2015), European Structural and Investment Policy is

composed of five funds:

e European Agricultural Fund for Rural Development (EAFRD)
e European Maritime and Fisheries Fund (EMFF)

e European Regional Development Fund (ERDF)

e Cohesion Fund (CF)

e European Social Fund (ESF)

EAFRD and EMFF are the two investment funds, ERDF and ESF are the two structural funds,
while ERDF, CF and ESF together make up the EU Regional Policy (also called Cohesion
Policy), whose main goal is to reduce economic inequalities between EU members in the form
of transfers from more developed to less developed countries. ERDF is focused on investments
into employment-generating activities and infrastructure, ESF is focused on providing funding
for the disabled and unemployed, while CF provides funding for transport and environment
infrastructure projects for countries with Gross National Income per capita levels which are

below 90% of the EU average (European Commission, 2015).

Expenditure on Regional Policy in the 2007-2013 EU budget amounted to 348 billion Euros.

As can be seen from the figure below, it was the second largest expenditure category and
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represented almost 36% of the whole budget expenditure. Only Preservation and Management
of Natural Resources category received more funding (42% of total expenditure). According to
European Commission (2015), among the 348 billion Euros dedicated for Regional Policy, the
two structural funds (ERDF and ESF) received 278 billion and the Cohesion Fund received 70
billion.

Figure 3. Structure of the EU budget expenditures by category for the period 2007-2013
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Source: European Commission (2015)
According to Varga and Veld (2011), EU Regional Policy has three objectives:

e “Convergence Objective” aims to stimulate growth-enhancing activities in less
economically-developed EU countries so that they can catch up with more advanced
EU economies;

e “Regional Competitiveness and Employment Objective” is focused on promoting
innovation, employment, entrepreneurship and competitiveness in regions which do not

receive funding under the “Convergence Objective”;
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e “European Territorial Cooperation Objective” is focused on strengthening cooperation
between European regions and countries in terms of economic development as well as

cooperation among SMEs.

As the figure below demonstrates, among these objectives the “Convergence Objective” was
allocated by far the most funds in the 2007-2013 period — 81.5%, while the “Regional
Competitiveness and Employment Objective” received 16% and the “European Territorial
Cooperation Objective” received 2.5%. Convergence objective payments from the structural
funds (ERDF and ESF) are allocated to regions with per capita GDP in purchasing power
parity less than 75% of the EU average, while payments from the Cohesion Fund are allocated

to countries with GNI per capita in purchasing power parity less than 90% of the EU average.

Figure 4. Distribution of expenditure on EU Regional Policy by objective for the period 2007-
2013
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The figure below shows that on a per country basis, Poland was the main beneficiary of
Regional Policy and received 67 billion Euros in funding. The twelve new EU member
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countries which joined in 2004 and 2007 received 176 billion Euros, which is more than a half

of the total funds allocated for the Cohesion Policy.

Figure 5. EU Regional Policy allocations per country for the period 2007-2013, billion Euros
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6.2. How EU funds affect economic growth of receiving countries

European Commission (2001) states that ‘“cohesion policies are aimed at increasing
investment to achieve higher growth and are not specifically concerned either with expanding
consumption directly or with redistribution of income”. Hence, investment is the main channel
through which EU cohesion funds affect economic growth in less-developed countries. Apart
from infrastructure investment, these funds also promote research & development and
education, thus increasing technological progress. In the context of the neo-classical growth
model, this means that successful EU Regional Policy leads to a rise in the steady-state

amounts of physical and human capital stocks as well as improvements in total factor

productivity.

55



However, Ederveen, Groot and Nahuis (2006) argue that it may not always be true: certain
projects to which the funds are allocated can be focused on other issues than fostering growth
(e.g., cultural beliefs); these funds can also lead to human capital being used on less beneficial
projects than the ones that are planned outside of the policy; moreover, these projects are co-
funded by receiving countries, so taxation used for this purpose can actually lead to an overall
negative effect of the projects; finally, inefficient institutions and corruption can significantly

decrease the positive returns from such projects.

In the case of actual Cohesion Policy allocations, European Commission (2015) provides the
following distribution data for the 2007-2013 budget period by theme (% of total):

e Innovation & RTD: 15.2%

e Environment: 12.8%

e Road: 11.9%

e Human capital: 8.6%

e Labour market: 7.2%

e Rail: 6.9%

e Other SME and business support: 6.8%
e Social infrastructure: 5.1%

e Other transport: 4.7%

e |IT services and infrastructure: 4.2%

e TA & Capacity Building: 3.7%

e Energy: 3.4%

e Social inclusion: 3.4%

e Urban and territorial dimension: 3.2%

e Culture, heritage and tourism: 2.8%

As can be seen, most of the funding is indeed allocated to innovation, infrastructure and human

capital development.
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/7. METHODOLOGY

7.1. Review of regression estimation techniques

We start the methodology overview with introducing the general concept of regression
analysis, its application to cross-sectional and panel data and, finally, we discuss the more
advanced methods of model estimation, namely, Generalized Method of Moments (GMM).

7.1.1. Single-equation linear regression with cross-sectional data

Studenmund (2006) defines regression analysis as “a statistical technique that attempts to
explain movements in one variable, the dependent variable, as a function of movements in a set
of other variables, called the independent (or explanatory) variables, through the
quantification of a single equation”. Wooldrigde (2002) describes the basic single-equation
linear regression model as having the following form: y = By + f1x1 + Bax, + -+ + Brxx +
u, where f’s are the parameters to be estimated, y and X’s are observable random scalars and u
is the unobservable error term. In order for the parameters to be consistently estimated, the
error term must have a zero mean and be uncorrelated with independent variables (x’s), that is:
E(u) =0and Cov(xj,u) = 0. The mean of the error term is forced to be zero by including the
constant term in the model - 8,. On the other hand, if at least one of the independent variables
is correlated with the error term, the model suffers from the problem of endogeneity.
Endogeneity can occur when one or several variables are omitted from the model due to
unavailability of data or model misspecification, when a variable is measured imperfectly, and
when the dependent and one or several independent variables are determined simultaneously,

that is, are interdependent.

The standard and most commonly used method of estimating regression coefficients is
Ordinary Least Squares (OLS). OLS estimation calculates the regression coefficients by
minimizing the sum of squared residuals Y™, e?, where e; are the differences between actual
observations of the dependent variable (y) and estimates of the dependent variable obtained
from the regression model for different observations (i = 1,2,..., n).
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Studenmund (2006) lists the conditions that must be satisfied by the model in order for OLS to

be the best estimator:

e The model must be linear in coefficients, correctly specified and have an additive error
term.

e The error term must have a mean of zero.

e All independent variables must be uncorrelated with the error term.

e Different error term observations must not be correlated with each other; if they are,
standard error estimates of the coefficients will not be reliable.

e The error term must have a constant variance, that is, the error term observations must
come from identical distributions. If this assumption does not hold, the model will
suffer from heteroscedasticity and standard errors of the coefficients will be unreliable
once again.

e No independent variables can be perfect linear functions of other independent variables.
If they are, the model suffers from multicollinearity.

e The error term must have a normal distribution in order for hypothesis testing to be

reliably applied.

Given the first six assumptions, the Gauss-Markov Theorem states that OLS produces the
estimator with the minimum variance of coefficients among all linear unbiased estimators.

These coefficient estimates have the following properties, according to Studenmund (2006):

e They are unbiased: E(f) = B. That is, the estimated coefficients have a mean equal to
the real population parameters.
e The distribution of estimated coefficients around the real population parameters has a

minimum variance.
e The estimates are consistent: as the sample size increases towards infinity, the estimates

approach the real population parameters.
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e The estimates are normally distributed if the error term has a normal distribution as

well.
7.1.2. Panel data regressions

When observations for each cross-sectional unit are available across a set of time periods, the
dataset becomes a panel dataset. Generally, more cross-section observations than time-series
observations are required for the standard panel data estimation properties to hold. Before we
introduce panel data estimation techniques, it is useful to rewrite the simple linear OLS model

in matrix form as this representation is used in panel data analysis.

A model with N observations and K independent variables is described by the following matrix

form:
Y, 1 X111 Xo1 o Xka][B1 Uy
RI_|1 X2 X2 - Xka2f|P2 4|2
Yy 1 Xiv Xonv - Xgnl Pk Uy

This equation can be written as y = X + u, where y is a N x 1 vector of dependent variable
observations, X is a N x K matrix of independent variable observations (the first column is
composed of 1’s because we include a constant in the regression model), fisa K x 1 vector of

parameters to be estimated and u isa N X 1 vector of error terms.

When describing panel data, Wooldridge (2002) assumes that independent, identically
distributed cross-section observations are available: (X, y;) fori =1, 2, ..., N, where X; is a
T x K matrix for T time periods and y; isa T x 1 vector. The model for one random draw from
the whole population then takes the following form: y; = X;B + u;, where £ is once again a
K x 1 vector of parameters to be estimated and u; is a T X 1 vector of error terms. General

panel data models are estimated by Pooled Ordinary Least Squares (POLS).
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The first assumption necessary for consistent estimation of parameters with POLS is
E(X{w) = EQI_; xj,u;;) =0. A sufficient condition for this to hold is E(xju;) = 0.
Therefore, only observations of independent variables and error terms at the same time period
are assumed to be uncorrelated. They can still be correlated when the time period for
observations of X’s is different from that of u’s. The parameter vector £ can be shown to equal
B = [EX{X;)] *E(X]y;). In order for this equation to hold, E(X;X;) must be invertible and
have a rank (number of linearly independent rows or columns) of K. This ensures that no
independent variables are perfect linear functions of other independent variables. This is the
second assumption necessary for identification of the consistent parameter vector f. The
estimate of parameters by POLS, B, IS then found as
g = (Z?’zlz‘,{:lx{txit)_l N >T_ . x/,y;). These two assumptions also guarantee that
residuals are asymptotically normal: as the number of observations approaches infinity, the
distribution of residuals approaches normal distribution. Adding homoskedasticity and no
serial correlation assumptions leads to reliable standard error estimates: E(u?|x,) = o2 and

E(utus |xt, xs) = 0.

The assumption of no correlation between independent variables and the error term in the same
time period does not always hold. For example, there may exist an unobserved effect (c;) that is
constant over time and correlated with independent variables: y;; = x;:8 + ¢; + u;;. Fixed
effect estimation takes this fact into account. Under the assumption of strict exogeneity
(E (ui¢lxi, c;) = 0), fixed effects estimation transforms the initial regression model by
averaging the variables across time and thus eliminating the time-invariant unobserved effect
(ci). Subtracting these averaged values from the initial equation gives the following model:
Vie = X8 + Ui, Where ;. = yir — Vi and so on. Similarly as in previous models, the second
assumption is that the rank of E(X/X;) is K. The usual assumptions of homoskedastic errors
with respect to independent variables and the unobserved effect as well as no serial correlation
in errors make the fixed effect estimator efficient. The disadvantage of fixed effects estimation
is that the regression cannot contain any independent variables that are constant over time (e.g.,

gender). If they are included, fixed effects estimation will fail.

60



Another estimation technique is used when, contrary to the fixed effect case, the unobserved
effect is assumed to be uncorrelated with independent variables. In this case, the standard
errors from POLS will be unreliable, unless robust statistics are used. However, the usual
technique used for such cases relies on random effects estimation. Wooldridge (2002) lists the
following assumptions which are necessary for the random effects estimator: strict exogeneity
— E(ujt|x;, c;) = 0; no correlation between the independent variables and the unobserved
effect — E(c;|x;) = E(c;) = 0; and the usual rank condition to prevent multicollinearity. The
random effects method then uses Generalized Least Squares (GLS) to estimate the regression

parameters.
7.1.3. Generalized Method of Moments (GMM) estimation

When a regression model contains endogenous variables, that is, the first assumption of POLS
of no correlation between independent variables and error terms in the same period
(E (xj;u;;) = 0) does not hold, POLS will produce biased estimates. Furthermore, fixed effects
estimation will also be inconsistent if there exists at least one independent variable which is
correlated with the error term (after taking into account the unobserved effect c¢;) and the
assumption of strict exogeneity does not hold. A usual approach to solving the endogeneity
problem in simple OLS regression is to use instrumental variables. An instrumental variable is
a variable which is not included in the initial regression model and which is uncorrelated with
the error term as well as partially correlated with the endogenous variable that it tries to correct
once the remaining independent variables have been taken into effect. This approach is also
used in panel data and is based on GMM estimation.

The first assumption necessary for GMM estimation is E(Zju;) = 0, where Z;j is a T X L
matrix of instruments. The second assumption is that the rank of E(Z;X;) is K. Wooldridge
(2002) states that under these two assumptions, the GMM estimator of £ solves the following

problem:
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N N
min) 7= XD WY Zivi = Xib)],
i=1 i=1

where W is a weighting matrix.

Continuing with the case of the unobserved effect model, y;; = x;:8 + ¢; + u;;, error terms are
now allowed to be correlated with future values of independent variables:
E(wit |2, Xi ¢ 1, X t—2, -, X1, ¢;) = 0. Estimation in this case must first remove the
unobserved effect and then use instrumental variables. For example, the original regression can
be transformed into a first-differenced regression and then lagged first differences of
independent variables or simple lags of independent variables can be used as instruments in
GMM estimation.

Roodman (2009) reviews the two commonly used GMM estimators in dynamic panels:
Arellano-Bond and Arellano-Bover/Blundell-Bond. According to the author, these estimators

are used when:

e panel datasets have many cross-sectional observations and few time periods,

e the model is described by a linear relationship,

e the dependent variable depends on its values in previous periods,

e independent variables do not satisfy strict exogeneity conditions,

o fixed effects are used,

e observations within individuals are autocorrelated and heteroskedastic,

e only instruments constructed from the model itself can be used — they are based on lags
of existing variables.

The model is described as follows: y;; = ay;¢—1 + x;:B + €, € = Wi + Ve, E(uy) =
E(v;:) = E(uiv;;) = 0. The main regression equation can also be written as Ay;; =
(@ — Dy -1 + x{f + €. The first step in estimation is to eliminate the fixed unobserved

effect. Both the Arellano-Bond estimator (also called the difference GMM estimator) and the
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Arellano-Bover/Blundell-Bond estimator (also called the system GMM estimator) transform
the original equation into the first-difference equation: Ay;, = aAy; .1 + Ax; B + Av;. This
transformation solves the fixed effects problem, but it does not solve the endogeneity problem
since the error terms in the transformed equation can still be correlated with independent
variables. Therefore, the second estimation step uses instrumental variables to eliminate

endogeneity.

The Arellano-Bond estimator uses lags of original variables as instruments. Lags from order 2
to the last available ones are used for endogenous variables; for predetermined variables (the
variables which are uncorrelated with past and current values of errors, but are correlated with
future error values) lags from order 1 and up are used; similarly, for y;,_,, which is also
assumed to be predetermined, the instruments start from y;,_, and up. Roodman (2009)
highlights that this estimator assumes that errors are not correlated across individuals, but are

correlated within individuals.

The Arellano-Bover/Blundell-Bond approach augments the Arellano-Bond estimator by adding
another step which uses differenced instruments in a regression with usual, non-differenced
variables. It requires an assumption of no correlation between the fixed unobserved effects and
the differenced instruments across all time periods as well as the absolute value of « being less
than 1. The important feature of the Arellano-Bover/Blundell-Bond estimation technique is that
it allows the inclusion of variables which are constant over time (e.g., gender) whereas the
usual fixed effects or the differenced GMM estimator eliminate the effect of such variables. It
also improves on the Arellano-Bond technique as the latter becomes biased when there are not

enough time series observations available or the autocorrelation of y is high (large o).

7.2. Commonly used methods to study the effects of EU structural funds on
growth

Hagen and Mohl (2011) provide a useful overview of econometric research about the effects of

EU Cohesion Policy on convergence and economic growth. The authors note that most of the
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research on this topic has been based on the neoclassical growth theory, and while econometric
evaluation was performed on cross-sectional data at first, more recently researchers usually use
panel data. These econometric models are developed by starting with the basic neoclassical

regression and then augmenting it with additional relevant variables.

According to Hagen and Mohl (2011), the standard neoclassical growth regression is based on
the concept of B-convergence. The main assumption behind it is that countries with similar
economies converge to the same balanced growth path and steady-state income levels. In this
context, B-convergence means that less economically developed countries will have larger
growth levels than countries with high initial income. The following regression is used to test
this assumption: In(y;;) —In(yit—1) = a + B *In(y;¢—1) + uyr, Where y is the level of
income and u is the error term. A negative f in this regression acts as a proof of f-convergence

and this relationship has been found to hold empirically.

Based on the above regression, researchers usually use a model of the following form to
analyse the effects of cohesion policy on economic growth: In(y;;) — In(y;;1) = a + B *
In(y;e—1) + Bz * In(sfie—1) + Bz ¥ In(savy,_1) + Ba * (nye1 + g +8) + Bs *

ln(educi,t_l) + p; + A + u;, Where sf are the structural fund payments (corresponding to
investments) and are measured as a percentage of nominal GDP, sav is the saving rate, n is
population growth, g is the rate of technological progress, § is the time discount factor, educ
is the level of education in the country, u; and A, are fixed country (or region) and time
effects, respectively. As in Mankiw et al. (1992), g and § are assumed to be constant and sum
to 5%. A positive and statistically significant coefficient on the structural fund variable means
that these funds increase the rate of growth with which the economy moves towards its steady
state.

When institutional characteristics are added to the regression, it usually takes the following

form: ln(Yi,t) - ln(yi,t—l) =a+p* ln(}’i,t—1) + B, * ln(sfi,t—l) + B3 *inst;; + By *
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inst;; *In(sfir—1) + Bs *In(savie_q) + Be * (Nye—1 + g + 8) + B7 * In(educ;,—1) + u; +

A¢ + u; ¢, Where inst is the variable measuring the quality of institutions.

Hagen and Mohl (2011) highlight several methodological issues that are important when
analysing the effects of structural funds on economic growth. First of all, endogeneity is a
problem. The usual cases of omitted and unobserved variables could be one of the reasons
behind endogeneity issues. For example, there may be spillover effects from one neighbouring
country to the other arising from the structural fund support — this would lead to an omitted
variable and biased estimates. Moreover, endogeneity could occur due to the fact that structural
funds themselves are assigned based on economic performance of the region (GDP per capita
of the region compared to the EU average) — this means that the relationship between economic
growth and structural funds could go both ways. Secondly, even though the neoclassical model
is used in most of the influential papers on this topic, this does not mean that the relationship is
characterized by this model in reality. The functional form and control variables used may also

introduce biased results since they are not known for sure before running the regressions.

In order to avoid these problems, Hagen and Mohl (2011) recommend running the regressions
on panel data. Including fixed country or region effects in panel data regressions helps
eliminate omitted variables which are constant over time. Similarly, unobserved time effects
which are present in all countries (regions), for example, common macroeconomic conditions,
can be eliminated by using time effects. Endogeneity problems can be fixed by including
instrumental variables in the regression, but Hagen and Mohl (2011) note that no good
instrumental variables have been found so far. Using Generalized Method of Moments (GMM)
estimation instead of the usual Maximum Likelihood Estimation (MLE) could be another
solution to the endogeneity problem. However, GMM requires a large number of observations
to be consistent, so country-level data could produce inconsistent estimates. Running the
regressions on regional data is not possible in our case since corruption data is only available
on a country level, hence we have to treat GMM results with caution. Hagen and Mohl (2011)

also overview the results of the most influential papers on the topic. They conclude that in the
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case of country-level analysis, cohesion policy is found to be effective only in countries with a
good quality of institutions. Other cross-country results are inconclusive. Research with data
on regional level is also inconclusive: evidence for both a significant effect of structural funds
on economic growth and no effect can be found depending on the sample, estimation technique
and regression specification. We provide more details on the most notable studies below.

Ederveen et al. (2006) use panel data analysis on a cross-country sample to study the
effectiveness of Cohesion Policy. They argue that cross-country data is more suitable for this
purpose as it is less likely to have spillover effects than regional data, allows including
variables that are not available on a regional level and does not have as large an endogeneity
problem as regional data has since structural fund support is assigned based on regional
economic performance. Overall, the authors use the following model: g;; = Bo + f1 *
In(yie) + Bz ¥ In(sy i) + B * In(spie) + Ba * In(nye + ga + 6) + Ps * SFy + B ¥ CONDyq *

SF;; + €+, Where g;; is average annual rate of growth of real GDP per capita, y;; is initial GDP
per capita, s, ; is the average gross domestic savings rate, sp; IS the human capital
accumulation rate, n;; is the growth rate of population, g, is the technological progress rate, &
is the depreciation rate, SF;; is the natural logarithm of one plus received ERDF funds as a
share of GDP, and COND;; measures the quality of institutions. For all countries and points in
time, g4 and § are assumed to sum to 5%. Ederveen et al. (2006) use the data for 13 EU

countries from 1960 to 1995, in five year periods, for a total of 7 observations over time.

When the ICRG institutional quality index developed by Sachs and Warner is used as the
institutional variable, the coefficient on the Structural Funds variable is negative and
statistically significant, while the coefficient on the interaction term is positive and statistically
significant. Ederveen et al. (2006) conclude that in countries with good institutions, structural
funds foster growth, while in countries with bad institutions they hamper growth. The authors
also do robustness checks by running different regression specifications: including trade
openness (natural logarithm of the sum of exports and imports as a percentage of GDP),

corruption from Transparency International and WGI indicators (Political Stability,

66



Government Effectiveness, Rule of Law) as institutional variables confirms the main results.
Further robustness checks by including lags of the Structural Fund variable, using country and

time fixed effects and using GMM estimation also confirm the original results.

A slightly different approach is employed by Beugelsdijk and Eijffinger (2005). The authors
estimate a panel GMM model by using the data of 15 EU countries for the period 1995-2001.
While Ederveen et al. (2006) used data over 7 periods, Beugelsdijk and Eijffinger (2005) use
annual data for a single 7-year period. Their final model takes the following form:
GDPgrowth;, = By + By * GDPgrowth;,;_, + f, x GDPgrowth;; 5 + B3 *xIn(y;_1) +

P4 * SF;¢_3 + Ps * Corruption SFRate; ;_3 + B¢ * Corruptionindex;, + u;,, where y is
GDP per capita, SF is the amount of structural funds received as a share of GDP and
CorruptionIndex is the Corruption Perceptions Index (higher values mean lower corruption).
The interaction term of corruption and structural fund variables is added in order to assess the
different effect of structural funds for different levels of corruption. Beugelsdijk and Eijffinger
(2005) expect corruption to weaken the relationship: in countries with higher corruption,
structural funds should have a weaker effect on GDP growth. This means that both S5 and S

should be positive.

In a basic model without corruption and the interaction term, Beugelsdijk and Eijffinger (2005)
find that structural funds have a statistically significant and positive effect on GDP growth
three years ahead (a three-period lag is used for the structural fund variable): an increase of
structural funds as a percentage of GDP by one percentage point is associated with an increase
in annual GDP growth by 0.32 percentage points. However, the final regression specification
has statistically insignificant coefficients on the corruption variable and the interaction term.
Therefore, contrary to the results of Ederveen et al. (2006), Beugelsdijk and Eijffinger (2005)
find that there is no reason to believe that corruption negatively affects the relationship

between structural funds and economic growth.

The effects of structural funds on economic growth on a regional level are studied by Mohl and

Hagen (2010). Their panel data covers 124 EU regions annually during the period 1995-2005.
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The authors also differentiate between different objectives (Objective 1, 2 and 3) and run
regressions on the total amounts of support and on each of the objectives separately. These
objectives, however, are no longer the same in the 2007-2013 period and further on. The final
model used by Mohl and Hagen (2010) is: In(y; ) — In(y;c—1) = Bo + By *In(yie—1) + B2 *
In(inv;e_q) + B3 * (Nie—1 + g + 8) + Bo * In(innovy 1) + Bs * In(sf; 1) + py + A + Uy,
where y is real GDP per capita, inv is gross fixed capital formation (investment) as a
percentage of nominal GDP, and innov is a proxy for the level of education on a regional level
as this data is not available and is measured as the number of patents per million people. All
the other variables are the same as in previously presented regressions, and sf is the amount of
structural funds as a percentage of nominal GDP. The authors also test a specification with
time lags of the structural fund variable, ranging from one and up to five lags, in case the funds
have a lagged effect on economic growth. Across different specifications of the model and
different estimation techniques, Mohl and Hagen (2010) find that the total sum of structural
funds has mostly positive effects on economic growth; however, the results are not always
statistically significant. In contrast, the effect of Objective 1 payments is found to be
consistently positive and statistically significant: a one percentage increase in Objective 1
funds received is associated with an increase of GDP growth of 0.5% annually. Time lags are
also found to have an effect on results: across the specifications, lags of up to four years are
statistically significant.

Another regional study is performed by Pinho, Varum and Antunes (2014). The panel data in
their dataset covers 12 EU countries with annual data from 1995 to 2009. The basic model they
use is:
9Yir = @ + ¢y *In(yie1) + ¢ ¥ In(gpop;e—1) + 3 * In(s5,-1) + ca * In(patye_1) + cs *
ln(hci,t_l) + cg * ln(sfl-,t_l) + Uy,

where gy is the growth rate of real income per capita, y is real income per capita, gpop is the
annual growth rate of population, s is the share of investment in GDP, pat is the number of
patents per million people (a proxy for innovation), hc is the proxy for human capital and is

measured as the percentage of population aged 25-64 with tertiary education, and sf is the
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structural funds variable, measured as a percentage of GDP or per capita, depending on the
specification. Pinho et al. (2014) also include interaction terms of the structural fund variable
with real income per capita (y), patents (pat) and human capital (hc). Overall, the authors find
that the strongest positive effect of structural funds on economic growth occurs in countries
with higher real income per capita, more patents per million population and better human
capital.

Grusevaja and Pusch (2011) perform panel data analysis on a regional level with a particular
focus on Central and Eastern European countries. Their data covers a period from 1999 to 2007
and is divided into two sub-periods of four years each, thus the time dimension amounts to two
observations. The regression model is as follows: g, =c+ Y,y + 1, + HC; + n; + SF, +
SF; * Inst, + Inst,, where g is the difference in logarithms of GDP per capita in purchasing
power standards in the beginning and end of a sub-period, Y is the logarithm of GDP per capita
in purchasing power standards, I is the logarithm of investment as percentage of GDP, HC is
the human capital growth, n is the logarithm of the sum of population growth and a
depreciation rate of 5%, SF is the amount of ERDF funds received as a percentage of GDP,
and Inst is an institutional variable. One of the several institutional variables used by
Grusevaja and Pusch (2011) is the Corruption Perceptions Index from Transparency
International, calculated as an average for 2003-2006. Among institutional variables, only
corruption is found to be statistically significant: countries with lower corruption experience a

larger positive growth effect from the structural funds.

7.3. Proposed regression model

Based on the discussion above, we specify our regression function which is intended to analyse
the effect of corruption on the effectiveness of EU Regional Policy payments’ impact on GDP
growth as follows: In(y;;) — In(y;;—1) = @ + By In(yie—1) + B ln(sk,it—l) + B3 ln(sh,it—l) +
Baln(ni_1 + g + 8) + BsCorruption;;_, + L In(CP;t_1) + B,Corruption;;_, *

In(CPy—1) + &
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The dependent variable in our regression is the growth rate of real GDP per capita in

purchasing power standards (PPS). The independent variables include:

Initial real GDP per capita in purchasing power standards (y;:—1)

Rate of physical capital accumulation (syjt—;) or investment, which is measured by
gross fixed capital formation as a percentage of GDP.

Level of human capital (sp—1), Which is measured either by human capital index per
person or the average years of education of people over 25 years old.

Population growth rate (n;;_4), rate of technological progress (g) and the time discount
factor (8), where g + & are set to be constant at 5% following Mankiw et al. (1992).
Corruption term (Corruption;;_4), which is measured either by Corruption Perceptions
Index (CPI) or Control of Corruption index from WGI.

EU Cohesion Policy payments received as a percentage of GDP (CP;;—,), with values
for the total payment amount and its three components: ERDF, CF and ESF.

Interaction term (Corruption;,_, * In(CP;,—;)), which measures the conditional effect

of Cohesion Policy payments with regard to corruption levels.

Our regression function is consistent with existing research on the topic. Note that:

If we set B5 = B¢ = B, = 0, the function is the standard neoclassical growth model
(augmented Solow model) introduced by Mankiw et al. (1992).

If we set Bs = 0, the function is similar to that of Ederveen (2006). We add the
corruption term because we want to examine the direct effect of corruption on GDP
growth in accordance with institutional theory research.

If we set 85 = f, = 0, the function is similar to Mohl and Hagen (2010). We add the
interaction term because we also want to examine the effect of corruption on GDP

growth through the channel of Cohesion Policy payments.

The expected signs of each independent variable are specified below:
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e The coefficient on initial GDP is expected to be negative. The rationale behind it is the
existence of -convergence, which means that less economically developed countries
will have larger growth levels than countries with high initial income.

e The coefficients on physical and human capital are expected to be positive because of
their positive effect on the steady-state level of output and economic growth in
economic theory.

e The coefficient on n + g + § is considered to be negative in accordance with empirical
research and the fact that population growth decreases the amount of capital available
for each person.

e The coefficient on corruption is expected to be positive (high values of corruption
indices mean low levels of corruption) as we expect that lower levels of corruption will
contribute to a higher GDP growth. The sign is not straightforward, however, as
relatively high corruption can also have a positive effect on GDP according to the
efficient corruption theory. Furthermore, as we explain below, corruption enters the
interaction term as well so its coefficient has to be interpreted carefully.

e The coefficient on Cohesion Policy payments is expected to be positive as higher
amounts of structural fund support should stimulate economic growth. However, the
sign is not straightforward once again as Ederveen (2006), for example, finds it to be
negative, and since the variable enters the interaction term as well.

e The expectation for the sign of the coefficient on the interaction term is not clear
initially. It depends heavily on the signs of coefficients on corruption and Cohesion

Policy payments, as explained below.

Summarized expectations are provided in the table below:
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Table 1. Expected coefficient signs

Independent Variable Expected sign
In(y;t—1) B <0
ln(sk,it—l) B2>0
ln(sh,it—l) B3>0

In(nj;_4 +g +9) Bs <0
Corruption;;_, Bs > 0 (not necessarily)
In(CP;;_4) Be > 0 (not necessarily)
Corruption;;_, * In(CP;;_4) Not clear

As noted above, the inclusion of the interaction term makes the regression results more
difficult to interpret. In a simple linear regression such as y = By + B1x1 + B2x, + €, the

coefficient on x, shows that an increase in the x, by one unit will cause an increase of f, units
of y, holding other independent variables constant: :Tyz = f3,. In a semi-log regression with the
dependent variable measured in levels and the independent variables measured in logs, such as
y = fo + B1In(x;) + B2In(x,) + €, the effect of x, is a semi-elasticity: %?3_3;2 = [5,/100. That

i, when x, increases by 1%, y increases by £,/100 units.

Moving on to the interaction terms, in a model such as y = By + B1x1 + Baxy + L3x1x, + €,
the partial effect of x, on y (holding all other independent variables fixed) is: ;Ty =y + L3x;.
2

For example, if B; > 0, the effect of x, on y is larger for observations with a larger x;. In this

case, 3, is the effect of x, on y when x, is zero.

In the case of our regression, In(y;;) —In(yj—1) = a+ B1In(yii—1) + B2 1n(5k,it—1) +
B3 ln(sh,it—l) + Baln(ni_1 + g + 8) + BsCorruption;;_q + B In(CPy_) +

B7Corruption;;_, * In(CP;;_;) + €;;, the dependent variable is GDP growth in levels, so the
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aGDPGit

partial effect of corruption on growth is ——————
dCorruptionjp_q

= Bs + B7 * In(CP;;_1), Where GDPG,

is the growth of GDP (In(y;;) —In(y;;—1)). S0 Bs is the effect of a one unit increase in
corruption on growth when In(CP;;_,) = 0, which happens when CP;;_, = 1, that is, Cohesion

Policy payments amount to 1% of GDP. The partial effect of Cohesion Policy payments on

dGDPGy;

GDP growth is %3P

= (B¢ + B * Corruption;;_,)/100. So B¢/100 is the effect of a 1%

increase in Cohesion Policy payments on GDP growth when Corruption;,_,; = 0. This cannot
practically happen when corruption is measured by CPI since the smallest available value is 0.8
for Somalia in 2014. In the case of Control of Corruption from WGI, this can theoretically
happen as the index ranges from approximately -2.5 to 2.5 and values very close to 0 are
observed in reality, for example, Saudi Arabia had a score of -0.01 in 2013 and Belize had a
score of 0.02 in 2013.

These facts lead to different combinations of the coefficient signs on the corruption and
Cohesion Policy variables and their interaction term. For example, in the case of corruption,
when S5 >0 and S, > 0, the partial effect of lower corruption (higher corruption index
values) on economic growth is positive and the effect is stronger for countries with a higher
amount of Cohesion Policy payments received. When B > 0 and S, < 0, the partial effect of
lower corruption (higher corruption index values) on economic growth is positive initially and
the effect is weaker and can become negative for countries with a higher amount of Cohesion
Policy payments received. When s < 0 and S, > 0, the partial effect of lower corruption
(higher corruption index values) on economic growth is negative initially and the effect is
weaker and can become positive for countries with a higher amount of Cohesion Policy
payments received. Finally, when g5 < 0 and S, < 0, the partial effect of lower corruption
(higher corruption index values) on economic growth is negative initially and the effect is

stronger for countries with a higher amount of Cohesion Policy payments received.

In the case of Cohesion Policy payments, when s > 0 and S, > 0, the partial effect of more
Cohesion Policy payments on economic growth is positive and the effect is stronger for

countries with lower corruption (higher values of corruption indices). When S, > 0 and
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B, < 0, the partial effect of more Cohesion Policy payments on economic growth is positive
initially and the effect is weaker and can become negative for countries with lower corruption
(higher values of corruption indices). When B¢ < 0 and S, > 0, the partial effect of more
Cohesion Policy payments on economic growth is negative initially and the effect is weaker
and can become positive for countries with lower corruption (higher values of corruption
indices). Finally, when S, <0 and B, <0, the partial effect of more Cohesion Policy
payments on economic growth is negative initially and the effect is stronger for countries with

lower corruption (higher values of corruption indices).
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8. DATA DESCRIPTION

Our main dataset used for regression analysis consists of panel data for 12 countries over the
period 2007-2013. We also have GDP per capita values for 2014, but they are only used for
estimating GDP growth for the last year and not used in any other way, hence we don’t report
the data for 2014 for any of the other variables further on. Therefore, the final panel dataset
covers 12 countries over 7 time periods, for a total of 84 observations. The 12 countries of
interest are the new EU members which joined the union in the two latest enlargements:
Cyprus, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Slovakia,
Slovenia (all of which joined EU in 2004), as well as Bulgaria and Romania which both joined
EU in 2007.

The first variable in the dataset is the Real GDP per capita in Purchasing Power Standards
(PPS). The variable is acquired from the Eurostat database and is available for all countries and
time periods. It is used to calculate real GDP per capita growth further in the analysis. The
second variable is Gross fixed capital formation as a percentage of GDP, which is acquired
from the Eurostat database as well. It measures investment as a percentage of GDP and is used
by Mohl and Hagen (2010) in their structural fund regressions. Population growth rate is
acquired from the World Bank’s WDI database. It has one missing value for Bulgaria in 2007

and we use data from Eurostat to substitute for it.

As is common in the literature, we follow Mankiw et al. (1992) and assume that the sum of the
technological progress and discount rate (g + &) is 5%. This value is stored in a separate
variable. Our corruption data comes from two sources. The first variable uses the Corruption
Perceptions Index (CPI) from Transparency International. Until 2012, CPI was reported on a
scale from 0 to 10, but starting with 2012 it is now reported on a scale from 0 to 100, with
higher scores assigned to countries with lower corruption. In order for the data to be
comparable across years, we divide the 2012 and 2013 CPI values for all countries by ten to

transform them to the 0 to 10 scale. The second corruption variable comes from the World
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Bank’s World Governance Indicators (WGI) and is called Control of Corruption. It ranges

from -2.5 to 2.5, with higher values once again attributed to countries with lower corruption.

We also employ two different measures of human capital. The first variable comes from Penn
World Tables version 8.1 developed by Feenstra et al. (2015) and reports the Human capital
index per person. The data is based on Barro and Lee’s (2012) years of schooling and
Psacharopoulos’ (1994) returns to education estimations. To be specific, it sets the human
capital of country i at time t as a function of the average years of schooling, s: hc; = e?Gi),
The average years of schooling data used in this calculation comes from Barro and Lee (2012),
and covers ages of 15 and older, which is different from Hall and Jones (1999), who consider
the age of 25 and older. The rationale behind this is that the age from which people can start to
work is 15 in many countries, thus excluding the ages of 15-25 may underestimate the amount
of human capital. The function @(s) is based on Psacharopoulos (1994) to reflect the fact that

early years of education have a relatively higher return:

0.134 s s<4
@¢(s) =40.134* 4+ 0.101(s — 4) 4<s<8
0.134%4+4+0.101 x4+ 0.068(s—8) s>8

Human capital data from the Penn World Tables is not available for 2012 and 2013. However,
as the 2011 data for all countries is the same as 2010, we assume that it has stayed the same in
other years as well and assign the 2011 values to 2012 and 2013 data for all countries to avoid

having missing observations.

The second measure of human capital comes from the United Nations Development
Programme and measures the average years of education of people over 25 years old. It is
based on the Barro and Lee’s (2012) methodology, and observations for all countries and years
are available. Barro and Lee (2012) create a relatively accurate measurement of educational
attainment which is widely used as a proxy for human capital stock. Their data comes from
national census and surveys and provides the distribution of educational attainment from the

age of 15 and over by 5-year age groups. For missing values, they use the forward and
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backward extrapolation method, adjusted by mortality rate. In the newest Barro and Lee
dataset, the world population aged 15 and above is estimated to have an average of 7.9 years of
schooling in 2010, whereas advanced countries have 11.3 years of schooling and developing

countries have 7.2 years of schooling on average.

Finally, our EU funds data comes from the European Commission’s research on Regional
Policy dataset. It contains actual payments to EU members by programming periods, years and
funds. We use the separate payments from ERDF, CF and ESF funds as well as a total sum of
all these funds. Following Mohl and Hagen (2010) and other research on this topic, we express
these payments as a percentage of Nominal GDP of each country in every period. The Nominal
GDP data comes from Eurostat. The table below summarizes all the information about the

initial variables in the dataset.
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Table 2. Description of initial variables in the panel dataset

Variable name Description Source
country Country IDs (1 to 12)
year Years for the data (2007-2013)
Real GDP itai hasi
y ea per capita in purchasing power .
standards (PPS), euro
inv Gross fixed capital formation, % of GDP  Eurostat
n Population growth, % World Bank WDI, Eurostat
deltag Sum of technological progress and Based on Mankiw et al.
discount rate, % (1992)
cpi Corruption Perceptions Index (CPI) Transparency International
CC Control of Corruption Index World Bank WGI
hc Human capital index per person Feenstra et al. (2015): Penn
World Tables 8.1
educ Average years of education of people over United Nations Development
25 years old Programme
erdf Payments from the ERDF, % of GDP European Commission and
authors’ calculations
cf Payments from the CF, % of GDP European Commission and
authors’ calculations
esf Payments from the ESF, % of GDP European Commission and
authors’ calculations
cp Total EU Regional Policy payments (sum  European Commission and

of ERDF, CF and ESF), % of GDP

authors’ calculations

Below, we also provide the summary statistics for these variables (except for country and

year).
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Table 3. Summary statistics of initial variables in the panel dataset

Number of M Standard - :

observations ean deviation Minimum Maximum
y 84 17,807.14 4,092.15 10,400.00 27,200.00
inv 84 23.67 4.99 13.40 38.40
n 84 -0.17 0.82 -2.26 1.40
deltag 84 5.00 0.00 5.00 5.00
cpi 84 5.16 0.92 3.30 6.80
CcC 84 0.42 0.44 -0.30 1.24
hc 84 3.10 0.17 2.85 3.47
educ 84 11.35 0.83 8.90 12.80
erdf 84 0.84 0.57 0.07 2.77
cf 84 0.56 0.35 0.00 1.74
esf 84 0.26 0.18 0.03 0.87
CP 84 1.66 1.00 0.20 4.34

The main variables of interest in our research are the indicators of corruption and EU funds.

Therefore, we provide graphs with more information about these variables below. As can be

seen, the country with the lowest corruption (highest CPI score) among the 12 countries in the

dataset was Estonia, followed closely by Cyprus and Slovenia. The countries with the worst

levels of corruption were Bulgaria and Romania.
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Figure 6. Average Corruption Perceptions Index (CPI) for the period of 2007-2013

Source: Transparency International (2015)
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The results are only slightly different when looking at the Control of Corruption index from the
World Bank WG, as the graph below demonstrates. Cyprus has the lowest corruption (highest
score), followed by Estonia and Malta. The highest corruption is observed in Bulgaria and
Romania once again. Overall, we find the correlation between the CPI and Control of

Corruption indices in our dataset to be 0.9, indicating a high degree of similarity.

Figure 7. Average Control of Corruption index (CC) for the period of 2007-2013
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Source: World Bank (2015)
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We also analyse the distribution of EU funds. The graph below provides an overview of the
total Cohesion Policy payments received by each country as an average percentage of GDP in
2007-2013. As can be seen, Lithuania received funds amounting to an average of almost 3% of
GDP every year, while Estonia and Latvia received slightly less. The countries which received
the smallest support are Cyprus and Malta (less than 1% of GDP). ERDF payments were larger

than the remaining two funds sources in all countries.

Figure 8. Average Cohesion Policy payments as a percentage of GDP for the period 2007-
2013
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Source: European Commission (2015)

When the total Cohesion Policy payments are expressed as a percentage of the 2013 GDP of
countries, the results are largely the same. Lithuania received payments amounting to around
18% of its 2013 GDP in the 2007-2013 period. Estonia, Hungary and Latvia received about
16% of their GDPs. Cyprus, on the other hand, received only 2.2% of its GDP. Once again,

ERDF was the largest source of support.
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Figure 9. Total Cohesion Policy payments as a percentage of 2013 GDP for the period 2007-
2013
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9. REGRESSION ANALYSIS

In the following sections, we present the results of our regression estimations. We start with
simple cross-sectional regressions and then move to more advanced panel data estimation
techniques. We run all our regressions in the statistical software called Stata and provide the
full code and output in the Appendix.

9.1. Cross-sectional regression

Our basic regression in the panel data case is
() = In(yie—1) = @ + B In(yie—1) + B2 In(skie-1) + Bz In(Spie-1) + Baln(nie—y + g +

&) + BsCorruption;;_1 + B¢ In(CP;t_1) + B,Corruption;;_q * In(CP;_1) + ;. It is not
possible to run this regression on cross-sectional data since the time dimension cannot be used
in this case. Therefore, we use average and initial values of variables in the period.
Specifically, our dependent variable is the average annual real GDP growth rate over the period
2007-2013. The first independent variable (initial GDP), In(y;;—,), is measured as the natural
logarithm of GDP per capita in PPS in 2006. ln(sk,it—l)a a measure of investment, is the
natural logarithm of the average gross fixed capital formation as a percentage of GDP in 2007-
2013. Similarly, the human capital variable ln(sh,it—l)v measured as either the natural
logarithm of the human capital index or average years of schooling, is an average over 2007-
2013. The same holds for population growth, technological progress and the discount rate.
Corruption, measured as either CPI or Control of Corruption index, is an average over 2007-
2013 as well. Finally, cohesion fund variables are natural logarithms of average cohesion fund
payments over 2007-2013. Summary statistics of these variables are presented in a table below.
All the variable names are the same as described previously, with an additional variable “gdpg”

which measures GDP growth.
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Table 4. Summary statistics of cross-sectional data

Number of M Standard . )
. ean L Minimum Maximum
observations deviation
gdpg 12 3.34 2.10 -0.26 6.76
y 12 15675.00 4624.47 9100.00 24200.00
inv 12 23.67 3.26 19.36 29.24
n 12 -0.17 0.80 -1.43 1.21
deltag 12 5.00 0.00 5.00 5.00
cpi 12 5.15 0.89 3.80 6.54
CC 12 0.42 0.45 -0.25 1.09
hc 12 3.10 0.18 2.89 341
educ 12 11.35 0.84 9.43 12.44
erdf 12 0.84 0.43 0.14 1.45
cf 12 0.56 0.29 0.11 1.03
esf 12 0.26 0.12 0.06 0.45
CP 12 1.66 0.83 0.31 2.92

The table below presents results of different cross-sectional regressions. We start with the basic
model described above, whose results are shown in the first column. As the results indicate,
none of the variables in the regression are significant. F-tests for joint significance of the
coefficients on corruption variables (85 and ;) and Cohesion Policy variables (S, and ) also
show that none of them are jointly significant. Furthermore, the signs of coefficients are not
always as expected. For example, the coefficient on the investment variable (gross fixed capital
formation) is negative, indicating a negative effect of investment on growth after controlling
for effects of other variables. The coefficient on the corruption variable, CPI, is negative as
well. As lower CPI scores are associated with higher corruption rates, a negative coefficient
means that improvements in corruption are associated with a fall in GDP growth initially. This
is contrary to our initial assumptions. Combined with a positive interaction term, this means
that the partial effect of corruption is negative initially and the effect is weaker and can become
positive for countries with a higher amount of Cohesion Policy payments received. The
coefficient on total Regional Policy payments is negative as well, indicating a negative effect
on growth initially. The interaction term is positive, however, so this can be interpreted as
evidence for the fact that the effect of Regional Policy payments in countries with high levels

of corruption is negative, but it becomes weaker and moves towards becoming positive in
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countries with better levels of corruption. This is the same finding as in Ederveen (2006). The
R? of the basic regression is 0.888, which means that the estimated regression model is able to
explain about 89% of the variation of the dependent variable around its mean. R? adjusted for
degrees of freedom is also high (69%), indicating a good fit. Overall, we do not want to pay too
much attention to the results of the cross-section regression as it only has 12 observations and
uses values averaged over time. Therefore, its estimates can be expected to be unreliable.
Furthermore, structural funds can have a lagged effect on economic growth, but it is not

possible to include lagged variables in the cross-sectional regression.

We also perform robustness tests of the basic regression. The second column reports results of
regression using the Control of Corruption index from WGI instead of CPI. The results are
very similar to the basic regression: none of the variables are significant and the signs of all
coefficients are the same as before. The third column reports results when the index of human
capital from the Penn World Tables is used instead of the average years of schooling indicator.
Coefficient on initial GDP becomes positive against expectations of a negative sign, and the
coefficient on the human capital index itself is now negative. This goes against economic
theory. All other coefficient signs remain the same. Finally, based on Ederveen (2006), we
measure Regional Policy payments by only including ERDF payments. In this specification,
the coefficient on CPI becomes positive, indicating a positive effect of low corruption on
economic growth initially. The coefficient on the payments variable remains negative and the
interaction term is positive, providing support for the view that countries with lower corruption
experience a better effect of Regional Policy payments. R? across the regressions remain very

similar.
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Table 5. Results of cross-sectional regressions

Specification names

Control of

Human

Basic . . ERDF
Corruption  capital
Log of initial Real GDP per capita -3.576 -4.632 0.112 -3.305
(2.69) (3.08) (4.87) (3.09)
Log of gross fixed capital formation -9.043 -8.766 -3.744 -8.827
(4.64) (5.33) (4.88) (5.40)
Log of average years of education 7.897 7.783 7.776
(6.43) (7.08) (7.20)
Logofn+g+o -6.097 -6.932 -4.773 -4.416
(4.26) (5.06) (4.53) (4.14)
CPI -1.159 -1.369 0.502
(0.95) (1.18) (0.76)
Log of total Regional Policy payments -16.283  -4.123 -14.062
(8.57) (2.84) (8.72)
CPI1 * log of Regional Policy payments 2.759 2.638
(1.43) (1.57)
Control of Corruption -0.888
(1.99)
Control of Corr. * Regional p. payments 4.775
(3.02)
Log of human capital index -14.460
(16.66)
Log of ERDF payments -12.630
(8.22)
CPI1 * log of ERDF payments 2.198
(1.40)
Constant 63.546** 69.010** 45.288 48.043
(21.76)  (24.61) (33.61) (25.56)
R® 0.888 0.870 0.870 0.866
Adjusted R 0.691 0.642 0.642 0.630
Joint significance of corruption variables 0.2643 0.3559 0.3416 0.3797
(p-value of F test)
Joint significance of Cohesion Policy 0.2637 0.3758 0.3356 0.3780
variables (p-value of F-test)
Observations 12 12 12 12

Notes: * means significance at 10%, ** - at 5%, and *** - at 1%. Standard errors are

reported in parentheses.
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We also tried using robust standard errors which estimate standard errors correctly in the
presence of heteroskedasticity and correlated error terms. None of the coefficients became
significant, but the F-test of joint significance of all independent variables now allowed to not
accept the hypothesis that all the independent variables in the model are zero, indicating an
acceptable fit of the regression. Regressions with non-robust standard errors indicated bad joint
significance of all independent variables, with only the basic model having an F-statistic
significant at the 10% level. Overall, however, we conclude that most of the signs of

coefficients were in accordance with theoretical predictions.

In the next section we perform regression analysis on panel data, which is the main focus of

our empirical analysis.

9.2. Panel regression

We start our panel data analysis with generating a lagged variable of real GDP per capita,
taking natural logarithms of this variable and the original real GDP per capita and calculating
the difference between them: In(y;;) —In(y;.—;). This is our dependent variable which
measures annual real GDP per capita growth. In a similar fashion, we also take natural
logarithms of the investment variable, the human capital variable, the term measuring
population growth, technological progress and discount rate, as well as the Regional Policy
payment variables. Finally, we create interaction terms between the corruption variable and the
Regional Policy variables. We then proceed to running different regression specifications.

As stated previously, our basic model takes the following form: In(y;;) — In(y;;—1) = a +
Biln(yie—1) + B2 In(Skcie-1) + B3 In(Snic—1) + Paln(nie—y + g + 8) + psCorruption, y +

BeIn(CP;;_1) + B,Corruption;;_, * In(CP;;_;) + &;;. Results of this model and models with
different specifications for robustness tests are presented below. By default, Stata uses random
effects estimation on panel data and we begin our analysis with random effects models. In the
basic model, the coefficient on the logarithm of initial Real GDP per capita is negative, but not

statistically significant. The sign of the coefficient is in accordance with theoretical
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expectations. Contrary to expectations, we find the coefficient on the investment variable to be
negative and statistically significant at 1% level. This could happen due to the specificity of the
period being analyzed (2007-2013): the global financial crisis occurred during this time and
GDP of all countries contracted. If, for example, the governments of certain countries decided
to stimulate economic growth with increased public investment, this could lead to the inverse
relationship between GDP growth and investment levels during the period. The coefficient on
the human capital variable (years of education) is positive and in line with expectations, but not
statistically significant. The coefficient on the variable combining population growth,
technological progress and the discount rate is negative and statistically significant at the 10%
level, as expected. We find the coefficient on corruption (measured by CPI) to be negative and
statistically significant at 1%, the coefficient on Regional Policy funds to be negative and
statistically significant at 1% and the coefficient on the interaction of corruption and Regional
Policy funds to be positive and statistically significant. F-tests for joint significance of the
coefficients on corruption variables (85 and ;) and Cohesion Policy variables (S, and ) also

show that both of them are jointly significant at a 1% level.

In our opinion, these effects can be explained as follows: first of all, the effect of high
corruption levels on economic growth when In(CP;;_,) = 0, which happens when CP;;_; = 1,
that is, Cohesion Policy payments amount to 1% of GDP, is positive, but as the amount of
funds received increases, high corruption levels start having a negative effect on growth. This
can be explained by the theory of efficient corruption: countries in our sample all have
corruption levels which are higher than in the most developed EU countries and also have
lower institutional quality. Hence, corruption in this case can serve as a natural response to
existing inefficiencies and can help bypass them. But as the amount of EU funds received
increases, the country gets supervised more closely by the EU officials, and corruption can no
longer help bypass the inefficiencies. Hence, it starts having a negative effect on growth.
Secondly, the coefficients on the Regional Policy and interaction variables mean that in
countries with high corruption, the effect of Regional Policy funds on economic growth is

negative, while in countries with low corruption it becomes weaker and can become positive.
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This can be explained by the fact that in countries with high corruption levels the funds are not
used effectively and are allocated to projects which do not improve economic growth, hence
human capital is allocated inefficiently and projects which could potentially improve economic
performance are understaffed. So improvements in corruption levels, as measured by CPI,
would lead to improvements in the effectiveness of Regional Policy payments.
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Table 6. Results of random effects panel regressions

Specification names

Basic Control _of Hur_nan ERDE
Corruption  capital
Log of initial Real GDP per capita -2.598 -6.122* -3.026 -1.691
(3.29) (3.53) (4.94) (3.29)
Log of gross fixed capital formation -12.826***  -12.683***  -13.048***  -11.532***
(2.83) (3.99) (3.81) (2.88)
Log of average years of education 4.291 3.388 3.703
(2.95) (4.15) (2.84)
Logofn+g+o -3.069* -3.281* -3.449* -1.807
(1.68) (1.96) (1.98) (1.46)
CPI -1.546*** -1.460** 0.115
(0.59) (0.64) (0.55)
Log of total Regional Policy payments  -15.083***  -2.520 -14.322***
(3.76) (1.66) (3.89)
CPI1 * log of Regional Policy payments ~ 2.795*** 2.647***
(0.64) (0.70)
Control of Corruption -0.465
(1.33)
Control of Corr. * Regional p. 4.323***
payments
(1.62)
Log of human capital index 6.031
(13.62)
Log of ERDF payments -11.086***
(2.51)
CPI * log of ERDF payments 2.161***
(0.49)
Constant 70.477** 99.366** 79.086* 48.126
(32.04) (38.99) (42.30) (32.27)
R° 0.305 0.266 0.305 0.304
Joint significance of cgrruptlon 0.0000%**  0.0270%* 0.0005%**  0.0001***
variables (p-value of y~ test)
Joint significance of Cghesmn Policy 0.0000%%*  0.0001%**  0.0008%**  0.0001***
variables (p-value of y"-test)
Observations 84 84 84 84

Notes: * means significance at 10%, ** - at 5%, and *** - at 1%. Standard errors are robust (allow
for intragroup correlation and heteroskedasticity) and reported in parentheses.
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Our second model uses Control of Corruption instead of CPI. In this case, the coefficient on
the initial GDP becomes statistically significant at 10% and keeps its negative sign, the
coefficients on Regional Policy and corruption become insignificant and their interaction
remains positive and statistically significant. Corruption coefficients are jointly significant at
the 5% level and Cohesion Policy coefficients are still jointly significant at 1% level, however.
We conclude that CPI is a slightly better measure of corruption in our sample as the individual
coefficients of corruption and Regional Policy payments lose their significance when Control
of Corruption is used. The third model uses the index of human capital from Penn World
Tables instead of the average years of schooling. The only difference with the basic model in
this case is that CPI becomes less statistically significant, but is still significant at the 5% level.
Corruption coefficients and Cohesion Policy coefficients are still jointly significant at 1%
level. Finally, the model with ERDF payments instead of total Regional Policy payments has
an insignificant coefficient on the variable combining population growth, technological
progress and the discount rate, a positive, but insignificant coefficient on corruption, while
other results remain the same as in the basic model. Therefore, it seems that the basic model

provides the best fit for our regression specification.

Following Mohl and Hagen (2010), we also include fixed country and time effects in the model
by estimating a fixed effects panel regression with time dummies. The model specification in
this case becomes In(y;;) —In(y;;—1) = a + B In(y;—1) + B> ln(sk,it_l) + B3 ln(sh,it_l) +
Baln(nis_1 + g + 6) + BsCorruption;;_, + B¢ In(CP;;_1) + B,Corruption;,_; *

In(CP;;—1) + u; + Ar + €+, Where w; and A, are fixed country and time effects, respectively.
We report results for regressions with only country fixed effects, only time fixed effects and
both country and time fixed effects. All the regressions are based on our original model.
Firstly, the regression with country fixed effects produces a more significant estimate on the
initial GDP variable and less significant estimates on the investment, Regional Policy and
interaction terms. Coefficient on the variable combining population growth, technological
progress and the discount rate becomes insignificant, as does the coefficient on CPI.

Corruption coefficients become jointly insignificant and Cohesion Policy coefficients remain
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jointly significant, but only at a 10% level. All the coefficient signs remain the same, except for
education, which becomes negative. The reason for the insignificant coefficient on CPI is that
fixed effects estimation eliminates the effect of variables which stay constant over time and
CPI might not have changed much during our research period so its effect has mostly been
eliminated as well. Ederveen (2006) cautions against using fixed effects estimation in such
regressions exactly for this reason. Furthermore, we perform a Hausman test for the choice
between fixed and random effects estimations: the p-value of the test is 0.1933. The null
hypothesis in the Hausman test is that the random effects model is preferred. Based on the p-
value, we cannot reject the null hypothesis. Therefore, the random effects specification seems

to be preferable in our case.

The regression with time dummies produces exactly the same results as the original equation,
with the only difference being a more significant estimate on the variable combining
population growth, technological progress and the discount rate. Finally, the specification
which includes both country and time fixed effects produces an insignificant coefficient on CPI
once again and has fewer significant coefficients in general. The joint significance hypotheses
are only valid at 10% levels. Therefore, we conclude once again that our basic model provides

a good estimate of the true population model.
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Table 7. Results of fixed effects (FE) panel regressions

Specification names

. . Country
Basic Country FE  Time FE and time FE
Log of initial Real GDP per capita -2.598 -18.692**  -0.177 -13.504
(3.29) (7.11) (2.78) (19.18)
Log of gross fixed capital formation -12.826***  -12.880**  -8.381*** -5.046
(2.83) (4.32) (2.32) (4.30)
Log of average years of education 4.291 -38.930 1.129 -31.171
(2.95) (34.61) (3.66) (28.91)
Logofn+g+o -3.069* -9.564 -5.454** -13.370**
(1.68) (6.23) (2.52) (5.53)
CPI -1.546***  -0.944 -1.288***  -0.062
(0.59) (1.94) (0.35) (1.89)
Log of total Regional Policy payments ~ -15.083***  -12.622* -12.792***  -10.544**
(3.76) (5.99) (2.88) (4.01)
CPI1 * log of Regional Policy payments ~ 2.795*** 2.910** 2.349*** 2.084**
(0.64) (1.25) (0.48) (0.86)
Constant 70.477** 338.711***  46.255* 248.610
(32.04) (96.41) (23.98) (181.55)
year=2008 -11.508***  -10.867***
(2.22) (2.36)
year=2009 -0.420 -0.048
(1.03) (1.16)
year=2010 -1.805 -0.653
(1.41) (2.88)
year=2011 -2.707** -0.579
(1.14) (3.76)
year=2012 -3.668***  -1.389
(1.01) (3.77)
year=2013 -3.293***  -0.515
1.17) (4.20)
R 0.305 0.183 0.700 0.448

Joint significance of corruption
variables (p-value of y or F-test)

JO|r_1t significance of Cé)hesmn Policy 0.0000%**  0.0989* 0.0000%**  0.0686*
variables (p-value of y“or F-test)

0.0000***  0.1089 0.0000***  0.0894*

Observations 84 84 84 84

Notes: * means significance at 10%, ** - at 5%, and *** - at 1%. Standard errors are robust (allow
for intragroup correlation and heteroskedasticity) and reported in parentheses.

93



We also control for a possible lagged effect of Regional Policy funds by running regressions
with this variable lagged by 1, 2 and 3 periods. In all the specifications, the coefficient on the
lagged Regional Policy variable becomes insignificant, but remains negative. In two of the
specifications the interaction term becomes insignificant as well. Corruption coefficients and
Cohesion Policy coefficients remain jointly statistically significant in the specification with one
lag, but become jointly insignificant in other models. We do not consider it as evidence against
the lagged effect of regional payments since our sample only includes 7 time periods and we
cannot produce lags for many periods without losing many observations. For example, the
model with a 3-period lag only has 48 observations remaining out of the original 84. Therefore,

the lagged effect can exist in reality, but is not evident in our sample.
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Table 8. Results of random effects panel regressions with a lagged Regional Policy payments

variable

Specification names

Basic 1-period lag 2-period lag 3-period lag
Log of initial Real GDP per capita -2.598 -3.399 -4.042 -3.997
(3.29) (3.15) (3.92) (4.99)
Log of gross fixed capital formation -12.826***  -17.769***  -0.992 0.085
(2.83) (6.32) (3.14) (1.14)
Log of average years of education 4.291 11.414 3.954 6.235
(2.95) (7.73) (8.20) (8.12)
Logofn+g+o -3.069* 0.872 -5.916* -7.340**
(1.68) (2.86) (3.03) (3.10)
CPI -1.546***  -1.691** 0.164 0.157
(0.59) (0.76) (0.30) (0.55)
Log of total Regional Policy payments  -15.083***  -10.578 -2.801 -0.784
(3.76) (7.08) (3.84) (4.12)
CPI1 * log of Regional Policy payments ~ 2.795*** 2.103* 0.631 0.243
(0.64) (1.16) (0.62) (0.77)
Constant 70.477** 69.913* 44.850 37.475
(32.04) (38.94) (34.04) (37.60)
R 0.305 0.411 0.492 0.568
Joint significance of cgrruptlon 0.0000%**  0.0318** 0.4196 0.7235
variables (p-value of ¢ test)
Joint significance of Cg)hesmn Policy 0.0000%**  0.0046%**  0.1272 0.7149
variables (p-value of y°-test)
Observations 84 72 60 48

Notes: * means significance at 10%, ** - at 5%, and *** - at 1%. Standard errors are robust (allow
for intragroup correlation and heteroskedasticity) and reported in parentheses.

Finally, we run GMM regressions in order to correct for potential endogeneity. All the

regressions are based on our original model, but include the lag of Real GDP growth as an

additional independent variable. We also restrict the number of lags used as instruments in

order for the number of instruments not to exceed the number of countries by a very large

margin. If the number of instruments is very large, the errors are no longer asymptotically

normal. The first column in the table below reports results for the Arellano-Bond specification

when all variables are assumed to be exogenous. The coefficient on the lag of Real GDP

growth is negative and statistically significant at 10%, the coefficients on initial Real GDP and
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investment are negative and statistically significant at 1%, the coefficient on CPI is negative
and statistically significant at 10%, the coefficient on the Regional Policy variable is negative
and statistically significant at 5% and the interaction term is positive and statistically
significant at 1%. Average years of education and the variable combining population growth,
technological progress and the discount rate are insignificant, but have expected signs. Overall,
all the coefficient signs are the same as in our basic regression. Corruption coefficients and
Cohesion Policy coefficients also remain jointly statistically significant at 1%. We also run the
Arellano-Bond tests for zero correlation in first-differenced errors with the null hypothesis of
no autocorrelation. If autocorrelation is present, some of the lags used as instruments become
invalid. We see evidence for autocorrelation of order 1 at the 5% significance level. Therefore,

the model’s instruments can be invalid.

The second column reports the results of Arellano-Bond estimation, where we assume,
following Mohl and Hagen (2010), that initial GDP, investment, Regional Policy payments and
the interaction term are endogenous. The signs of coefficients remain the same as before, with
the only exception being the sign on education which becomes negative. Many of the
parameters also lose their significance and corruption coefficients become jointly insignificant.
On the other hand, we do not find evidence for autocorrelation in the first-differenced error

terms.

The third and fourth columns report results of the Blundell-Bover two-step estimation, where
once again the first model assumes exogeneity of all independent variables and the second
model uses the same endogeneity assumptions as the Arellano-Bond estimation above. All the
coefficients in these regressions become insignificant, except for investment in the first model.
Corruption and Cohesion Policy coefficients also become jointly insignificant. The signs of
some coefficients are also not supported by economic theory. On the other hand, the

instruments appear valid as there is no evidence for autocorrelation once again.
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Table 9. Results of panel regressions with GMM estimation

Specification names

A-B A-B (endo- B-B B-B (endo-
(exogenous) genous) (exogenous) genous)
Lag of Real GDP growth -0.155* -0.077 0.004 -0.114
(0.09) (0.13) (0.28) (0.20)
Log of initial Real GDP per capita -28.412***  -11.492 -30.889 -17.856
(8.62) (13.19) (22.43) (25.30)
Log of gross fixed capital formation -22.087***  -25372***  -23.468* -24.782
(5.71) (6.73) (12.02) (24.25)
Log of average years of education 40.010 -99.023 12.289 19.483
(59.81) (62.89) (111.54) (117.54)
Logofn+g+4 -8.607 -13.808* 12.457 1.839
(5.58) (7.53) (28.69) (22.69)
CPI -2.747* -1.879 -3.687 -1.847
(1.41) (1.66) (3.16) (4.22)
Log of total Regional Policy payments  -8.375** -0.840 -7.320 0.367
(4.19) (12.57) (42.31) (60.43)
CPI1 * log of Regional Policy payments ~ 2.019*** 1.625 1.945 0.099
(0.73) (2.17) (7.61) (9.12)
Constant 278.035* 462.132***  346.376 212.779
(148.46) (134.85) (320.82) (136.19)
Number of observations 60 60 72 72
Number of countries 12 12 12 12
Number of instruments 13 29 18 54
Joint significance of cgrruptlon 0.0042%%%  (.3362 0.4916 0.8444
variables (p-value of y“ test)
Joint significance of Cg)hesmn Policy 0.0030%**  0.0000%**  0.4671 0.9947
variables (p-value of y“-test)
AR(1) p-value 0.0389 0.2632 0.6931 0.7804
AR(2) p-value 0.8056 0.9474 0.7885 0.9715

Notes: * means significance at 10%, ** - at 5%, and *** - at 1%. Standard errors are robust and

reported in parentheses.

Overall, GMM estimation seems to perform poorer than our original model. One of the reasons

for this underperformance is the limited number of cross-country observations that we have.

Arellano-Bond and Blundell-Bover estimators need many cross-sectional observations to

produce reliable results. Furthermore, even though we restricted the number of lags to be used
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as instruments, the number of instruments still exceeded the number of cross-sectional
observations in all the specifications. Therefore, hypothesis testing could have been unreliable

as well.
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10. INTERPRETATION OF RESULTS AND RECOMMENDATIONS

Before we proceed to provide policy recommendations, we provide estimates of the effects of
corruption and Cohesion Policy payments based on our estimated regression coefficients. Our
main regression model estimation gives the following results: In(y;;) — In(y;;—,) = 70.477 —
2.598 * In(y;p_1) — 12.826 * In(sg 01 ) + 4.291 * In(sp0-1) — 3.069 * In(ny_1 + g +

8) — 1.546 * Corruption;;_,; — 15.083 * In(CP;;_,) + 2.795 * Corruption;;_, * In(CP;;_1).
Based on the formulas for partial effects of corruption and Regional Policy payments, below
we present the estimated size of effects of corruption and Regional Policy payments on
economic growth in our sample, holding other independent variables constant.

dGDPGy;

The partial effect of corruption iS———————
dCorruptionjs_q

= Bs + B7 * In(CP;;_,). We use the average

value of the logarithm of total Cohesion Policy payments in 2007-2013 for each country as the
value for In(CP;;_,). This allows us to estimate the partial effect of corruption on annual real
GDP growth per capita at the mean value of Cohesion Policy payments. The results presented
below show the effect (in percentage points) of a 1 unit increase in the CPI score on annual real
GDP growth per capita. Therefore, e.g., if the value reported in the table is 0.82, this means
that a 1 unit increase in the CP1 score would increase the annual real GDP growth per capita by
0.82 percentage points at the mean value of Cohesion Policy payments. We see that in half of
the countries, an improvement in CPI scores would be associated with a positive impact on
GDP growth, while in the other half the effect would be negative. This means that at the
average level of Regional Policy payments, the effect of lower corruption levels on GDP is still
negative in half of the countries, so it would take a higher amount of Regional Policy payments
than the historical average to make low corruption have a positive effect on GDP growth. For
this reason, we also report the effect on growth of a 1 unit increase in the CPI score, assuming
that average Regional Policy payments as a percentage of GDP are 1 percentage point higher
than they were in reality in 2007-2013. In this case, the effect becomes positive in all countries
except Cyprus. As was mentioned before, our potential explanation of this effect is that as the

amount of Regional Policy payments received by a country increases, so does the amount of
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monitoring and control from European authorities. Therefore, this leads to a better performance
of the country’s supervising authorities and efficient corruption cannot exist in its purest form

any longer. So the effect of lower corruption on GDP growth becomes positive in this case.

Table 10. Effect of a 1 unit improvement in CPI score on annual real GDP per capita growth
by country, percentage points

The same effect under the

Effect of a 1 unit assumption that historical
Country . . . .
improvement in CPI score average Regional Policy

payments are 1 p.p. higher
Bulgaria -0.70 0.85
Cyprus -4.86 -0.80
Czech Republic -0.74 0.83
Estonia 1.22 2.11
Hungary 0.82 1.82
Latvia 1.04 1.97
Lithuania 1.45 2.27
Malta -1.61 0.36
Poland 0.49 1.59
Romania -1.89 0.22
Slovakia -0.65 0.88
Slovenia -1.28 0.53

We do the same analysis for the effect of Regional Policy payments. The partial effect of

. . . O0GDPG;
Regional Policy payments is ———%&
g y pay %0CP_.

= (B¢ + B7 * Corruption;;_,)/100. We use the average
value of the CPI score in 2007-2013 for each country as the value for Corruption;;_,. This
allows us to estimate the partial effect of Regional Policy payments on annual real GDP growth
per capita at the mean value of CPI. The results presented below show the effect (in percentage
points) of a 1% increase in Regional Policy payments as a percentage of GDP on annual real
GDP growth per capita. Therefore, e.g., if the value reported in the table is 0.024, this means
that a 1% increase in the Regional Policy payments as a percentage of GDP would increase the
annual real GDP growth per capita by 0.024 percentage points at the mean value of CPI. We

see that at the mean value of CPI, the effect of more Regional Policy payments on GDP growth
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is positive only in countries with lower corruption levels (Cyprus, Estonia, Malta and
Slovenia). As was previously noted, this can be explained by the fact that in countries with
high corruption levels, the funds are not used effectively and are allocated to projects which do
not improve economic growth, hence human capital is allocated inefficiently and projects
which could potentially improve economic performance are understaffed. So improvements in
corruption levels, as measured by CPI, would lead to improvements in the effectiveness of
Regional Policy payments. For the sake of comparison, we also include the effect on growth of
a 1% increase in Regional Policy payments, assuming that the average CPI score of each
country is 1 unit higher than it was in 2007-2013. A higher score is associated with lower
corruption, and we see that in this case the effect of Regional Policy payments on growth
becomes positive in all countries but Bulgaria and Romania, since these two countries have the

worst corruption levels among the twelve countries analyzed.

Table 11. Effect of a 1% increase in Regional Policy payments on annual real GDP per capita
growth by country, percentage points

The same effect under the
Effect of a 1% increase in assumption that historical

Country Regional Policy payments average CPI score is 1 unit

higher
Bulgaria -0.045 -0.017
Cyprus 0.024 0.052
Czech Republic -0.015 0.013
Estonia 0.032 0.060
Hungary -0.008 0.020
Latvia -0.019 0.009
Lithuania -0.010 0.017
Malta 0.006 0.034
Poland -0.006 0.022
Romania -0.042 -0.014
Slovakia -0.023 0.005
Slovenia 0.025 0.053
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We view these results with a certain degree of caution, however, due to the traditional
limitations of regression analysis. First of all, regression results do not prove the existence of a
causal relationship between the dependent and independent variables. The causal relationship
must be driven by underlying theory, while regression results can only provide evidence of a
statistically significant relationship between the variables and the direction (positive or
negative) of this relationship. Secondly, even though we use many measures to overcome
methodological issues and perform various robustness analyses, the issues may still be present.
Our main regression model is run on 84 observations, hence the estimator may not necessarily
be asymptotically normal. Omitted and unobserved variables can also impact the results, even
though we attempted to eliminate their impact by using fixed effects and GMM estimation.
Moreover, the functional form of our regression and the selection of variables is based on the
neoclassical economic theory, but it does not necessarily hold in reality, even though it is used
universally in research on this topic. Despite the abovementioned facts, our results align well
with the findings of other researchers on this topic and are robust and significant, at least in

statistical terms.

Before providing recommendations on how to improve EU Cohesion Policy regulations based
on our results, we briefly overview the current regulations aimed at controlling the use of
provided funds. First of all, as specified by the Council of the European Union (2005), the
countries receiving EU funds have to co-finance the projects, contributing about 15%-20% of
the total amount. This limits the degree to which the funds can be appropriated, but still leaves
many opportunities for corrupt behavior. European Commission (2011) states that currently,
management and control systems of EU Cohesion Policy payments are mainly implemented by
the member states themselves, and the Commission found that the error rate (which apart from
unintentional misreporting, also includes fraud) for the Cohesion payments is much higher than
for other components of the budget. This shows that the payments are susceptible to
corruption. For example, the Commission reports that about 40% of all errors involve public
procurement errors, such as unlawful selection criteria or award of contracts without a tender

process. As the amounts of money distributed are large, it pays off for the companies to invest
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into pressuring the authorities to make favorable decisions, often involving bribes, especially in

countries with high corruption levels.

Overall, the European Commission (2011) summarizes the current control system in the

following figure:

Figure 10. Current control system of EU Cohesion Policy payments

Ex post

Commission
audits

Annual opinion based
on national audits
> _During _
/ Certification of expenditure \ implementation
/ Management verifications \
/ Compliance assessment \
Ex ante
/ Guarantees in programme negotiations \

Source: European Commission (2011)

The main step before the project implementation stage is compliance assessment when the
Commission reviews the regulatory setup in a certain country. At the stage of implementation,
control takes place at national level: local authorities perform control of management,
expenditure certification and audits. European Commission also performs certain audits itself.
Finally, at the close of the projects, the Commission reviews the final report submitted by the

local authorities.

Our recommendations are based on the regression results: we find that in countries with high

corruption, the effect of Regional Policy funds on economic growth is negative, while in
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countries with low corruption it becomes positive. The standard recommendations could be
strengthening the monitoring and control mechanisms, increasing the punishment for corrupt
behavior, making certain activities illegal (such as the selection of projects based on political
priorities) or finding a completely new way of fostering cohesion which would be different
from the current system of EU subsidies. Apart from these usual recommendations, several

ideas come to our mind.

Firstly, instead of leaving most of the management and control systems in the hands of national
authorities, the European authorities could take on more responsibility in these areas. There
could be a central Cohesion Policy control office, independent from local authorities and
interest groups, which would perform a more thorough evaluation of project implementation
from the EU side. Of course, this would also increase the administration costs of Cohesion
Policy, so the amount of benefits from centralization must be carefully weighed against its
costs.

Secondly, we propose to make a share of the funds allocated to each country go towards
improving its institutional quality and fighting corruption instead of just being allocated to
different projects. Since the success of Cohesion Policy depends critically on the level of
corruption, the policy should be focused on improving bureaucratic processes in the first place.
Currently, it is the regions with GDP and income levels below those of the EU average that
receive the largest amount of funds. Instead, the countries with highest corruption levels should
get a larger share of funds allocated to fighting corruption. The whole process of fighting
corruption should be implemented and supervised by EU authorities or international
organizations, such as Transparency International. Otherwise, the funds allocated to fighting

corruption could become misappropriated as well.
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11. CONCLUSIONS

This thesis aimed to investigate how corruption affects the impact of European Union’s
Cohesion Policy payments on economic growth in new EU member states. Regression analysis
results indicate that in countries with high corruption levels, the effect of Cohesion Policy
payments on GDP growth is negative, but it is positive in countries with low corruption levels.
We believe that this can be explained by the fact that the allocated funds are not used
effectively in countries with high corruption: the funds are allocated to projects which are less
welfare-improving and provide private gains to public authorities or private agents
implementing the projects. Therefore, the effect of Cohesion Policy payments is only positive
when corruption is low and the funds are not misappropriated. Based on the results of our
regression analysis, we recommend the European authorities to restructure the current process
of granting Cohesion Policy funds. First of all, the monitoring and control of project
implementation could be centralized by the EU authorities. Secondly, the funds could be

allocated towards improving institutional quality and fighting corruption in the first place.

Apart from the empirical analysis, this thesis also provided a theoretical overview of the issue
being analyzed. We found that the neo-classical economic model is most often used in this
kind of research. The basis for our analysis comes from institutional economics. Research in
this field provides evidence for the impact of institutional quality on development differences
across countries. In particular, corruption is one of the institutional characteristics that has been
widely analyzed. Overall, the largest share of research points to the fact that corruption hinders
economic growth, although positive and no effect of corruption on growth have also been
documented. We also overviewed the different corruption models and found that although most
of them view corruption as a negative phenomenon, the theory of efficient corruption states
that corruption can have a positive impact on growth when it helps to overcome the

inefficiencies in public administration.

The results of our regression analysis are in line with those of other researchers. For example,

Ederveen (2006) found the same effect of corruption on Cohesion Policy effectiveness.
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Nevertheless, the results are limited by the usual shortcomings of regression analysis. In
particular, endogeneity is the most important issue to be considered. We employed fixed
effects and GMM estimation to overcome this issue. GMM estimators of Arellano-Bond and
Blundell-Bover use lags of variables already included in regression as instrumental variables
since no reliable external instruments have been documented in research so far. Therefore,
future research on the topic could focus on testing different instruments based on the original
model. Our methodology could also be tested on regional data for GMM estimation to be more
consistent. This would require the use of regional corruption measures as well as a proxy for

human capital (for example, the number of patents) instead of the years of schooling.
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APPENDIX 1. CROSS-COUNTRY DATASET

coun- delta

try gdpg vy inv g cpi CC hc educ erdf cf esf CP
1 41 9100 253 -06 5 38 -02 29 105 0.6 0.5 0.2 1.4
2 -0.3 24200 20.8 1.2 5 6.3 1.1 29 113 0.1 0.1 0.1 0.3
3 15 19800 27.2 0.4 5 4.9 0.3 34 124 0.7 0.5 0.2 1.3
4 35 15700 274 -03 5 6.5 0.9 3.3 120 1.4 0.9 0.3 2.7
5 2.3 15100 213 -0.3 5 51 0.3 33 113 1.3 0.7 0.3 2.3
6 3.8 13500 258 -14 5 4.7 0.2 3.0 113 1.2 0.9 0.5 2.5
7 5.6 13600 205 -14 5 5.0 0.2 3.1 123 1.4 1.0 0.4 2.9
8 2.5 19200 194 0.6 5 5.6 0.9 3.0 9.4 0.5 04 01 1.0
9 5.6 12300 20.6 0.1 5 5.2 0.4 29 116 1.1 0.7 0.3 2.1
10 6.8 9300 292 -0.8 5 39 -02 3.0 106 0.3 04 02 0.9
11 4.1 15300 23.2 0.1 5 4.6 0.2 32 116 0.8 04 02 1.4
12 0.7 21000 23.3 0.4 5 6.3 0.9 3.3 118 0.6 0.3 0.2 1.1
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APPENDIX 2. PANEL DATASET

country year inv n deltag  cpi CC hc educ erdf cf esf CP
1 2007 28.6 -0.7432 5 4.1 -0.2335 2.8811 10.2 0.2011 0.3979 0.0744 0.6733 10400
1 2008 33.5 -0.7019 5 3.6 -0.3037 2.8874 104 0.2638 0.3972 0.0976 0.7585 11200
1 2009 28.7 -0.6443 5 3.8 -0.2471 2.8937 105 0.3554 0.6563 0.1314 1.1431 10600
1 2010 229 -0.6583 5 3.6 -0.207 2.9 10.6 0.9498 0.3374 0.1167 1.4039 11000
1 2011 20.8 -0.6412 5 33 -0.225 2.9 10.6 04549 0.7501 0.2178 1.4228 11500
1 2012 215 -0.5792 5 41 -0.237 2.9 10.6  0.952 0.8182 0.3324 2.1026 11900
1 2013 21.3 -0.5596 5 4.1 -0.2926 2.9 10.6 0.9894 0.3129 0.672 1.9743 11900
1 2014 12300
2 2007 25.6 1.4001 5 53 1.0756 2.8527 11 0.0672 0.0983 0.0321 0.1976 25800
2 2008 27.3 1.3078 5 6.4 12413 2.8838 11.1 0.0981 0.0931 0.0594 0.2506 27200
2 2009 235 1.2423 5 6.6 0.9329 29153 111 0.2225 0.1227 0.0564 0.4016 25600
2 2010 218  1.197 5 6.3 1.0048 2.9471 113 0.1169 0.1661 0.0681 0.3511 25900
2 2011 19.1 1.1556 5 6.3 0.8872 2.9471 115 0.1175 0.2462 0.0738 0.4375 24900
2 2012 15.2 11117 5 6.6 1.2419 2.9471 11.6 0.0987 0.0469 0.073 0.2186 24700
2 2013 134 1.0724 5 6.3 1.2355 2.9471 11.6 0.2516 0.0005 0.0303 0.2824 23600
2 2014 23300
3 2007 29.6 0.5835 5 5.2 0.2342 3.4749 12.8 0.3711 0.1793 0.1176 0.668 21600
3 2008 29 0.8294 5 5.2 0.27 3.4449 12.6 04552 0.3917 0.1894 1.0363 21100
3 2009 27.1 0.5697 5 49 03282 34152 125 0.686 0.5088 0.1347 1.3296 20200
3 2010 27 0.2914 5 46 02591 3.3858 123 0.8623 0.3899 0.1486 1.4008 20600
3 2011 26.6 0.2067 5 4.4 0.2967 3.3858 12.3 0.8671 0.0249 0.1601 1.0521 21600
3 2012 26.1 0.1399 5 49 0229 3.3858 12.3 0.8897 0.9137 0.1861 1.9895 21800
3 2013 249 0.0332 5 48 0.1903 3.3858 12.3 05004 0.8792 0.4957 1.8754 21900
3 2014 23000
4 2007 36.6 -0.4562 5 6.5 0.9137 3.2814 119 0.6817 0.5314 0.1544 13675 17700
4 2008 31.2 -0.2681 5 6.6 0.8696 3.2901 12 05347 0.7048 0.2094 1449 17600
4 2009 22.7 -0.1928 5 6.6 0.9124 3.2987 12 23524 0.9097 0.3892 3.6513 15200
4 2010 21.2 -0.2281 5 6.5 0.861 3.3074 12 23044 1.0034 0.5391 3.8468 16100
4 2011 25.7 -0.3036 5 6.4 0.9292 3.3074 12 0.995 04439 0.1726 1.6114 17800
4 2012 27 -0.3579 5 6.4 0.9809 3.3074 12 1475 17363 0.6128 3.8241 18800
4 2013 27.3 -0.3559 5 6.8 11091 3.3074 12 15576 1.2404 0.2994 3.0973 19500
4 2014 19900
5 2007 23.7 -0.1549 5 53 0.5588 3.2544 112 07214 04183 0.171 1.3106 15600
5 2008 233 -0.1751 5 51 0.3842 3.2589 112 04638 0.3989 0.2269 1.0895 16200
5 2009 22.9 -0.1549 5 51 0.3412 3.2635 11.3 11025 0.9253 0.2792 2.307 15600
5 2010 204 -0.226 5 47 02524 3.2681 11.3 1.2097 0.6739 0.2386 2.1222 16400
5 2011 19.8 -0.2834 5 46 03192 3.2681 113 21784 0.8514 0.5655 3.5953 17000
5 2012 19.1 -0.5164 5 55 0.2792 3.2681 11.3 14201 0.5198 0.3808 2.3207 17100
5 2013 19.9 -0.2671 5 5.4 0.2882 3.2681 113 1755 1.3798 0.4343 3.5691 17600
5 2014 18500
6 2007 36.5 -0.8162 5 48 02481 29881 10.8 0.8903 0.7711 0.3571 2.0184 15400
6 2008 32 -1.0509 5 5 0.1298 29979 11 0.739 0.6624 0.1765 15779 15600
6 2009 225 -1.651 5 45 0.1267 3.0077 113 1523 0.7349 0.2226 2.4806 12900
6 2010 19.1 -2.0813 5 43 0.1254 3.0175 115 0.7728 1.1339 0.8749 2.7816 13500
6 2011 22.1 -1.8208 5 42 0.1881 3.0175 115 1.2768 0.8003 0.6428 2.7199 14700
6 2012 252 -1.2404 5 4.9 0.1547 3.0175 115 1.8296 1.0699 0.5054 3.4049 16000
6 2013 233 -1.071 5 53 0.2657 3.0175 115 13094 0.9578 0.3936 2.6608 17000
6 2014 17600
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APPENDIX 3. CROSS-COUNTRY REGRESSION CODE AND OUTPUT

. clear all

. ad "C:\Users\User\Dropbox\Thesis\Analysis\Data"

C:\Uusers\User\Dropbox\Thesis\Analysis\Data

. use dataset_cross.dta
. sum
variable obs Mean std. Dev. Min Max
country 12 6.5 3. 605551 1 12
gdpg 12 3.338017 2.096174 —. 2557 6.7641
Y 12 15675 4624.466 9100 24200
inv 12 23.66547 3.262174 19.3571 29.2429
n 12 —.170125 . 8033242 -1.4336 1.2124
deltag 12 5 ] 5 5
cpi 12 5.152858 . B86344 3.8043 6. 5357
cC 12 .416325 4507464 —. 2494 1.0884
hec 12 3.099642 .1771446 2.8946 3.4112
educ 12 11.34524 . B447996 9.4286 12.4429
erdf 12 . 8380417 .4328125 .1389 1.4499
cf 12 . 5617583 . 285864 .1106 1.0287
esf 12 .255925 .1238233 . 0562 .4533
CP 12 1.655717 . 8258019 . 3056 2.9164
. estpost sum gdpg y inv n deltag cpi €C hc educ erdf cf esf cp
e(count) e(sum_w) e(mean) e(var) e(sd) e(min) e(max) e(sum)
gdpg 12 12 3.338017 4.393944 2.096174 —. 2557 6.7641 40. 0562
Y 12 12 15675 2.14e+07 4624.466 9100 24200 188100
inv 12 12 23.66547 10.64178 3.262174 19.3571 29.2429 283. 9857
n 12 12 —.170125 .6453298 . 8033242 -1.4336 1.2124 —-2.0415
deltag 12 12 5 0 0 5 5 60
cpi 12 12  5.152858 .7856058 . 886344 3.8043 6.5357 61.8343
cC 12 12 .416325 2031723 4507464 —. 2494 1.0884 4.9959
hec 12 12 3.099642 . 0313802 .1771446 2.8946 3.4112 37.1957
educ 12 12 11.34524 . 7136864 . B447996 9.4286 12.4429 136.1429
erdf 12 12 . 8380417 .1873266 .4328125 .1389 1.4499 10. 0565
cf 12 12 . 5617583 . 0817182 . 285864 .1106 1.0287 6.7411
esf 12 12 .255925 . 0153322 .1238233 . 0562 .4533 3.0711
CP 12 12 1.655717 . 6819488 . 8258019 . 3056 2.9164 19. B686

. esttab using summarystat_cross.rtf, cells("count mean(fmt(2)) sd(fmc(2)) min(fmc(2)) max(fmc(2))™) nomtitle nonumber
(output written to summarystat_cross.rtf)

. generate
. generate
. generate
. generate
. generate
. generate
. generate
. generate
. generate
. generate
. generate
. generate
. generate
. generate
. generate
. generate

Tny=In(y)
Tninv=In(inv)
deltang—deltag+n
Tndeltang=TIn{delt
Tnhc=In(hc)
Tneduc=In(educ)
Tnerdf=In(erdf)
Tncf=In(cf)
Tnesf=In(esf)
Tnce=In(cP)
CPI_IncP=cpi*In(C
CPI_CP=Cpi*CP
cc_IncP=Cc* In(cCP)

CC_CP=CC*CP

ang)

P)

CPI_InERDF=cpi*In(erdf)

CPI_ERDF=cpi*erdf
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. *the following regression is our basic model

. regress gdpg Iny Ininv Tneduc Indeltang cpi TnCP CPI_InCP

source S5 df MS Number of obs = 12
FC 7, 4) = 4.51
Model 42.9033373 7  6.12904819 Prob = F = 0.0819
rResidual 5.43004233 4 1.35751058 R-squared = 0.8877
Adj R-squared = 0.6910
Total 48.3333797 11 4.39394361 ROOT MSE = 1.1651
gdpg Coef. std. Err. T P>t [95% conf. Interval]
Ty —-3.576276 2. 685997 -1.33 0.254 -11.0338 3. 881246
Tninv —-9.04315 4.638202 -1.95 0.123 -21.92086 3.834564
Tneduc 7.896857 6.433319 1.23 0.287 -9.9649 25.75861
Tndeltang —6. 097307 4.263703 -1.43 0.226 -17.93524 5.74063
cpi -1.158602 . 9456389 -1.23 0.288 —-3.784116 1.466913
ncp -16.28306 8. 569654 -1.90 0.130 —-40.07623 7.510118
CPI_TnCP 2.759364 1.427743 1.93 0.125 -1.204686 6.723415
_Cons 63.5464 21.75735 2.92 0.043 3.138324 123.9545
. estimates store ml, title(Model 1)
. test cpi CPI_InCP
(1) cpi=0
(2) cPL_ImcP =0
F( 2, 4) = 1.89
Prob = F = 0.2643
. test IncP CPI_InCP
(1) TP =0
(2) cPIi_IncP =0
F( 2, 4) = 1.89
Prob = F = 0.2637
. *the following regression is our basic model with cC instead of CPI
. regress gdpg Iny Ininv Tneduc Indeltang cC IncP cc_IncP
Source S5 df MS Number of obs = 12
FC 7, 4) = 3.81
Model 42.0328848 7  6.00469782 Prob = F = 0.1068
Residual 6.30049491 4 1.57512373 R-squared = 0.8696
Adj R-squared = 0.6415
Total 48.3333797 11 4.39394361 ROOT MSE = 1.255
gdpg Coef. std. Err. T P>t [95% conf. Interwval]
Tny —4.631524 3.076122 -1.51 0.207 -13.17221 3.90916
Tninv -8.766083 5.333052 -1.64 0.176 -23.57301 6.040844
Tneduc 7.782899 7.083579 1.10 0.334 -11. 88427 27 .45007
Tndeltang —-6.932377 5.063285 -1.37 0.243 —-20.99031 7.125556
cC —. 8884661 1.985094 —0.45 0.678 —6.39997 4.623038
Tnce —4.122954 2.844999 -1.45 0.221 -12.02194 3.776028
cc_Tncp 4.77501 3.018556 1.58 0.189 —3.605845 13.15586
_cons 69.00973 24.61458 2.80 0.049 . 6686925 137.3508

. estimates store m2, title(Model 2)

test cC cC_IncP

(1) cc=0
(2) cc_IncP =0

FC 2, 4)
Prob = F

test IncP cc_IncP

(1) TncPp =0
(2) cc_IncP =0

FC 2, 4)
Prob = F

1.35
0.3559

1.26
0.3758
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*the following regression is our basic model with hc instead of educ
. regress gdpg Iny Ininv Tnhc Indeltang cpi IncP CPI_InCP

source S5 df M5 Number of obs = 12
FC 7, 4) = 3.82
Model 42.0431876 7 6.00616966 Prob = F = 0.1065
Residual 6.29019205 4 1.57254801 R-squared = 0.8699
Adj R-sgquared = 0.6421
Total 48. 3333797 11 4.39394361 ROOT MSE = 1.254
gdpg Coef. std. Err. T P>t [95% conf. Interwval]
Tny .1121674 4. 867923 0.02 0.983 -13.40335 13.62769
Tninv —-3.74367 4 878171 -0.77 0.486 -17.28764 9. 800303
Tnhc —14.45975 16.6554 -0.87 0.434 —60.70255 31.78304
Tndeltang —4.773202 4.530505 -1.05 0.352 -17.3519 7.805496
cpi -1.369314 1.175226 -1.17 0.309 —4.632265 1. 893636
nce -14.06194 B.722585 -1.61 0.182 —38.27971 10.15584
CPI_1ncP 2.638264 1.57199 1.68 0.169 -1.726279 7.002808
_cons 45.28758 33.61291 1.35 0.249 —48. 03681 138.612
. estimates store m3, title(Model 3)
. test cpi CcPI_InCP
(1) cpi=0
(2) cPI_IncP =0
F( 2, 4) = 1.42
Prob = F = 0. 3416
. test IncP CPI_InCP
(1) TP =0
(2) cPI_IncP =0
F( 2, 4) = 1.45
Prob = F = 0.3356
. *the following regression is our basic model with ERDF instead of cP
. regress gdpg Iny Ininv Tneduc Tndeltang cpi Tnerdf CPI_InERDF
Source S5 df MS Number of obs = 12
FC 7, 4) = 3.68
Model 41. 8330354 7 5.97614792 Prob = F = 0.1129
Residual 6. 50034422 4 1.62508606 R-squared = 0.8655
Adj R-squared = 0.6302
Total 48.3333797 11 4.39394361 ROOT MSE = 1.2748
gdpg Coef. std. Err. T P>t [95% conf. Interwval]
Tny —3.304559 3.093187 -1.07 0.346 -11. 89262 5.283506
Tninv —8. B26876 5.396938 -1.64 0.177 —23.81118 6.157426
Tneduc 7.776273 7.202741 1.08 0.341 -12.22174 27.77429
Tndeltang —-4.416136 4.136849 -1.07 0.346 -15. 90187 7.069599
cpi . 5020393 . 7597023 0.66 0.545 -1.607232 2.611311
Tnerdf -12. 62958 8.217932 -1.54 0.199 —35.44622 10.18705
CPI_1TNERDF 2.198449 1.403499 1.57 0.192 -1.698289 6.095186
_cons 48.04328 25.5564 1.88 0.133 —-22.91265 118. 9992

. estimates store m4, title(Model 4)

. test cpi CPI_InNERDF

(1) cpi=0
( 2) CPI_INERDF = 0O

F( 2, 4) =
Prob = F =

. test Inerdf CPI_InERDF

(1) Tnerdf =0
( 2) CPI_INERDF = 0O

FC 2, 4)
Prob = F

. estout ml m2 m3 M4 using output.rtf, cells(b(star fmt(3)) se(par fmt(2))) starlevels (* 0.1 ** 0.05 *** 0.01) ///
> legend Tabel varlabels(_cons constant)

1.25
0.3797

1.25
0.3780

> stats(r2 r2_a N, fmc(3 3 0) label(R_squared Adj_r2 Number_of_obs))

(output written to output.

rtf)
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. *robust SEs

. *the following regression is our basic model

. regress gdpg Iny Ininv Tneduc Indeltang cpi IncP CPI_InCP, vce(robust)

Linear regression Number of obs = 12
F( 7, 4) = 38.29
prob > F = 0.0017
R-squared = 0.8877
ROOT MSE = 1.1651
Robust
gdpg Coef. std. Err. T P=|t| [95% conf. Interwval]
Tny —-3.576276 3.10781 -1.15 0.314 -12.20494 5.052387
Tninv —-9.04315 4.169111 -2.17 0.096 -20.61846 2.532159
Tneduc 7.896857 5.7015 1.39 0.238 —7.933044 23.72676
Tndeltang —6. 097307 4.340594 -1.40 0.233 -18.14873 5.954113
cpi -1.158602 . 6987288 -1.66 0.173 -3.098584 . 7813803
Tnce -16.28306 B.807779 -1.85 0.138 —-40.73737 8.171257
CPI_TnCP 2.759364 1.448424 1.91 0.129 -1.262105 6.780833
_cons 63.5464 19. 66369 3.23 0.032 8.951245 118.1416
. estimates store m5, title(Model 1)
. *the following regression is our basic model with cC instad of cPI
. regress gdpg Iny Ininv Tneduc Indeltang cC IncP cc_IncP, vce(robust)
Linear regression Number of obs = 12
F( 7, 4) = 39.95
prob > F = 0.0015
R-squared = 0.8696
ROOT MSE = 1.255
Robust
gdpg Coef. std. Err. T P=|t| [95% conf. Interwval]
Tny —4.631524 3.059455 -1.51 0.205 -13.12593 3.862884
Tninv -8.766083 4.158678 -2.11 0.103 -20.31242 2.780259
Tneduc 7.782899 6.284675 1.24 0.283 -9. 666158 25.23196
Tndeltang —-6.932377 4.72662 -1.47 0.216 —-20.05558 6.190824
cC —. 8884661 1.211682 -0.73 0.504 —4.252634 2.475702
Tnce —4.122954 2.889164 -1.43 0.227 -12.14456 3. 89865
cc_Tncp 4.77501 3. 066028 1.56 0.194 -3.737649 13.28767
_cons 69.00973 21.1303 3.27 0.031 10.3426 127.6769
. estimates store mb, title(Model 2)
. *the following regression is our basic model with hc instad of educ
. regress gdpg Iny Ininv Inhc Indeltang cpi IncP CPI_InCP, vce(robust)
Linear regression Number of obs = 12
F( 7, 4) = 9.07
prob > F = 0.0250
R-squared = 0.8699
ROOT MSE = 1.254
Robust
gdpg Coef. std. Err. T P>t [95% conf. Interwval]
Tny .1121674 5.406581 0.02 0.984 -14. 89891 15.12324
Tninv —3.74367 3.964758 —0.94 0.399 -14.7516 7.264263
Tnhc -14.45975 16.26872 -0.89 0.424 —59. 62898 30.70947
Tndeltang —4.773202 5.394762 -0.88 0.426 -19.75146 10. 20506
cpi -1.369314 1.209101 -1.13 0.321 —-4.726316 1.987688
Tnce -14.06194 10. 56053 -1.33 0.254 —43.38266 15.25878
CPI_TnCP 2.638264 1.901405 1.39 0.238 -2.640881 7.91741
_cons 45.28758 28.40688 1.59 0.186 —33.58256 124.1577

. estimates store m7, title(Model 3)
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*the following regression is our basic model with ERDF instead of cp
. regress gdpg Tny Ininv Tneduc Indeltang cpi Tnerdf CcPI_InERDF, vce(robust)

Linear regression Number of obs = 12
F(C 7, 4) = 28.72
Prob > F = 0.0029
R-squared = 0.8655
ROOT MSE = 1.2748

rRobust
gdpg Coef. std. Err. T P>t [95% conf. Interval]
Tny —3.304559 3.218732 -1.03 0.363 -12.24119 5.632073
Tninv —8. 826876 4.176092 -2.11 0.102 -20.42157 2.767813
Tneduc 7.776273 5.733611 1.36 0.247 -8.142784 23.69533
Tndeltang —4.416136 3.757247 -1.18 0.305 -14.84793 6.015655
cpi . 5020393 . 5772859 0.87 0.434 -1.100763 2.104842
Tnerdf -12.62958 7.375522 -1.71 0.162 -33.10732 7.848149
CPI_TNERDF 2.198449 1.246634 1.76 0.153 -1.262761 5.659659
_cons 48.04328 25.28892 1.90 0.130 —-22.17002 118.2566

. estimates store m8, title(Model 4)
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APPENDIX 4. PANEL REGRESSION CODE AND OUTPUT

. clear all

cd "C:\Users\User\Dropbox\Thesis\Analysis\pata”
s\users\user\Dropbox\Thesis\Analysis\pata

. use dataset_panel_new. dta

el

. sum if inrange(year, 2007, 2013)

variable obs Mean std. Dev. Min Max
country 84 6.5 3.472786 1 12
year 84 2010 2.012012 2007 2013
inv 84 23.66548 4.987031 13.4 38.4

n 84 —. 1701357 . 8248811 -2.2585 1.4001
deltag 84 5 ] 5 5
cpi 84 5.155952 9231104 3.3 6.8

cC 84 .4163286 .44382 —.3037 1.2419

he 84 3.099639 .1714929 2.8527 3.4749

educ 84 11.34524 . 833689 8.9 12.8
erdf 84 . 8380429 . 5692826 . 0672 2.7665

cf 84 . 5617512 .3535842 . 0005 1.7363

esf 84 . 2559238 .1797038 .0303 . 8749

CcP 84 1.655717 . 9950895 .1976 4.3413

¥ 84 17807.14 4092.155 10400 27200

. estpost sum

y inv n deltag cpi ¢C hc educ erdf cf esf cp if inrange(year, 2007, 2013)

e(count) e(sum_w) e(mean) e(var) e(sd) e(min) e(max) e(sum)

B84 84 17807.14 1.67e+07  4092.155 10400 27200 1495800

inv B84 B84 23.66548 24_ 87048 4.987031 13.4 38.4 1987.9
n B84 84 1701357 . 6804289 . 8248811 —-2.2585 1.4001 -14.2914
deltag B84 B84 5 0 0 5 5 420
cpi B84 B84 5.155952 . 8521328 .9231104 3.3 6.8 433.1
cC B84 B84 .4163286 .1969762 .44382 —. 3037 1.2419 34.9716
hc 84 84 3.099639 .0294098 .1714929 2.8527 3.4749  260.3697
educ B84 B84 11.34524 . 6950373 . 833689 8.9 12.8 953
erdf B84 B84 . 8380429 . 3240827 . 5692826 . 0672 2.7665 70.3956
cf B84 B84 . 5617512 .1250218 .3535842 . 0005 1.7363 47 .1871
esf B84 B84 .2559238 . 0322935 .1797038 .0303 . 8749 21.4976
CP B84 B84 1.655717 . 9902031 . 9950895 .1976 4.3413 139. 0802

. esttab using summarystatl.rtf, cells("count mean(fmt(2)) sd(fmt(2))

(output written to summarystatl.rtf)

. XtSet courntry
panel variable:
time variable:
delta:

country (strongly balanced)
year, 2007 to 2014
1 unit

. by country: generate lagy = y[_n-1]
(12 missing values generated)

. generate Try=In(y)

. generate Inlagy=In(lagy)
(12 missing values generated)

. generate gdpgplusl=(Tny-Inlagy)*100
(12 missing values generated)

. generate gdpg=gdpgplusl[_n+1]

(12 missing values generated)

. ate Tnmimv=In(inv)
(12 missing values generated)

. generate deltang=deltag+n
(12 missing values generated)

. generate Indeltang=In(deltang)
(12 missing values generated)

. generate Tnhc=In(hc)
(12 missing values generated)

. generate Tneduc=In(educ)
(12 missing values generated)

min(fmc(2)) max(fmc(2))") nomtitle nonumber
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. generate Inerdf=In(erdf)
(12 missing values generated)

. ate Incf=In(cf)
(12 missing values generated)

. generate Inesf=In(esf)
(12 missing values generated)

. generate IncP=In(cP)
(12 missing values generated)

. generate CPI_InCP=cpi*In(CP)
(12 missing values generated)

. generate CPI_CP=cpi*CP
(12 missing values generated)

. ate cc_lIncP=cc*In(CP)
(12 missing values generated)

. generate CC_CP=CC*CP
(12 missing values generated)

. generate CPI_InERDF=cpi*In(erdf)
(12 missing values generated)

. generate CPI_ERDF=cpi*erdf
(12 missing values generated)

*

. *the following regression is our basic model
. xtreg gdpg Tny Tninv Tneduc Tndeltang cpi TncP cPI_IncP if inrange(year, 2007, 2013), vce (cluster country)

random-effects GLS regression Number of obs = 84
Group variable: country Number of groups = 12
R-sq: within = 0.2631 Obs per group: min = 7
between = 0.8820 avg = 7.0
overall = 0.3053 max = 7

wald chiz(7) = 92.67

corr(u_i, x) = 0 (assumed) Prob = chi2 = 0. 0000

(std. Err. adjusted for 12 clusters in country)

rRobust
gdpg Coef. std. Err. z P=|z| [95% conf. Interval]
Tny —2.598304 3.28834 -0.79 0.429 —-9.043332 3.846724
Tninv -12. 82564 2.829987 —4.53 0. 000 -18.37231 —7 . 278967
Tneduc 4.29096 2.949449 1.45 0.146 —1.489855 10.07177
Tndeltang —3.068929 1.675014 -1.83 0. 067 —6. 351896 .2140386
cpi —1. 545963 . 5905125 -2.62 0.009 —-2.703346 —. 3885798
nce —-15.08345 3.75681 —-4.01 0. 000 —22.44666 —7.720233
CPI_TncpP 2.795113 . 6412648 4.36 0. 000 1.538258 4.051969
_cons 70.47681 32.03957 2.20 0.028 7.680399 133.2732
sigma_u 0
sigma_e 4.8272316
rho (1] (fraction of variance due to u_i)

. estimates store ml, title(model 1)
. test cpi CPI_InCP

(1) epi=0
(2) cPI_ImcP =0

chiz( 2) = 22.63
Prob = chi2 = 0.0000
. test IncP CPI_InCP
(1) Tmcp =0
(2) cPI_IncP =0
chi2¢{ 2) = 22.71
Prob = chi2 = 0.0000
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*the following regression is our basic model with cC instead of cpPI

. xtreg gdpg Iny Ininv Ineduc Indeltang cC IncP cC_IncP if inrange(year, 2007, 2013), vce (cluster country)

random-effects GLS regression

Group variable:

R-s5q: within
between
overall

corr{u_i, x)

COurntry
0.2359

0.7505
0.2655

0 (assumed)

Number of obs
Number of groups

obs per group: min

wald chi2(7)
Prob = chi2

avg
max

84
12

7
7.0
7

263.74
0. 0000

(std. Err. adjusted for 12 clusters in country)
rRobust
gdpg Coef. std. Err. z P=|z| [95% conf. Interval]
Tny —6.121598 3.530158 -1.73 0.083 -13. 04058 . 7973852
Tninv -12.68323 3.991625 -3.18 0.001 —20. 50667 —4.859794
Tneduc 3.387739 4.150986 0.82 0.414 —4.748043 11.52352
Tndeltang —3.280847 1.958839 -1.67 0.094 —7.120102 . 558408
cC —. 4652801 1.334258 -0.35 0.727 —3.080379 2.149818
Tnce —-2.52041 1.659419 -1.52 0.129 -5.772811 .7319919
cc_Tncp 4.322801 1.623133 2.66 0.008 1.14152 7.504082
_cons 99. 36574 38. 98863 2.55 0.011 22.94943 175.782
sigma_u ]
sigma_e 4.8818746
rho 0 (fraction of variance due to u_i)

. estimates store m2, title(Model 2)

. test cC cc_IncP

(1) cc=0

(2) cc_IncP =0

chi2( 2) = 7.
Prob = chiz = 0.
. test IncP cc_InCP
(1) Imcp =0
(2) cc_ImpP =0
chi2( 2) = 19.
Prob = chi2 = 0.

38
0001

. *the following regression is our basic model with hc instead of educ
. xtreg gdpg Iny Ininv Inhc Indeltang cpi IncP CPI_IncP if inrange(year, 2007, 2013), vce (cluster country)

random-effects
Group variable:

R-s5q: within

between
overall

corr{u_i, x)

GLS regression

COurntry

0.2683
0.8482
0.3047

= 0 (assumed)

Number of obs
Number of groups

obs per group: min

wald chi2(7)
Prob = chi2

avg
max

84
12

7
7.0
7

74.40
0. 0000

(std. Err. adjusted for 12 clusters in country)
rRobust
gdpg Coef. std. Err. z P=|z| [95% conf. Interval]
Tny —-3.026205 4.936719 -0.61 0.540 -12.702 6.649586
Tninv -13.04774 3. BO6685 -3.43 0.001 —20. 5087 -5.586772
Tnhc 6.031086 13.61597 0.44 0.658 —20.65573 32.7179
Tndeltang —3.448659 1.982554 -1.74 0. 082 —7.334394 4370767
cpi -1.459716 . 6440393 -2.27 0.023 —-2.72201 —.1974223
nce -14.32177 3. 887979 -3.68 0. 000 —21.94207 —6.701475
CPI_1ncP 2.646841 . 7011387 3.78 0. 000 1.272635 4.021048
_cons 79.08603 42.29679 1.87 0.062 —3. 814162 161. 9862
sigma_u ]
sigma_e 4.7829185
rho 0 (fraction of variance due to u_i)
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. estimates store m3, title(Model 3)

. test cpi CcPI_InCP

(1) cpi=0

(2) cPI_IncP =0

chi2( 2)
Prob = chi2

test InCP CPI_InCP

(1) TncPp =0
(2) cPI_IncP =0

chi2( 2)
Prob = chi2

15.41
0. 0005

14.25
0. 0008

. *the following regression is our basic model with ERDF instead of cP

. xtreg gdpg Iny Ininv Ineduc Indeltang cpi Tnerdf CPI_InERDF if inrange(year, 2007, 2013), vce (cluster courtry)

random-effects GLS regression Number of obs = 84
Group variable: country Number of groups = 12
R-s5q: within = 0.2592 obs per group: min = 7
between = 0.8778 avg = 7.0
overall = 0.3041 max = 7
wald chi2(7) = 63.82
corr{u_i, x) = 0 (assumed) prob > chiz2 = 0. 0000
(std. Err. adjusted for 12 clusters 1in country)
rRobust
gdpg Coef. std. Err. z P=|z| [95% conf. Interwval]
Tny -1. 690656 3. 288852 -0.51 0.607 -8.136689 4.755376
Tninv -11.53178 2.884883 —-4.00 0. 000 -17.18605 -5.877515
Tneduc 3.703457 2.835408 1.31 0.192 -1.853841 9. 260756
Tndeltang —1. 807066 1.462207 -1.24 0.217 —4.67294 1.058808
cpi .1150324 . 545802 0.21 0.833 —. 9547197 1.184785
Tnerdf -11.086 2.510042 —4.42 0. 000 -16. 00559 —-6.166408
CPI_TNERDF 2.161053 .4933618 4.38 0. 000 1.194082 3.128024
_cons 48.12642 32.27024 1.49 0.136 -15.12208 111.3749
sigma_u ]
sigma_e 4.864023
rho 0 (fraction of variance due to u_i)

. estimates store m4, title(Model 4)

. test cpi CPI_InNERDF

>
>

(1) cpi=0

( 2) CPI_INERDF = 0O

chi2( 2)
Prob = chi2

test Inerdf CPI_InERDF

(1) Tnerdf =0
( 2) CPI_INERDF = 0

chi2( 2)
Prob = chi2

estout mlL m2 m2 m4 using panel.rtf, cells(b(star fmt(3)) se(par fmc(2))) starlevels (* 0.1 ** 0.05 *** 0.01) ///

19.23
0. 0001

19.51

0. 0001

Tegend Tabel varlabels(_cons constamt) ///
stats(r2_o N, fmt(3 0) label(R_sq overall Number_of_obs))
(output written to panel.rtf)
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*

. *regressions with fixed country and time effects

. *the following regression is our basic model
. xtreg gdpg Iny Ininv Ineduc Indeltang cpi IncP CPI_InCP if inrange(year, 2007, 2013), vce (cluster country)

random-effects

Group variable:

R-sq: within
between
overall

corr{u_i, )

GLS regression

Courntry

0.2631
0. 8820
0.3053

0 (assumed)

Number of obs
Number of groups

obs per group: min

wald chiz2(7)
prob = chi2

avg
max

84
12

7
7.0
7

92.67
0. 0000

(std. Err. adjusted for 12 clusters in country)
rRobust
gdpg coef. std. Err. z pP=|z| [95% conf. Interval]
Tny —2.598304 3.28834 -0.79 0.429 —9.043332 3.846724
Tninv -12. 82564 2.829987 —-4.53 0. 000 -18.37231 —7.278967
Tneduc 4.29096 2.949449 1.45 0.146 —1.489855 10.07177
Tndeltang —3. 068929 1.675014 -1.83 0. 067 —6. 351896 .2140386
cpi —1.545963 . 5905125 -2.62 0.009 —-2.703346 —. 3885798
nce -15. 08345 3.75681 —-4.01 0. 000 —22.44666 —7.720233
CPI_TncpP 2.795113 . 6412648 4.36 0. 000 1.538258 4.051969
_cons 70.47681 32.03957 2.20 0.028 7.680399 133.2732
sigma_u ]
sigma_e 4.8272316
rho 0 (fraction of variance due to u_i)

. estimates store m5, title(model 1)

. test cpi CPI_InCP

(1) cpi=0
( 2) cPL_IncP

chi2
Prob =

. test InCP CPI_InCP

(1) ImcP =0
(2) cPL_IncP

chi2
Prob =

*the following regression is our basic model with FE
. xtreg gdpg Iny Ininv Tneduc Indeltang cpi InCP CPI_InCP if inrange(year, 2007, 2013), fe vce (cluster country)

=0
( 2) = 22.63
chi2 =  0.0000
=0

( 2)= 22.71
chi2 =  0.0000

Fixed-effects (within) regression Number of obs = 84
Group variable: country Number of groups = 12
R-s5q: within = 0.3446 obs per group: min = 7
between = 0.6488 avg = 7.0
overall = 0.1833 max = 7
F(7,11) = 14.70
corr{u_i, xb) = —-0.9200 Prob > F = 0. 0001
(std. Err. adjusted for 12 clusters in country)
rRobust
gdpg Coef. std. Err. T P>t [95% conf. Interval]
Tny -18.6919 7.111981 -2.63 0.023 —34.34526 —3.038535
Tninv -12. 87994 4.319627 -2.98 0.012 —-22.38737 —-3.372506
Tneduc —38.93008 34. 60759 -1.12 0.285 -115.1009 37.24071
Tndeltang —-9.563735 6.226203 -1.54 0.153 —-23.26752 4.140046
cpi —. 9441008 1.944553 -0.49 0.637 -5.224033 3.335831
nce -12.62241 5.990281 -2.11 0.059 —-25. 80693 . 5621073
CPI_1ncP 2.910143 1.250102 2.33 0.040 .1586883 5. 661598
_cons 338.7113 96.41148 3.51 0.005 126.5111 550.9115
sigma_u 6.8476011
sigma_e 4.8272316
rho . 66802158 (fraction of variance due to u_i)
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. estimates store m6, title(Model 2)

. test cpi cPI_1

(1) cpi=0
{2) cPI_InCP

FC 2,
Prob

nce

=0

11)
> F

. test InCP CPI_InCP

(1) Tmcp =0
(2) cPi_IncP

FC 2,
Prob

-0

11)
> F

2.73
0.1089

2.88
0.0989

*the following regression is our basic model with time effects

. xtreg gdpg Iny Tninv Tneduc Tndeltang cpi TnCP CPI_InCP 1i.year if inrange(year, 2007, 2013), vce (cluster country)

random-effects GLS regression

Group variable:

R-sg: within
between
overall

corr{u_i, X) =

Courntry

0. 6840
0. 8689
0. 6997

0 (assumed)

Number of obs
Number of groups

Obs per group: min

wald chiz2(11)
Prob = chi2

avg
max

84
12

7.0
7

(std. Err. adjusted for 12 clusters in country)
Robust
gdpg coef. std. Err. z P=|z| [95% conf. Interwval]
Tny —.1773299 2.778616 -0.06 0.949 -5.623316 5.268657
Tninv —8.381044 2.316373 -3.62 0. 000 -12.92105 —3.841037
Tneduc 1.128557 3.658312 0.31 0.758 —6. 041604 8.298717
Tndeltang —5.454174 2.515354 -2.17 0.030 -10. 38418 —. 5241718
cpi -1.287749 . 350168 -3. 0. 000 —1. 974066 —. 6014326
nce -12.79248 2.876463 —4.45 0. 000 —-18.43024 —7.154714
CPI_1ncP 2.348934 . 4790046 4.90 0. 000 1.410102 3.287765
year
2008 -11.50773 2.216174 -5.19 0. 000 -15. 85135 —7.164107
2009 —. 4199837 1.025913 -0.41 0.682 —-2.430736 1. 590768
2010 —1. 805047 1. 409582 -1.28 0.200 —4.567777 . 9576822
2011 —-2.707459 1.138913 -2.38 0.017 —4.939687 —. 4752311
2012 —3.668192 1. 007697 -3.64 0. 000 —-5.643242 -1.693143
2013 —-3.292623 1.172121 -2.81 0.005 —5.589939 —. 9953078
_cons 46.25471 23.98479 1.93 0.054 —.7546134 93.26404
sigma_u ]
sigma_e 3.3322866
rho 0 (fraction of variance due to u_i)

. estimates store m7, title(model 3)

. test cpi CPI_InCP

(1) cpi=0

(2) cPI_ImcP =0
chi2( 2) =
Prob = chi2 =

. test InCP CPI_InCP

(1) TP =0

(2) cPI_ImcP =0
chi2( 2) =
Prob = chi2 =

32.73
0. 0000

27.75
0. 0000

*the following regression is our basic model with FE and time effects
. xtreg gdpg Iny Ininv Tneduc Indeltang cpi InCP CPI_InCP i.year if inrange(year, 2007, 2013), fe vce (cluster courtry)

127



Fixed-effects (within) regression Number of ohs = 84
Group variable: country Number of groups = 12
R-s5q: within = 0.7165 obs per group: min = 7
between = 0.5725 avg = 7.0
overall = 0.4475 max = 7
F(11,11) = .

corr{u_i, xb) = -0.7742 Prob > F = .

(std. Err. adjusted for 12 clusters in country)

rRobust
gdpg Coef. std. Err. T P>t [95% conf. Interwval]
Tny -13.50378 19.17744 -0.70 0.496 —-55.71305 28.70548
Tninv -5.046409 4.296676 -1.17 0.265 -14.50333 4.410512
Tneduc -31.17133 28.90707 -1.08 0.304 —94.79536 32.4527
Tndeltang -13.36972 5.529128 -2.42 0.034 —-25.53925 -1.200193
cpi —. 0616941 1.887511 -0.03 0.975 —4.216078 4.09269
nce -10. 54351 4.013009 -2.63 0.024 -19. 37608 -1.710939
cPI_Tncp 2.083689 .B642223 2.41 0.035 . 1815487 3.98583
year
2008 -10. 86712 2.361545 —4.60 0.001 -16.06484 -5.669391
2009 —. 0482953 1.16392 -0.04 0.968 —2.610066 2.513475
2010 —. 6532827 2.879845 -0.23 0.825 —6.991779 5.685214
2011 —. 578871 3.759002 -0.15 0. 880 —8.852379 7.694637
2012 —1.3B8848 3.767357 -0.37 0.719 —9. 680744 6.903049
2013 —. 5153919 4.199904 -0.12 0.905 -9.759318 B8.728535
_cons 248. 6099 181.5549 1.37 0.198 —150. 9897 648. 2095
sigma_u 4.9136837
sigma_e 3.3322866
rho . 684975 (fraction of variance due to u_i)

. estimates store m8, title(model 4)
. test cpi CPI_InCP

(1) epi=0
(2) cPL_ImcP =0

FC 2, 11) = 3.03
Prob > F = 0.0894
. test IncP cPI_IncP
(1) Tnmcp =0
(2) cPi_IncP =0
FC 2, 11) = 3.45
Prob > F = 0. 0686

. estout m5 m6 m7 m8 using panel3.rtf, cells(b(star fmt(3)) se(par fmt(2))) starlevels (* 0.1 ** 0.05 *** 0.01) ///
> legend Tabel varlabels(_cons constant) ///

> stats(r2_o N, fmc(3 0) label(R_sq overall Number_of_obs))

(output written to panel3.rtf)

. *Hausman test

. quietly xtreg gdpg Iny Ininv Tneduc Tndeltang cpi IncP CPI_InCP if inrange(year, 2007, 2013)

. estimates store random

. quietly xtreg gdpg Iny Ininv Ineduc Indeltang cpi IncP CPI_IncP if inrange(year, 2007, 2013), fe
. estimates store fixed

. bausman fixed random, sigmamore

—— coefficients

(b) (B) (b-B) sqrt(diag(v_b-v_g))
fixed random pifference S.E.

Tny -18.6919 —2.598304 -16.09359 8.340283
Tninv -12. 87994 -12. 82564 —. 0542998 3.929943
Tneduc —38.93008 4. 29096 —43.22104 39.74926
Tndeltang —-9.563735 —3.068929 —6.494806 6.472024
cpi —. 9441008 -1.545963 . 6018622 1.513419
Tncp -12.62241 —15.08345 2.461034 4.19087
CPI_1ncP 2.910143 2.795113 .1150298 . 8166652

b = consistent under Ho and Ha; obtained from xtreg
B = inconsistent under Ha, efficient under Ho; obtained from xtreg
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Test: Ho: difference in coefficients not systematic
(b-8) " [(v_b-v_B)A(-1)]1(b-B)
9.92
0.1933

chiz(7)

Prob=chi2

) -__

*regressions with 1
. by country: gen Incplagl=IncP[_n-1]
(12 missing values generated)

. by courtry: gen TncPlagz=IncP[_n-2]
(24 missing values generated)

. by courtry: gen TncPlag3=IncP[_n-3]
(36 missing values generated)

. ate CPI_IncPlagl=cpi*IncPlagl
(24 missing values generated)

. generate CPI_InCPlag2=cpi*IncPlag2
(36 missing values generated)

. generate CPI_InCPlag3=cpi*IncPlag3
(48 missing values generated)

*the following regression is our basic model

. xtreg gdpg Iny Ininv Ineduc Indeltang cpi IncP CPI_InCP if inrange(year, 2007, 2013), vce (cluster coumntry)

random-effects GLS regression Number of obs = 84
Group variable: coumtry Number of groups = 12
R-s5q: within = 0.2631 Obs per group: min = 7
between = 0.8820 avg = 7.0
overall = 0.3053 max = 7
wald chi2(7) = 92. 67
corr{u_i, x) = 0 (assumed) prob > chiz2 = 0. 0000
(std. Err. adjusted for 12 clusters in country)
rRobust
gdpg Coef. std. Err. z p>|z| [95% conf. Interval]
Tny -2.598304 3.28834 -0.79 0.429 -9.043332 3.846724
Tninv -12.82564 2.829987 —4.53 0. 000 -18.37231 —7.278967
Tneduc 4.29096 2.949449 1.45 0.146 -1.489855 10.07177
Tndeltang —3.068929 1.675014 -1.83 0.067 —6.351896 . 2140386
cpi -1. 545963 . 5905125 -2.62 0.009 -2.703346 —. 3885798
ncp -15.08345 3.75681 —-4.01 0. 000 —-22.44666 —7.720233
CPI_TncCpP 2.795113 . 6412648 4.36 0. 000 1.538258 4.051969
_Cons 70.47681 32.03957 2.20 0.028 7.680399 133.2732
sigma_u ]
sigma_e 4.8272316
rho 0 (fraction of variance due to u_i)
. estimates store m9, title(Model 1)
. test cpi CcPI_InCP
(1) cpi=0
(2) cPI_IncP =0
chi2( 2) = 22.63
Prob = chi2 = 0. 0000
. test IncP CPI_InCP
(1) Tmcp =0
(2) cPI_IncP =0
chi2( 2) = 22.71
Prob = chi2 = 0. 0000
. *the following regression is our basic model with 1 lag of cp

. xtreg gdpg Iny Ininv Ineduc Indeltang cpi InCPlagl cPI_IncPlagl if inrange(year, 2007, 2013), vce (cluster courtry)
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random-effects
Group variable:

R-s5q: within

between
overall

corr(u_i, x)

GLS regression

country

0.4205
0. 6896
0.4115

0 (assumed)

Number of obs
Number of groups

obs per group: min

avg
max

wald chiz2(7)
Prob = chi2

72
12

6
6.0
6

83.75
0.0000

(std. Err. adjusted for 12 clusters in country)
Robust
gdpg Coef. std. Err. z P=|z| [95% conf. Interval]
Tny —-3.399272 3.148191 -1.08 0.280 -9.569613 2.771068
Trinv -17.76917 6.315569 -2.81 0.005 —-30.14746 —5.390879
Tneduc 11.41407 7.7300908 1.48 0.140 -3.738232 26. 56637
Tndeltang . 8723558 2.858944 0.31 0.760 —-4.731071 6.475782
cpi -1.691413 . 7587187 -2.23 0.026 —-3.178474 —.2043517
TncPlagl -10. 57849 7.081141 -1.49 0.135 —24_45727 3. 300295
CPI_TncPlagl 2.102811 1.1648 1.81 0.071 —. 1801553 4385778
_cons 69.91331 38.94032 1.80 0.073 —6.408323 146.2349
sigma_u ]
sigma_e 4.5012915
rho 0 (fraction of variance due to u_i)

. estimates store ml0, title(Model 2)

. test cpi CPI_IncPlagl

(1) cpi=0

( 2) cpi_lncplagl = 0

chi2( 2)
prob = chi2

6.
0.

920
0318

. test IncPlagl cPI_lncPlagl

(1) TIncplagl = 0
( 2) cpi_incplagl = 0

chi2( 2)
prob = chi2

10.
0.

78
0046

. *the following regression is our basic model with 2 lags of cpP
. xtreg gdpg Iny Ininv Ineduc Tndeltang cpi IncPlag2 cPI_lncpPlag2 if

random-effects
Group variable:

R-s5q: within

between
overall

corr(u_i, x)

GLS regression

country

0.0725
0.7941
0.4921

= 0 (assumed)

Number of obs
Number of groups

obs per group: min

avg
max

wald chiz2(7)
Prob = chi2

inrange(year, 2007, 2013), vce (cluster country)

219.06
0.0000

(std. Err. adjusted for 12 clusters in country)
rRobust
gdpg Coef. std. Err. z P=|z| [95% conf. Interval]
Trny —4.042377 3.915621 -1.03 0.302 —-11.71685 3.632099
Tninv —. 9919812 3.136919 -0.32 0.752 —7.140229 5.156266
Tneduc 3.953599 8.195671 0.48 0.630 -12.10962 20.01682
Tndeltang -5.91593 3. 029885 -1.95 0.051 -11.8544 . 0225352
cpi .1636062 .3044326 0.54 0.591 —. 4330708 . 7602831
TncPlag2 —2. 800544 3. 838869 -0.73 0.466 -10. 32459 4.723501
CPI_TncPlag2 .6307718 .62423 1.01 0.312 —. 5926965 1.85424
_cons 44 _ 85014 34.03847 1.32 0.188 —-21. 86403 111. 5643
sigma_u . 23888538
sigma_e 1.806174
rho . 01719209 (fraction of variance due to u_i)
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. estimates store mll, title(model 3)
. test cpi CPI_IncPlag2

(1) cpi=0
( 2) cpPI_lncPlag2 =0

chi2( 2) = 1.74
prob = chi2 = 0.4196

. test IncPlag2 cPI_IncPlag2

(1) TIncplagz = 0
( 2) cPI_Incplag2 = 0

chi2( 2)
Prob = chi2

= 4.12

= 0.1272

. *the following regression is our basic model with 3 lags of cp

. xtreg gdpg Iny Ininv Tneduc Indeltang cpi InCcPlag3 CcPI_IncPlag3 if inrange(year, 2007, 2013), vce (cluster country)

random-effects GLS regression Number of obs = 48
Group variable: country Number of groups = 12
R-s5q: within = 0.1745 obs per group: min = 4
between = 0.8022 avg = 4.0
overall = 0.5681 max = 4

wald chi2(7) = 175.86

corr{u_i, ) = 0 (assumed) Prob = chi2 = 0. 0000

(std. Err. adjusted for 12 clusters in country)

Robust
gdpg Coef. std. Err. z P=|z| [95% conf. Interval]
Tny —-3.997088 4. 98898 -0.80 0.423 -13.77531 5.781133
Tninv 0852784 1.141967 0.07 0.940 —-2.152935 2.323492
Tneduc 6.235453 8.116113 0.77 0.442 —9. 671837 22.14274
Tndeltang —7.339874 3. 098766 -2.37 0.018 -13.41334 -1.266405
cpi .1567158 . 5540926 0.28 0.777 —. 9292857 1.242717
TncPlag3 —. 7840417 4.119302 -0.19 0.849 —8. 857725 7.289641
CPI_TncPlag3 .2432464 . 7673878 0.32 0.751 -1. 260806 1.747299
_cons 37.47546 37.60316 1.00 0.319 —-36.22538 111.1763
sigma_u .41106528
sigma_e 1.546972
rho . 0659517 (fraction of variance due to u_i)

. estimates store ml2, title(model 4)
. test cpi CcPI_IncPlag3

(1) cpi=0
( 2) cPI_lncplag3 =0

chiz2( 2) = 0.65
Prob = chiz = 0.7235
(1) Tmcplag3 =0
(2) cPi_IncPlag3 =0
chiz( 2) = 0.67
Prob = chi2 = 0.7149

. estout m9 ml0 mll ml2 using panel_lag.rtf, cells(b(star fmt(3)) se(par fmc(2))) starlevels (* 0.1 ** 0.05 *** 0.01) ///
> legend label varlabels(_cons constant) ///

> stats(r2_o N, fmt(3 0) label(R_sq overall Number_of_obs))

(output written to panel_lag.rtf)

*

D ram regressions
. *arrelano—Bond with restricted instruments
. xtabond gdpg Tny Tninv Tneduc Indeltang cpi TncP cPI_IncP if inrange(year, 2007, 2013), lags(1l) maxldep(1l) vce(robust) artests(2)
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Arellano-gBond dynamic panel-data estimation Number of obs = 60
Group variable: country Number of groups = 12
Time variable: year
obs per group: min =
avg = 5
max = 5
Number of instruments = 13 wald chi2(8) = 398. 82
prob > chiz = 0. 0000

One-step results
(std. Err. adjusted for clustering on country)

rRobust

gdpg Coef. std. Err. z P=|z| [95% conf. Interwval]

gdpg
L1. —.155334 . 0864524 -1.80 0.072 —. 3247776 . 0141096
Tny —-28.41183 8.622807 -3.29 0.001 —45.31222 -11.51143
Tninv —-22.08697 5.708402 -3.87 0. 000 —-33.27523 -10. B9871
Tneduc 40. 00978 59. 81479 0.67 0.504 —77.22505 157. 2446
Tndeltang —8. 606975 5.57798 -1.54 0.123 -19. 53962 2.325666
cpi —2.746985 1.408931 -1.95 0.051 —5.508438 . 0144686
nce —8.37544 4_.188438 -2.00 0.046 -16. 58463 —.1662534
CPI_1ncP 2.018915 .7335218 2.75 0. 006 . 5812385 3.456591
_cons 278.035 148.4619 1.87 0.061 -12.945 569.015

Instruments for differenced equation

GMM-type: L(2/2).gdpg

standard: D.Tny D.Ininv D. Ineduc D. Indeltang D.cpi D.InCP D.CPI_InCP
Instruments for lewel equation

standard: _cons

. estat abond
artests not computed for one-step system estimator with wvce(gmm)

Arellano-gBond test for zero autocorrelation in first-differenced errors

order z Prob = z
1 2.0656 0.0389
2 .24612 0.8056

HO: no autocorrelation
. estimates store ml3, title(model 1)
. test cpi cPI_InCP

(1) cpi=0
(2) cPI_IncP =0

chi2z{ 2) =
Prob = chi2 = 0.0042

. test InCP CPI_InCP

5
4

(1) ImcP =20
(2) cpi_lrcP =0

chiz( 2) = 11.64
Prob = chiz = 0. 0030

. *arrelano-Bond with restricted instruments and endogenous variables
. xtabond gdpg Tneduc Indeltang cpi if inrange(year, 2007, 2013), lags(1) maxldep(1) endog(lny Iminv InCP CPI_InCP, lagstruct(0,1)) vce(robust) artests(2)

arellano-sond dynamic panel-data estimation Number of obs = 60

Group variable: country Number of groups = 12
Time wvariable: year

0obs per group: min = 5

avg = 5

max = 5

number of instruments = 29 wald chiz2(8) = 762.80

prob = chi2 = 0. 0000

One-step results
(std. Err. adjusted for clustering on country)

Robust

gdpg Coef. std. Err. z P>|z| [95% conf. Interval]

gdpg
L1. —. 076715 -1273103 -0.60 0.547 —. 3262386 -1728085
Ty -11.49204 13.18733 -0.87 0.384 -37.33874 14. 35465
Tninv -25.37244 6.732986 -3.77 0.000 —38. 56885 -12.17603
Incp —. 8398101 12. 57029 —0.07 0.947 —25.47712 23.7975
cPI_TncpP 1. 625065 2.168281 0.75 0.454 —2.624688 5.874819
Tneduc -99.02284 62. BB884 -1.57 0.115 —222.2827 24.23701
Tndeltang -13. BO76 7.528293 -1.83 0.067 —-2B8.56278 -9475826
cpi -1. 878881 1.662713 -1.13 0.258 —-5.137737 1.379976
_cons 462.1324 134. 8491 3.43 0.001 197.8329 726.4318
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Instruments for differenced equation
avM-Type: L(2/2).gdpg L(2/2).Tny L(2/2). Tninv L(2/2).TnCP L(2/2).CcPI_TncP
standard: D.Ineduc D.Indeltang D.cpi

Instruments for level equation
standard: _cons

. estat abond
artests not computed for one-step system estimator with wvce(gmm)

arellano-Bond test for zero autocorrelation in first-differenced errors

order z Prob > z

1 -1.1189 0.2632
2 .06593 0.9474

HO: no autocorrelation
. estimates store ml4, title(Model 2)
. test cpi cPI_IncP

(1) cpi=0
(2) cPi_IncP =0

chi2( 2) = 2.18
prob > chiz = 0.3362
. test InCP CPI_InCP
(1) TP =0
(2) cPI_lmcp =0
chiz( 2) = 22.77
Prob > chiz = 0. 0000

. *Blundell-Bover with restricted instruments
. xtdpdsys gdpg Tny Inminv Tneduc TIndeltang cpi Tncp cPI_lIncp if inrange(year, 2007, 2013), lags(l) maxldep(l) twostep vce(robust) artests(2)

system dynamic panel-data estimation nNumber of obs = 72
Group variable: courmry wNumber of groups = 12
Time variable: year
obs per group: min = [
avg = 6
max = [
Number of dinstruments = 18 wald chi2(8) = 454.93
Prob > chiz = 0. 0000
Two-step results
WC-Robust
gdpg Coef. std. Err. z P=|z| [95% conf. Interwval]
gdpg
L1. . 0044208 . 279366 0.02 0.987 —-.5431264 . 5519681
Tny —-30.88871  22.42862 -1.38 0.168 —74.84799 13.07058
Tninv -23.46814 12.02429 -1.95 0.051 -47.0353 . 0990325
Tneduc 12.28863 111.5363 0.11 0.912 —206. 3186 230. 8958
Tndeltang 12.45742  28.68991 0.43 0.664 -43.77377 68. 68861
cpi —3. 686883 3.164361 -1.17 0.244 —9. 888916 2.51515
Tnce -7.320309 42.31349 -0.17 0.863 -90.25323 75.61261
CPI_TnCP 1.944636 7.605716 0.26 0.798 -12.96229 16. 85157
_cons 346.3759 320.8222 1.08 0.280 —-282.4239 975.1758

Instruments for differenced equation

GMM-type: L(2/2).gdpg

standard: D.lny D. Ininv D. Ineduc D. Indeltang D.cpi D.InCP D.CPI_InCP
Instruments for level equation

GMM-type: LD.gdpg

Standard: _cons

. estat abond

Arellano-gond test for zero autocorrelation in first-differenced errors

order z Prob = z

.3946 0.6931

1
2 .26829 0.7885

HO: no autocorrelation
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. estimates store ml5, title(Model 3)
. test cpi CPI_InCP

(1) cpi=0
{2) cPLIncP =0

chiz( 2) = 1.42
prob > chiz = 0.4916
. test InCP CPI_InCP
(1) IncP =0
(2) cPi_ImcP =0
chiz2( 2) = 1.52
prob > chi2 = 0.4671
. *Blundell-Bover with restricted instruments and s variables
. xtdpdsys gdpg Tneduc Tndeltang cpi if inrange(year, 2007, 2013), lags(1) maxldep(1) twostep endog(lmy Tninv IncP CPI_1nCP, lagstruct(0,1)) vce(robust) artests(2)
System dynamic panel-data estimation Number of obs = 72
Group variable: courtry Number of groups = 12
Time variable: year
obs per group: min = 6
avg = 6
max = 6
Number of instruments = 54 wald chi2(8) = 34.31
prob > chiz2 = 0.0000
Two-step results
WC-Robust
gdpg Coef. std. Err. z P>|z| [95% Conf. Interval]
gdpg
L1 -.1141655 . 2041867 -0.56 0.576 —.514364 .286033
Tny -17.85558 25.30018 -0.71 0.480 -67.44303 31.73186
Tninv —24.7817 24.25162 -1.02 0.307 -72.31399 22.75059
nce - 3669201 60.43242 0.01 0.995 -118.0785 118.8123
CPI_IncP . 0990308 9.123206 0.01 0.991 -17.78212 17.98019
Tneduc 19. 48309 117.5436 0.17 0. 868 -210. 8982 249. 8644
Tndeltang 1.838968 22. 69001 0.08 0.935 -42.63264 46.31058
cpi -1. 847222 4.217298 -0.44 0. 661 -10.11297 6.41853
_cons 212.7795 136.189 1.56 0.118 -54.14615 479.7051

Instruments for differenced equation
GMM-type: L(2/2).gdpg L(2/2).Tny L(2/2).Ininv L(2/2).1nCP L(2/2).CPI_InCP
standard: D.Ineduc D.Indeltang D.cpi
Instruments for level egquation
GMM-type: LD.gdpg LD.Tny LD.Tninv LD. InCP LD.CPI_InCP
standard: _cons

. estat abond

Arellano-gond test for zero autocorrelation in first-differenced errors

order z Prob = z
1 .27878 0.7804
2 .03571 0.9715

HO: no autocorrelation
. estimates store ml6, title(model 4)
. test cpi CPI_IncP

(1) cpi=0
(2) cPi_IncP =0

chi2( 2) = 0.34
Prob = chi2 = 0.8444
. test IncP CcPI_InCP
(1) TncPp =0
(2) cPi_IncP =0
chi2( 2) = 0.01
Prob = chi2 = 0.9947

. estout ml3 ml4 ml5 ml6 using panel_gmm.rtf, cells(b(star fmt(3)) se(par fm(2))) starlevels (* 0.1 ** 0.05 *** 0.01) ///
> legend label varlabels(_cons constant) ///

> stats(N N_g arml arm2 sargan, fmt(0 0) Tabel(Number_of_obs Number_of_groups AR(1) AR(2) sargan))

(output written to panel_gmm.rtf)
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