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Preface

My original motivation for undertaking this PhD research has inherently 
been rooted in my professional experiences as a freelance researcher for 
several consultant companies undertaking Japanese governmental re-
search projects. More specifically, I have been involved in a plurality of 
projects where I reported on governmental policies and social frameworks 
in the Scandinavian countries for the Japanese central government. In the 
process of these undertakings, I have frequently faced situations where I 
had difficulties in translating a Japanese term written in an assignment to 
an ‘appropriate’ keyword expressed in an original Scandinavian language, 
which should be used for searching relevant documents, and in identify-
ing an ‘appropriate’ translation in Japanese which can conceptually be 
understood by a Japanese audience. Since these international reports in-
herently address a wide audience in Japan, my humbly translated and 
communicated Japanese terms would potentially be disseminated nation-
wide. As a consequence, a translator or a communicator has in general –
whether conscious about it or not – a substantial responsibility for intro-
ducing foreign concepts in a precise and unambiguous way. When con-
sidering this immense responsibility as a communicator, I realized a par-
ticularly important fact, that the number of people who have in-depth 
knowledge about the two cultures, i.e. Scandinavia and Japan, is in fact 
very limited. The number of Japanese residing in Denmark is only about 
500-700 including temporal Japanese business expats. This inherently 
means that the domestic Japanese residing in Japan have no idea whether 
a given Japanese translation of Danish concepts is in fact appropriately 
reflecting the original meaning of the source concepts at hand. They must 
solely rely on Japanese translations that are provided as stimuli, and from 
these stimuli, they simply have to create their own picture about these 
Danish concepts, terms or meanings. These problems would at first 
glance seem to be regarded as an issue of proper translation between Dan-
ish and Japanese. However, the real underlying issue is that a third lan-
guage - English - is in most cases needed in the process of translation be-
tween rare language combinations such as the case of Danish and Japa-
nese. Thus, a major challenge is the lack of linguistic – and human – re-
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sources to directly bridge groups of remote languages. For example, in 
most business- or diplomatic situations, a human face-to-face or a written 
communication usually relies on English as intermediate or pivot lan-
guage. The involvement of English as pivot means that inherently a third 
language culture – like the British or the American – which is obviously 
not a native culture of any of the two communicating parties is suddenly 
indirectly inherited and playing in during the communication process. 
This has the potential impact of amplifying semantic inconsistencies that 
already inherently exist between the parties of the two remote cultures 
undertaking a communication. When using English as pivot for express-
ing even a similar concept existing in two remote cultures the outcome 
can be rather different and hence, even in this “trivial” situation there is a 
potential risk of creating misunderstandings between the two parties. My 
proposed approach to resolve this remote culture communication chal-
lenge has been to apply Terminological Ontology (TO) proposed by Prof. 
Bodil Nistrup Madsen’s research group at CBS. I have considered the 
communicator- and receiver’s conceptual knowledge rooted in their re-
spective cultures as TOs that consist of both original expressions and 
English translated expressions of concepts and their characteristic fea-
tures (definitions). My idea has been to map these culturally-specific TOs 
using the English translations originating from the respective countries 
for bridging domain knowledge existing in remote language cultures.

My original PhD project plan was rather focused on technical aspects 
of TO mapping and my plan was to implement this framework in collabo-
ration with Prof. Kentaro Inui’s research group at Tohoku University in 
Japan. However, this stay and plan was abruptly terminated due to the 
Great Tohoku Earthquake that struck the region I was temporarily resid-
ing, on 11 March 2011. Hence, my PhD project and plan was forced to be 
strongly revised due to this sudden termination of my foreign research 
stay at Tohoku University. Surprisingly, this unexpected force majour did 
not completely ruin my research undertakings – as everyone would have 
expected, even myself at that point - but instead forced me to replan, re-
focus and “boot strap” a new research plan with success, into publishing a 
plurality of full peer-reviewed conference papers during the past 14
months. More specifically, the quake and its consequences somehow 
forced me to completely reconsider my project from several different and 
new angles and I eventually decided to apply a cognitive approach based 
on my earlier educational- and professional experiences. In the aftermath 
of the quake, I have published in total 8 papers, among these, 6 peer-
reviewed papers have received overwhelmingly positive reviews. One has 
been selected for the best paper award among student authors and another 
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has been nominated to be among the last four finalists for a best paper 
award, despite the fact that they were based on my very quick and prelim-
inary empirical studies. Due to these successful appearances at the inter-
national stage, I have had opportunities to discuss my research ideas with 
several influential professors in diverse research domains, among others, 
computational linguistics, terminology, artificial intelligence, cognitive 
science and computer science such as machine learning. Through these 
interactions, I realized that people who have shown their interest and un-
derstanding in my ideas know the difficulties of bridging remote cultures 
because they - themselves - experienced the multi-cultural and multi-
lingual environment in their respective international activities. This im-
plies, I think, that my unexpected success after the sudden termination 
last year is in fact inherently rooted in my 15 years of multi-cultural expe-
riences both privately and professionally. The many encouragements 
from international scientists indicate that the new way I have started to 
look at the problems of communication and translation, could potentially 
be a “game changer” playing into a diversity of domains of research, not 
only for machine translation and cross lingual information retrieval but 
also for multi-cultural domain knowledge integration and transfer, and to 
various human aspects such as modality research and so-called social sig-
nal processing involved in any translation and communication process. 
The key to future international research undertakings is to further facili-
tate the understanding of inter-cultural and inter-lingual communication 
processes from both a human- and a linguistic aspect. Here, in particular, 
I believe that my newest ideas based on so-called cognitive ontology 
mapping could, in the future, be excitingly integrated into the framework 
of Theory of Communicative Supertypes proposed by Prof. Per Durst-
Andersen at CBS. The integration of the cognitive ontology mapping with 
the Communicative Supertypes has the potential to uniquely explain how 
linguistic supertypes influence the formation of cognitive ontologies of 
culturally-specific domain knowledge which may affect any cross-
cultural communication process. 

I would like to express my thanks to: first of all, the CBS Research 
Dean, Alan Irwin and the Head of Department of IBC, Alex Klinge who 
generously granted me a half-year extension of my PhD project due to the 
force majour caused by the Great Tohoku Earthquake on 11 March, 2011. 
This extension was perhaps the most important and exciting period to 
harness my new research ideas and to materialize them. Thanks go to my 
formal supervisors, Hanne Erdman Thomsen and Daniel Hardt, who have 
both always been critical to the settings of my empirical studies which 
have been necessary and enabled me to critically and carefully rethink the 
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entire empirical workflow; and Dr. Morten Mørup from DTU Informatics 
who supported me with technical and mathematical implementations of 
cognitive models, which harnessed my basic mathematical understand-
ings of the applied models and formalized the empirical studies. I also 
appreciate positive and valuable feedback from Prof.  Jerker Denrell from 
Saïd Business School, University of Oxford, Per Durst-Andersen from 
IBC, the Terminology and Artificial Intelligence community, the Culture 
& Computing community, who all encouraged me to believe and continue 
with my ideas and for the completion of  this research.

I would also like to express my appreciation and respect to people in 
Sendai, Japan – most importantly, Prof. Kentaro Inui’s research group at 
Tohoku University, who, already just after the quake, struggled and 
fought together to recover from the psychological and physical damages 
caused by the disaster taking the life of more than 20.000 people. Their 
messages posted on the internet encouraged and kept me strong for the 
past one year in the aftermath of all this. I will also never forget the peo-
ple in our common shelter in Sendai, who let us bring a lot of rice-balls 
etc. when we were leaving, despite the shortage of food in the period fol-
lowing the disaster. When I left Sendai and Japan days later with our 
daughter, I felt a strong guilt- and almost a feeling of being irresponsible 
“egoist”, as Japanese. My mind was somehow split in two and I felt a 
tremendous sadness. However, the memory of the rice-balls from the 
shelter and the subsequent messages from students in Prof. Inui’s research 
group made me think that “they are fighting with enormous courage and 
are never giving up,  so I should at least do the same back in Denmark”. 

Finally, I thank my relatives – my Japanese parents who cleaned up 
the mess which I left in Sendai and my family here in Denmark. There 
have been many misunderstandings and challenges in our cross-
cultural communication during the aftermath of the disaster, which 
ironically inspired my latest research. Finally, I have to show my deep 
respect for our daughter, Mie, who has grown up in a positive- and 
healthy way despite her “up-front experiences” with one of the largest 
disasters in the Japanese history and all the troubles that followed. 
 

Basho's road 
throughout Tohoku 
hope remains 

 

Haiku writer, S. DeGuire, paying homage to Matsuo Basho, the 17th cen-
tury haiku virtuoso whose masterwork “Oku no Hosomichi” (The Narrow 
Road to the Deep North) was inspired by his treks in the Tohoku region, rav-
aged by the 3-11 earthquake, tsunami and devastating nuclear aftermath.
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Chapter 1.   

Introduction

1. Motivation: real-life problems

1.1. Human-based communication

During recent years, I have been involved in a plurality of projects 
where I reported on governmental policies and social frameworks in 
the Scandinavian countries for the Japanese central government. In the 
process of these undertakings, I have frequently faced situations where 
I had difficulties in: i) translating a Japanese term written in an as-
signment to an ‘appropriate’ keyword expressed in an original Scan-
dinavian language, which should be used for searching relevant doc-
uments; and ii) identifying an ‘appropriate’ translation in Japanese 
which can conceptually be understood by a Japanese audience. Since 
these international reports inherently address a wide audience in Ja-
pan, my humbly translated and communicated Japanese terms would 
potentially be disseminated nation-wide. As a consequence, a transla-
tor or a communicator has in general – whether conscious about it or 
not – a substantial responsibility for introducing foreign concepts in a 
precise and unambiguous way. 

One of my Japanese acquaintances who has been living in Denmark 
for more than 40 years formulated this difficult mission of undertaking 
such translation tasks in the following way: “Once I deeply under-
stood the two cultures (Denmark and Japan) and the cultural differ-
ences/nuances of conceptual meanings existing in the two countries, it 
became impossible for me to translate culturally-specific terms into 
the other language. Existing language resources (dictionaries etc.) 
are in this context useless”.  What my acquaintance meant by this is 
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that it is virtually impossible to precisely translate or convey the 
meaning of a culturally-specific term if no exact equivalent term exists 
in the Target Language (TL) culture. Despite this inherent frustration, 
communicators or translators are still required to convey such cultur-
ally-specific terms into a TL in an optimal manner such that a TL au-
dience can instantly infer the original meaning of a given Source Lan-
guage (SL) concept. - Is there some way to solve this inherently diffi-
cult challenge which even skilled and experienced translators cannot 
easily solve?

Figure 1-1: How to introduce a new Japanese delikattes to Danes

    
This grand challenge can also be identified in a more familiar and 

daily life scenario e.g. in the international marketing practices. As an 
example, consider a situation where a Dane travelling to Japan has 
been visiting a Japanese café and enjoyed a traditional Japanese des-
sert which tasted new and fantastic! The Dane believes that people
from Denmark must also like this kind of dessert so that he/she is 
tempted to introduce this new type of dessert concept by opening a 
new café in the centre of Copenhagen. In such a situation, one must 
naturally apply the Danish people´s general prior knowledge about 
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desserts and how Danes are expected to compare this new Japanese 
delikattes with the desert concepts they are already familiar with. 
From such an initial “guesstimate”, it should be identified how this
new Japanese concept can be categorized and positively accepted by a 
general Danish mind-set.

The situation could be more complicated in cross-cultural commu-
nication scenarios in particular between remote cultures (e.g. between 
Scandinavians and Asians) both of whom use a non-English language. 
Such a situation implies that these two parties from two remote coun-
tries most likely communicate with each other in their second lan-
guage - English. The situation is identical in written communication 
scenarios. If a Dane wants to know a specific Japanese concept written 
in Japanese, he/she has in most of the cases to rely on Japanese-
English linguistic resources (e.g. dictionaries), since no highly reliable 
linguistic resource directly linking between Japanese and Danish ex-
ists. Hence, for any pattern of communication between remote cul-
tures, use of English as an intermediate language is virtually unavoid-
able. This interference of English might create a further cultural bias 
for two non-native English speakers. In other words, the involvement 
of English as intermediate language in communication will most 
likely amplify semantic ambiguities between the two parties.

Figure 1-2: Picturing the difficulties in communication
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Considering any of the above situations, the question is: how to con-
vey meanings of culturally-specific concepts existing in one culture to 
a person coming from another (remote) culture, and how to achieve a 
successful knowledge transfer. For addressing this issue, my thesis 
applies the theoretical framework based on Sperber & Wilson´s Rele-
vance Theory of Communication which considers communication as 
an inferential process. More specifically, a translated term of an SL
concept is considered as a new object that appears to a TL reader´s 
taxonomically organized prior knowledge. Hence a translator should 
identify a stimulus (that is translation) optimally relevant to a concept 
existing in the TL reader´s taxonomy that is rooted in his/her culture. 
Such an optimally relevant stimulus (translation) would form a solid 
common ground between an SL communicator and a TL reader.

1.2. Machine-based communication

The fast-paced globalization with its internet revolution has brought 
about new possibilities of direct access to local first-hand information.
This movement is further facilitated by the recent development of the 
Semantic Web in the future. The role of ontology in a multilingual set-
ting is considered as an emerging challenge for Semantic Web devel-
opment. For example, one of the interesting Japanese-based projects, 
the so-called Language Grid (Ishida, 2006), is a complete infrastruc-
ture in itself that combines language resources such as bilingual dic-
tionaries, text corpora and natural language processing tools. Its back-
bone is based on an ontology called the Language Service Ontology 
and the Semantic Web Service Technology. These technologies en-
able one to combine bilingual dictionaries, e.g. Japanese-English and 
English-Danish dictionaries, text corpora and natural language proc-
essing tools from all over the world. Thus translations between lan-
guages, e.g. Japanese-Danish, can be realized through a pivot transla-
tion using English as an intermediate language. However, this pivot
approach focuses on combining the existing language resources rather 
than carefully considering how to optimally convey meanings of cul-
turally-specific concepts existing in one culture to a population from 
another culture, and how to achieve a successful knowledge transfer. 
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Figure 1-3: Google pivot translation example

The well-known Google translation is another interesting case. 
When translating the following Japanese text into Danish, the Google 
solution obviously employs the pivot translation approach. Hence cul-
turally-specific terms such as Senmon-gakko (official English transla-
tion: “Specialized training college, specialist degree course”) which, 
according to my bi-cultural knowledge, possibly corresponds to the 
Danish term “Erhvervsakademiuddannelse” (synonym: “kort 
videregående uddannelse”) is translated into “college” or “school” by 
the Google translation. In the same way, Koto Sensyu Gakko (official 
English translation: “Specialized training school, upper secondary 
course”) which corresponds to the Danish term “Erhvervsuddannelse” 
is translated into “Videregående erhvervsskole” via the pivot transla-
tion “higher vocational school”. A critical problem lying here is that a 
solely statistical solution considers any kind of English expression as 
one large bag of words (as English corpus) which contains not only 
expressions of concepts originating from English-speaking countries
but also English translations of concepts originating from other non-
English speaking countries. When considering the obvious goal of 
translation, that is, to convey the original meaning of a source concept 
to an audience in a target culture, to achieve the most successful cross-
cultural knowledge transfer and, to share the common knowledge at 
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the maximum degree between the two parties, a critical question is 
how well such a pivot translation can convey an original conceptual 
meaning of an SL word into a TL translation.

This problem could be well-explained by the following example: 
Imagine a situation where a Japanese diplomatic officer receives a 
business card from a Danish konsulent at Økonomistyrelsen. The Jap-
anese officer needs to understand the definition of three words 
konsulent, økonomi and styrelsen, in order to figure out at which level 
this Danish person is positioned and in which kind of organization, by
reflecting on his/her current conceptual understandings of the Japa-
nese political system. First of all, a term like Økonomistyrelsen1

Another point is that a source concept often carries so-called equiv-
alent expressions in several languages, i.e. an original expression in a 
source language and its official translation in English. A problem is 
that these lexically expressed multi-word expressions in different lan-
guages are sometimes semantically inconsistent. A typical example is 
illustrated by the case where the formal English name of the Danish 
authority Økonomistyrelsen is The Danish Agency for Governmental 
Management. When readers see these expressions without knowing 
the synonymous relationship between them, it is impossible for them 
to judge that these expressions refer to the same concept. This exam-
ple shows that it is a major challenge to find an appropriate translation 

con-
sists of several words. In addition, each Danish word has more than 
one sense (meaning). In the case of konsulent, økonomi and styrelsen, 
each word respectively has one, five and four senses according to the 
Danish WordNet. When checking up with the available Danish-
English dictionaries, there are several English translation options: 
konsulent can potentially be translated as consultant, advisor, adviso-
ry officer, reader, or counselor; økonomi into finance, economy or 
economics; and styrelsen into management, executive committee,
council, board, steering committee, government agency, executive 
agency, state agency, and administration. In addition to this, there are 
several Japanese translation options for each English translation can-
didate when looking them up in English-Japanese dictionaries. Since a 
term consists of several words and a word often carries several mean-
ings, the dictionary-based transitive translation approach using Eng-
lish as a pivot language simply amplifies the probability of selecting 
an inappropriate sense in a TL. Thus the problem of word sense ambi-
guity becomes especially serious in the process of pivot translations.    

                                                    
1 Terminologist categorizes this type of term – i.e. organization - as an individual 
concept.
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e.g. Japanese, that can optimally convey the original meaning of a 
specific Danish concept to a Japanese audience. One obvious point is 
that it is impossible to translate such a term without knowing its origi-
nal conceptual meaning – that is, the definition of the concept under 
consideration. In the case of the Japanese translation of the Danish 
term Økonomistyrelsen, what readers need to know in a cross-cultural
communication context is the level at which the Danish organization 
is situated, information about whether the organization is part of the 
ministry, and what kind of authorization the organization has, etc. 
Hence, an ideal Japanese translation should reflect on these pieces of 
knowledge to the maximum extent, contrasted to the Japanese concep-
tual structure in question.

These examples indicate that simple statistically-based or electronic 
dictionary-based pivot translation schemes seem to have severe inher-
ent problems conveying original conceptual meaning of SL words into 
TL translations.

1.3. Is there any solution to these challenges ?

When considering research domains such as Machine Translation 
(MT) and multi-linguality of linguistic resources, it is, in my eyes, 
crucial to realize the aforementioned fundamental issues existing in 
real-life cross-cultural communication. That is, to focus on how well 
the meaning of an SL concept is optimally conveyed to a TL audience 
and how to achieve a successful knowledge transfer or cross-cultural 
communication. Surprisingly, I have often realized that researchers 
involved in MT research or research on multilingual linguistic re-
sources do not have a multilingual/multi-cultural background them-
selves. Hence, the solutions they propose are often inherently depend-
ing on straight forward translation based on computational techniques 
without taking careful note of the existing differences in conceptual 
structures possessed by people from different cultures. Another chal-
lenge arising from this could be the difficulties in discovering the “re-
al issue” lying behind the translation between e.g. a Danish and a Jap-
anese, since there is no obvious way of understanding the “true mean-
ing” of concepts rooted in the two cultures, in particular, if the source 
culture is remote to the target audience. For example, consider the sit-
uation where a wrong Japanese translation ( : citizen school)
of a Danish SL concept (folkeskole) is provided to a Japanese TL 
reader. How many Japanese living in Japan will potentially speculate 
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on the true meaning of this Danish concept and start to investigate the 
real meaning of this specific Danish concept? From this point, the 
framework I propose in this thesis is strongly influenced by my (Dan-
ish-Japanese) bi-cultural intuition and self-analysis of my own cogni-
tive processes involved when translating a specific Danish concept for 
a Japanese audience. 

A critically important point is what defines a successful cross-
cultural communication and what the objective of translation required 
in a successful cross-cultural communication is. The Relevance Theo-
ry of Communication (Sperber & Wilson) states that communication 
is principally an inferential process. This means that a communicator 
has to produce a stimulus from which the audience can infer what set 
of thoughts or assumptions the communicator intends to convey. 
When it comes to translation, a successful translator should create 
stimulus (that is translation) that is optimally relevant to the audience 
in the target culture (Gutt, 1990). This inferential process can be fur-
ther divided into the issues related to the translator who translates SL 
concepts to TL translations and the reader who is supposed to infer the 
meaning of the given translations. Assuming that the translator´s 
mother tongue is a TL (which is often the case), the first thing the 
translator has to do is to comprehend a given SL text by inferring the 
context of text and meanings of terms described therein. In this pro-
cess, the translator is supposed to generalize meanings of newly 
emerged terms in the text and to categorize them in accordance with 
his/her prior knowledge about the specific domain in terms of both the 
source culture and the target culture. Subsequently, he/she has to iden-
tify the best possible translation which can optimally convey the orig-
inal meanings of SL into TL. According to (Murphy, 2004: Chapter 7 
& 8), in such situations, various cognitive processes that have been 
investigated in the history of concept learning research are involved, 
among others, similarity based categorization, knowledge effects (the 
effect of prior knowledge), and taxonomic organization of categories. 
From the given translation that is identified by the translator as stimu-
li, the TL reader is subsequently supposed to infer the original mean-
ing of given SL concepts. Again in this process, various cognitive 
processes such as similarity based categorization, knowledge effects 
(the effect of prior knowledge), and the taxonomic organization of 
categories are involved. 

Consequently, a key research question that should be emphasized in 
this thesis is: how should background knowledge possessed by an 
SL communicator and a TL reader be represented and linked in
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light of various cognitive processes involved in cross-cultural 
communication. My hypothesis starts by the assumption that Termi-
nological Ontology (TO) (Madsen et al., 2004) could potentially be 
used as prior-knowledge of the culturally-specific domain knowledge, 
which is required for the inference process in a cross-cultural human 
communication scenario. Secondly, I consider several cognitive mod-
els originating from the categorization and concept learning research 
as potential ontology mapping algorithms, which reflect the inference 
process involved in cross-cultural communication. Hence, in this the-
sis, the Relevance Theory of Communication (Sperber & Wilson, 
1986) and the categorization research that has been performed by di-
verse cognitive scientists (Murphy, 2004) is contrasted to a simulative 
framework, Culturally-specific Ontology Mapping (COM) applying 
the cognitive models to data-sets obtained from TO. The eventual aim 
of this work is to propose and assess whether the simulative frame-
work, COM, is a technically feasible solution for identifying potential 
translation candidates by optimizing relevance between concepts in 
two remote languages such as a set of European and Asian languages, 
and for facilitating common understanding between information send-
ers and receivers. However, in this thesis, I focus on identification of 
optimal components suitable for the COM framework that realizes the 
cognitive simulation based on the Relevance Theory of Communica-
tion (Sperber & Wilson, 1986), as well as, similarity based categoriza-
tion, knowledge effects (the effect of prior knowledge), and taxonom-
ic organization of categories in cognitive sciences (Murphy, 2004).

2. Proposal of a framework: COM

The uniqueness of the COM approach is to apply mathematical mod-
els derived from cognitive science to the issue having been considered 
as one of the most challenging topics within the research domain of 
Semantic-Web and multilinguality, that is, linking of culturally-
specific concepts that are semantically inconsistent. The theoretical 
approach taken in this thesis is based on 1) Sperber & Wilson´s Rele-
vance Theory of Communication which considers communication as 
an inferential process and 2) the Knowledge Effects proposed in the 
area of concept learning and categorization research in the cognitive 
science. In the Relevance Theory of Communication (Sperber & Wil-
son, 1986), a reader’s prior-knowledge is considered as context, and a 
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deduction process of new information P and the context C is called 
contextualization. In here, new knowledge generated from the union 
of P and C is called contextual effect which is the necessary condition 
for relevance. The context is selected from a set of background as-
sumptions that are organized in an individual’s encyclopaedic mem-
ory. In the Knowledge Effects and Taxonomic Organization of Cate-
gories in the cognitive sciences, people use their prior-knowledge to 
reason about a new object in order to decide what category it is, or in 
order to learn a new category (Murphy, 2004: 60-61). Such a new 
category is stored in a person’s mind as a concept and a plurality of 
such concepts are most likely connected in hierarchical networks in 
the brain. These hierarchical network connections are used for making 
inductive inferences and categorization judgments (Murphy, 2004: 
Chapter 7). The cognitive theories imply that an information re-
ceiver’s prior-knowledge is used for his/her inferential process of 
learning new information and such prior-knowledge is organized in a 
taxonomic hierarchy in his/her memory. Supported by these ground
theories, I will, at the second-half of a series of empirical studies in 
this thesis, employ a novel mathematical cognitive model called the 
Bayesian Model of Generalization, originally proposed by the cogni-
tive scientists (Tenenbaum & Griffiths, 2001). This model is based on 
the traditional theories of the cognitive sciences, among others, 
Shepard’s Universal Law of Generalization (Shepard, 1987) and Tver-
sky’s Contrast Model (Tversky, 1977) and addresses crucial questions 
of learning processes suggested by (Chomsky, 1986). In order to apply 
the Bayesian Model of Generalization, I consider a scenario of bi-
directional communication: a) from an SL communicator to a TL au-
dience: a translated term of an SL concept as a new object that appears 
to a TL audience´s taxonomically organized prior-knowledge; and b)
an SL communicator identifies a stimulus (that is translation) opti-
mally relevant to a concept existing in the TL audience´s taxonomy.

My hypothesis starts from the viewpoint that Terminological On-
tology (TO), the method that has been introduced by (Madsen et al., 
2004) at CBS, contributes to identify an optimally relevant translation 
by assisting one to systematically organize conceptual features from 
domain knowledge (corresponding to the taxonomic organizations). 
Such systematically organized features can be used for linking an SL 
concept with a TL concept based on a plurality of cognitive models as 
algorithms of aligning two culturally-dependent taxonomies.

TO is a domain-specific ontology used for knowledge sharing, 
which normally is applied in terminology work within the domain of 
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language for special purposes. The unique points of TO that differen-
tiate it from other types of ontologies are its feature specifications and 
subdivision criteria. A feature specification consists of a feature di-
mension and its value. Thus, a representation of a whole concept is a 
feature structure, i.e. a set of feature specifications corresponding to 
the unique set of characteristics that constitutes that particular concept. 
Terminological ontologists argue that concepts are defined in a lan-
guage-dependent context, and therefore, TO is language- or culturally 
dependent. TO is developed within a knowledge sharing community, 
then dynamically updated and validated. If it is necessary to share 
knowledge with other communities, TOs developed in different com-
munities should be compared, aligned and merged as needed. Hence, 
as a starting point of my work in this thesis, two culturally-dependent 
TOs are developed and aligned for identifying corresponding concepts 
existing in the two cultures under consideration, which would poten-
tially form the optimal common ground between the two parties: the 
SL communicator and the TL audience.

Figure 1-4: Culturally-specific Ontology Mapping Framework
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To summarize, the initial framework of COM proposed in this the-
sis is assumed to consist of the following modules: 1) identification of 
domain specific content-aligned (or parallel) corpora, consisting of 
SL-English and English-TL language combinations; 2) terms and fea-
tures extractions from content-aligned English corpora which describe 
domain specific terms and their definitions in English for the respec-
tive domain-knowledge in the SL- and TL cultures; 3) construction of 
ontologies for the respective domain-knowledge in the SL- and TL 
countries based on the information extracted in 2); 4) creation of fea-
ture structures for each concept for the respective domain-knowledge 
in the two countries, and standardization of feature labels used in the 
two country-specific ontologies; 5) alignment of the two structured 
feature sets based on feature-based ontology mapping algorithms ap-
plying cognitive models, i.e. Tversky´s contrast model (Tversky, 
1977) and eventually the Bayesian Model of Generalization 
(Tenenbaum & Griffiths, 2001); and 6) identification of corresponding 
translation candidates from the content-aligned corpora consisting of 
SL-English and English-TL language combinations. For convenience, 
the initial COM framework is schematically illustrated in Figure 1-4. 
With this framework as starting point, I will further investigate how 
the background knowledge possessed by an SL communicator and 
a TL reader should be represented and linked in light of various 
cognitive processes involved in cross-cultural communication.

Since the entire framework covers a broad range of research do-
mains, the specific scope and limitations of this thesis is described in 
the next section.

3. Research questions and scope limitations

As outlined in the previous section, a key research question in this 
thesis is identification of optimal components suitable for the COM 
framework that realizes the cognitive simulation based on the Rele-
vance Theory of Communication (Sperber & Wilson, 1986), as well 
as, similarity based categorization, knowledge effects (the effect of 
prior knowledge), and taxonomic organization of categories in cogni-
tive sciences (Murphy, 2004). More specifically, my thesis will at-
tempt to address the question: How should the background knowl-
edge possessed by an SL communicator and a TL reader be repre-
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sented and linked in light of various cognitive processes involved 
in cross-cultural communication?

As described in the previous section, the eventual aim of this work 
is to propose a simulative framework for identifying potential transla-
tion candidates by optimizing relevance between concepts in two re-
mote languages such as a set of European and Asian languages. The 
framework could be considered as a complementary approach to the 
MONNET project2 and the KYOTO project3

Consequently, I have decided to focus my research on a few but 
important issues that clearly differentiate my work from other major 
projects. First of all, the main focus of my undertakings is to align 
Culturally-specific Concepts (CSCs) that are respectively rooted in 
two remote languages or cultures. The idea of focusing on these CSCs 
is brought about by the following reasons: When focusing on prob-
lems of cross-cultural communication occurring at the lexical level: 1)
often, it is impossible to identify a semantically 100% equivalent CSC
for a remote culture; and 2) prior-knowledge of CSCs that is deeply 
rooted in one’s own cultural background such as traditions, social sys-
tems etc. inherently influences as cultural bias on any cross-cultural
communication scenario. Hence, a question might immediately arise: 
How can we possibly improve the transfer of original conceptual 
meanings of SL concepts to a TL audience when there are no 100% 
equivalent concepts existing between the two remote cultures under
consideration and when both a TL audience and an SL communicator 
process inference based on their own culturally-rooted prior-
knowledge? In other words: How should the background knowledge 
possessed by an SL communicator and a TL reader be repre-
sented and linked in light of various cognitive processes involved 
in cross-cultural communication?

which have been both 
involving a number of outstanding researchers from several research 
institutions across a plurality of countries. Compared to these major 
international projects, this thesis is based on a “one-man” PhD project. 
Hence, there are obvious limitations in many of the considered aspects 
when proposing such an ambitious framework covering a broad range 
of research domains. 

As mentioned above, my hypothesis starts by the assumption that 
TO (Madsen et al., 2004) could potentially be used as prior-
knowledge of the culturally-specific domain knowledge, which is re-

                                                    
2 http://www.monnet-project.eu/
3 http://www.kyoto-project.eu/
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quired for the inference process in cross-cultural human communica-
tion scenario. Accordingly my main research question can be divided 
into two dimensions: a) what algorithms are suitable for mapping TOs 
? ; and b) within the defined framework of COM, what are the ad-
vantages or disadvantages of using TO compared with other ap-
proaches for systematically representing and organizing conceptual 
features as culturally-dependent prior-knowledge? In order to answer 
the first sub-question posed in a), I consider several cognitive models 
originating from the categorization and concept learning research as 
potential ontology mapping algorithms, which reflect the inference 
process involved in cross-cultural communication. I have imple-
mented several preliminary studies of mapping two culturally-
dependent TOs. The empirical studies started from a very primitive 
and manual feature-mapping approach, gradually applying a very ba-
sic cognitive model, and eventually identifying the algorithm that has 
been well-recognized as a novel cognitive model of concept learning 
in the cognitive science as the best possible algorithm for the COM 
framework. The gradual progress of my empirical studies and applica-
tion of the relevant theories which support the eventual selection of 
the best possible algorithm will be carefully explained in this thesis. 
The explanation arrived at, is expected to automatically answer the 
sub-question posed in a). For addressing the second sub-question 
posed in b), I have implemented the comparative analysis of mapping 
two types of input data: i) feature-sets created by TOs and ii) feature-
sets directly created from corpora without TO in combination with a 
novel unsupervised learning method called the Infinitive Relational 
Model (Kemp, et al. 2006). This enables me to answer what are poten-
tially the advantages or disadvantages of using TO. These attempts 
from the two dimensions, will hopefully answer the key question: 
How should the semantic knowledge possessed by an SL commu-
nicator and a TL reader be represented and linked in light of 
various cognitive processes involved in cross-cultural communica-
tion?

The eventual aim of the COM framework could be to develop an 
automatic solution to handle each module. However, at this moment, 
my project is limited to the identification of optimal components that
simultaneously support human cognitive process into the framework 
of COM. More specifically, my project is limited to the scope of:
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- Systematically and manually extracting necessary information 
(terms, definitions, features, dimensions, relations) from text 
corpora and manually or semi-automatically develop ontolo-
gies, corresponding to modules 2 and 3 in the COM frame-
work outlined on pages 21-24.

- From the constructed ontologies, manually create matrices 
consisting of terms and features for the respective culturally-
dependent ontologies, corresponding to module 4 in the COM 
framework outlined in the aforementioned pages.

- Employing cognitive models as algorithms to computationally
map domain-specific language-dependent structured-datasets, 
corresponding to module 5 in the COM framework outlined in 
the aforementioned pages.

My focus will especially be on the last point above, on the em-
ployment of cognitive models and its meanings/intensions behind the 
selection of the cognitive models. At the end of this thesis, I aim at ar-
guing whether translation candidates obtained from different ap-
proaches taken under the COM framework convey original conceptual 
meanings of SL words to TL readers from the cognitive aspects of 
learning a new foreign concept. Strictly speaking, for assessing such 
effects, a thorough human-based assessment is required. However, the 
cognitive aspects mentioned in this thesis are only used as a theoreti-
cal apparatus behind the COM. Ideally, the empirical analysis for as-
sessing the translation output should be included in the framework of 
this research. Considering the issues described below, the assessment 
of translation output from a cognitive aspect will obviously be consid-
ered as out-of-scope for this thesis work.

First of all, this research has been pursued as a “one-man project” 
for the limited period available for a PhD-project. Secondly, identify-
ing people who have in-depth knowledge of two remote cultures and 
countries are obviously very limited. Thirdly, even though I manage to 
identify subjects having in-depth knowledge of the two remote cul-
tures, additional “time factors”, such as the generation gap existing in 
conceptualization of CSCs, should be taken into consideration. Thus, a 
thorough human-based assessment method should be process oriented 
– for example, on how people induce knowledge or imagine associa-
tive words from a given translated word, e.g. the feature listing meth-
od (Rosch, 1978), instead of comparing mapping results against a sort 
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of gold-standard mapping, that has no guarantee of being correct. Fi-
nally there are other issues to be considered, e.g. whether subjects 
should have bi-cultural or mono-cultural backgrounds and whether 
subjects should assess English translations or only local expressions of 
original concepts. These issues have to be taken into careful consider-
ation and any human assessment methodologies should be carefully 
planned. Hence the human assessment itself should naturally be posi-
tioned as further research to be undertaken after the successful com-
pletion of this particular project. These important considerations will 
be further discussed in the final part of the thesis.   

4. The outline of the chapter organization

The thesis is organized in the following way: in the next chapter, I will 
try to position the COM framework in comparison with other multi-
lingual ontology frameworks, such as the KYOTO project and the 
MONNET project. In this comparison, I will analyze each of the pro-
jects from the viewpoint of whether the styles of cross-cultural com-
munication achieved by these multilingual ontology solutions are bi-
directional (inter-operable) or mono-directional (assimilative); and
whether concepts existing in two remote cultures are linked in the 
form of symmetric or asymmetric relations. From these viewpoints, it
will be discussed in the next chapter how the COM framework can be 
uniquely positioned. Chapter 3 first introduces the two basic theories: 
the Relevance Theory of Communication (Sperber & Wilson, 1986); 
and the Knowledge Approach (Murphy, 2004) proposed in the area of 
concept learning and categorization research in the cognitive sciences
that support the uniqueness of the COM framework. After reviewing 
these important elements, I will debate how these theories are interre-
lated, which form the basis of the COM framework. Chapter 4 sum-
marizes the basic methodological elements: construction of TOs
(Madsen, et al., 2004); application of a novel unsupervised learning 
algorithm - the Infinite Relational Model (Kemps, et al., 2006); and 
the basic ontology mapping algorithm – Tversky’s Contrast Model 
(Tversky, 1977); and the Bayesian Model of Generalization that is 
identified as the most appropriate algorithm for the COM framework 
proposed by cognitive scientists (Tenenbaum & Griffiths, 2001). 
Chapter 5 consists of seven published papers I have authored during 
this PhD project. Each paper presents a small progress in the series of 
empirical studies. Chapter 6 is discussing the results obtained from the 
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empirical studies in contrast to the applied theories and human as-
sessment, followed by future directions to be taken for the next re-
search undertakings. After discussing the future prospects, the thesis is 
finally concluded by Chapter 7.
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Chapter 2.   

Relevant works

In this Chapter, the COM framework is compared with other multi-
lingual ontology frameworks, such as the KYOTO project and the 
MONNET project. The comparison is based on a number of dimen-
sions defined in (Cimiano et al., 2010). These dimensions are used in 
categorizing different types of ontology localizations. The term “on-
tology localization” is originally defined in (Suárez-Figueroa & 
Gómez-Pérez, 2008) as the adaptation of an ontology to a particular 
language and culture. This has been slightly re-formulated by 
(Cimiano et al, 2010) as the process of adapting a given ontology to 
the needs to a certain community, which can be characterized by a 
common language, a common culture or a certain geo-political envi-
ronment. Cimiano et al. (2010) view the ontology localization prob-
lems from two different aspects: a lexical layer and a conceptual lay-
er. The lexical layer of an ontology refers to labels of concepts, prop-
erties and other elements used to describe concepts. On the other 
hand, the conceptual layer implies a conceptual structure itself that 
may need to be adapted due to a different cultural or geo-political 
context. Cimiano et al. (2010) emphasize that the adaptation of the 
conceptualization layer will be primarily driven by the inexistence of 
conceptual equivalents (or concepts with the same granularity level)
in the target community whenever the final purpose of the ontology is 
to be equally valid in the source and target communities. Accordingly, 
they describe how the localization of the different layers (lexical and 
conceptual) interact with each other, and introduce different dimen-
sions characterizing the localization process based on the outline de-
fined in (Espinoza et al., 2009). 
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International (standardized) domain vs. culturally influenced do-
main: First of all, ontologies can be categorized based on characteris-
tics of domains. Some domains are internationally standardized as 
they are identified in e.g. the technical domain or the financial report 
domain. On the other hand, some domains are culturally dependent. 
For example, domains such as related to taxation systems, legal sys-
tems, political systems, social welfare systems and educational sys-
tems are all culturally and geo-politically influenced. An ontology de-
veloped for a culturally influenced domain is referred to as a cultural-
ly-dependent ontology which is one of the main focuses in this thesis.

Functional vs. documental localization: Based on the so-called func-
tionalist theories to translation by (Nord, 1997), Cimiano et al., (2010) 
argue that an ontology might be localized with different goals in mind. 
Their idea of functional localization is that, if a domain is culturally 
influenced, e.g. a different geo-political reality for a target communi-
ty, the original source ontology has to be adapted to the target com-
munity by maintaining similar functions in both communities. It 
means that it is necessary to change the conceptual structure in a 
source community to fulfill the requirements of a target community. 
Hence, functional localization implies the creation of a new ontology 
on the basis of the original one. Contrary, documental localization 
means that the original ontology can be supported by members of an-
other linguistic community. Hence, what is required in this type of lo-
calization is to document the meaning of the original ontology for a 
different language community. 

Interoperable vs. independent ontology: Interoperable ontology 
means that a new target ontology and the original source ontology are 
to a certain extent interoperable with each other. Thus, any changes to 
the conceptual structure are restricted in order to ensure a certain de-
gree of interoperability. On the other hand, independent ontology 
means that the target ontology corresponds to the source ontology on-
ly in a functional manner so that significant changes to the conceptual 
structure of the target ontology are acceptable in order to meet the 
needs and capture the specificities of the target community.

In addition to these dimensions proposed by (Cimiano, et al., 2010), 
the following two major relevant works are analyzed from the view-
point of whether the styles of cross-cultural communication achieved 
by these multilingual ontology solutions are bi-directional (interac-
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tive) or mono-directional (assimilative); and whether concepts exist-
ing in two cultures are linked in the form of symmetric or asymmetric 
relations. The analysis leads to an idea of how the COM framework 
can be uniquely positioned compared aforementioned major multilin-
gual-ontology projects: MONNET and KYOTO.

1. MONNET

The FP 7 European Union-funded project, MONNET, on Multilingual 
ONtologies for NETworked Knowledge is a project that offers solu-
tions for a cross-language information access problem based on MT 
and Semantic Web technology. The project is targeted for business 
and governmental users. Hence the main project employs two specific 
sectors consisting of several use cases. 

The first project area is targeted for cross-lingual information ac-
cess problems in the financial sector. One of the use cases employs
XBRL (eXtensible Business Reporting Language) taxonomies that are 
an XML-based open standard for identifying and communicating 
complex financial information in corporate business reports. Its aim is 
to localize ontologies for supporting not only the translation of the 
central elements of business reports in Dutch, English, German and 
Spanish, but also the extraction, integration and presentation of finan-
cial data available in various types of documents in various languages, 
in order to contribute to the effective sharing of financial and business 
knowledge across Europe (Declerck et al. 2010). Hence the starting 
point of this use case is that the language-independent universal ontol-
ogy is localized into several languages. In other words, this use case 
specifically clarifies that it is not the aim to restructure or to align the 
XBRL taxonomies for different countries or legislations. In the case 
that some concept is not directly translatable into a target language in 
a one-to-one fashion, paraphrases will be used instead. However, au-
tomatic generation of appropriate paraphrases is not within the scope 
of their localization component (Declerck et al. 2010). Hence the case 
is obviously dealing with an international (standardized) domain, and 
documental localization. Since this case does not create a new ontolo-
gy, interoperability is obviously not required. 

The second project area is targeted for cross-lingual information ac-
cess problems in the public sector. One of the use cases deals with a 
localization of a Customer Service Guide (Klantdienstwijzer in Dutch) 



Chapter 2 Relevant works

33

of the Immigration and Naturalization Office (IND) that is an applica-
tion providing information and advice about rights and obligations for 
foreign citizens who want to live/work/come to the Netherlands. It 
means that this use case deals only with translation of Dutch legal 
concepts into other languages, i.e. there is no inherent need of aligning
legal concepts across different countries/cultures. Though the ontolo-
gy is in the culturally influenced domain, the localization of this appli-
cation has a rather standardized aspect, and is considered as documen-
tal localization. 

2. KYOTO

Another FP 7 European Union-funded project, KYOTO, on 
Knowledge-Yielding Ontologies for Transition-based Organization, 
pursues the idea of helping domain specific communities to model 
terms and concepts in their domain and to use this knowledge to apply 
text mining on documents (Cuadros et al. 2010). The KYOTO project 
aims at constructing a system that facilitates the exchange of infor-
mation across cultures, domains and languages. According to (Vossen 
et al., 2008), the KYOTO project is based on the assumption that lan-
guage reflects culture and that the linguistic encoding of knowledge 
and information is therefore culturally biased. Hence, the KYOTO 
platform establishes semantic interoperability across languages for a 
specific domain by creating language-specific WordNets that are in-
ter-connected through a shared ontology. WordNet (Miller, 1995; 
Fellbaum, 1998) is a large electronic lexical resource for English, or-
ganized as a semantic network (an acyclic graph). WordNet is struc-
tured in the way that words and short phrases that possess the same 
conceptual meaning are grouped as a synonym set – called a synset.
Synsets are interlinked with labeled arcs depending on different types 
of semantic and lexical relations such as synonymous relations, super-
or subordinate relations, part- or whole relations and so on. These re-
lations enable one to measure semantic relatedness of two synsets in 
the WordNet based on a distance of links that connect between the 
two synsets. Following this English WordNet, similar semantic net-
works have in recent years been developed in many other languages 
among others Dutch, Spanish, German, Italian, Japanese and Chinese. 
The KYOTO platform connects these language-specific wordnets by 
anchoring them to a generic language-independent wordnet called In-
terlingua (Vossen, 2004) and to a shared upper ontology such as the 
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so-called DOLCE (Masalo et al., 2003) and SUMO (Niles & Pease, 
2001). In practice, Vossen et al. (2008) developed the system for the 
domain of environment. Thus, culturally-specific concepts in the envi-
ronmental domain are first connected to a language-specific domain-
specific wordnet, and then further mapped to the shared ontology. The 
most notable point in the KYOTO framework is that it separates the 
linguistically and culturally-specific vocabularies from the shared on-
tology while using the shared ontology as a point of interface for the
concepts used by the various communities (Vossen and Rigau, 2010).
Cimiano et al. (2010) categorizes the KYOTO framework based on its 
dimensions as follows: the KYOTO project that deals with the cultur-
ally influenced domain; is considered as functional localization of a 
general lexicon to different target languages; and maintains a consid-
erable degree of interoperability through a mediator-ontology, while 
each wordnet and its language-specific vocabularies in a target culture 
are considered as independent.

3. Culturally-specific Ontology Mapping

Terminological Ontology (TO) is a domain-specific ontology used for 
knowledge sharing (Madsen et al. 2004), which normally is applied to
terminology work, cf. for example (ISO, 2000). The unique points of 
the TO method that differentiate it from other types of ontologies are
primarily its feature specifications and subdivision criteria (Madsen et 
al., 2004). A feature specification consists of a feature dimension and 
its value. Thus, the representation of a whole concept is a feature 
structure, i.e. a set of feature specifications corresponding to the 
unique set of characteristics that constitutes a particular concept 
(Madsen et al., 2004). What it basically means is that a hierarchical 
structure of concepts - i.e. a TO - is shaped based on the feature speci-
fications and subdivision criteria. Terminological ontologists argue 
that concepts are defined in a language-dependent context, and there-
fore a TO is language dependent. A TO is developed within a knowl-
edge sharing community, then dynamically updated and validated. If it 
is necessary to share knowledge with other communities, TOs devel-
oped in different communities should be compared, aligned and 
merged, as needed. While the aforementioned two mainstream pro-
jects; MONNET and KYOTO, both deal with complex ontologies in-
volving huge data-sets, TOs usually handle smaller amounts of con-
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cepts. Based on the dimensions defined by (Cimiano et al., 2010)4,
TOs could be categorized as follows:

1. The TO method handles a culturally influenced domain;
2. Since a TO is independently developed within a knowledge 

sharing community, it is considered as an independent ontolo-
gy; and 

3. Since concepts are defined in a language-dependent context, a 
conceptual structure is completely adapted to a target commu-
nity. It means that the TO method is considered as a function-
al localization.

This categorization of the TO is indeed identical to the KYOTO 
framework. One notable point is that TOs that are developed in differ-
ent language communities should directly be compared, aligned and 
merged as needed, while the KYOTO framework employs a shared 
ontology to anchor culturally-specific ontologies and maintains a con-
siderable degree of interoperability through a mediator-ontology.
Therefore, in my opinion, the KYOTO framework should rather be 
categorized as an interoperable ontology compared with the TO that 
maintains 100% independency. Another notable point that should be 
emphasized here is that a TO could potentially be a suitable tool for 
simulating cognitive processes explaining a real-life cross-cultural
communication scenario. Since a TO maintains a hierarchical struc-
ture constructed based on conceptual features possessed by each con-
cept, this enables one to compute feature-based semantic relatedness 
between two concepts, while the KYOTO framework allows one to 
compute semantic relatedness based on the distance-based measure. 
This difference will result in an argument that the feature-based mea-
sure enables one to compute either a symmetric- or an asymmetric re-
lationship between two concepts, while the distance-based measure is 
only limited to compute a symmetric relationship between two con-
cepts. This argument leads to one of the most important keywords in 
this thesis, namely asymmetric coordination in communication origi-
nally suggested in Sperber & Wilson´s Relevance Theory of Commu-
nication (1986), which will be carefully reviewed in the next chapter. 

Before entering the next chapter, Figure 2-1 illustrates the summary 
of comparisons based on the dimensions proposed by (Cimiano, et al., 

                                                    
4

Strictly speaking, TO does not involve the ontology localization process described in (Cimiano et al., 2010), 
because TO is independently developed for an individual knowledge community. Thus, the dimensions of 
(Cimiano et al., 2010) are applied here purely for the purpose of comparison.
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2010). In Figure 2-1, the culturally influenced domain is further di-
vided into an “assimilative setting” and an “interactive setting”. If an 
ontology for a culturally influenced domain requires documental lo-
calization such as the use case of the Dutch immigration service of the 
MONNET project, a communication style could rather be considered 
as an assimilative setting. On the other hand, if e.g. the Swedish gov-
ernmental office and the Japanese governmental office are exchanging 
information in order to establish a pension welfare treaty, the commu-
nication style would rather be considered as an interactive setting. The 
interactive setting can be further divided into a symmetric relation and 
an asymmetric relation. In the case of the KYOTO framework, cultur-
ally dependent ontologies are linked via an intermediate common on-
tology and semantic relevance is measured based on the distance-
based similarity measure. Hence the similarity relations between two 
concepts are symmetric. On the other hand, the COM framework em-
ploys a feature-based measure that computes an asymmetric similarity 
relation between two concepts. Based on these additional dimensions, 
Figure 2-1 clearly illustrates the position of the COM framework in 
comparison with the MONNET project and the KYOTO project.

Figure 2-1: Dimensions of ontology localization
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Chapter 3.   

Theories

In this chapter, the following theories that support the COM frame-
work are first reviewed: 1) the Relevance Theory of Communication; 
and 2) the Knowledge Effects proposed in the area of concept learning 
and categorization research in the cognitive sciences. These two theo-
ries are derived from different research domains, respectively, the 
communication and pragmatics studies, and the concept learning and 
categorization studies in cognitive sciences. Despite the fact, that 
these theories originate from different research domains, they directly 
or indirectly deal with issues of representing prior knowledge and the 
issue on how knowledge possessed by individuals is linked up in hu-
man communication. The most important keywords are asymmetric
coordination in communication and taxonomic organization of con-
cepts based on features. In the sections that follow, these theories are 
first reviewed independently. Finally, in the last section, it is carefully 
considered how they can be inter-related and applied to the COM 
framework.

1. The Relevance Theory of Communication 

The aim of Sperber & Wilson’s work (1986) is to identify underlying 
mechanisms, rooted in human psychology, which explain how humans 
communicate with one another (Sperber & Wilson, 1986:32). They 
consider Grice’s theory as point of departure for their theoretical ap-
proach. Grice’s analysis (1957), in their point of view, employs a 
model, the so-called code model, as the basic explanation of commu-
nication. In the code model, communication is achieved by: 1) a mes-
sage originating from an information source is encoded by an encoder 
into a signal; 2) the signal is transferred via a channel, which may po-
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tentially pose a risk of destroying or distorting the signal; and 3) the 
signal is finally decoded by a decoder into a message that will be re-
ceived at its destination (Shannon and Weaver’s diagram, 1949).  
When it comes to human communication, a language is considered as 
a code which pairs phonetic and semantic representations of sentenc-
es (Sperber & Wilson, 1986:9). Sperber & Wilson, however, argue 
that there is a gap between the semantic representation of sentences 
and the thoughts actually communicated by utterances. This gap is 
filled not by more coding, but by inference (Sperber & Wilson, 
1986:9). In an inferential process, input data is a set of premises which 
logically result in a set of conclusions as output that are justified by 
the premises. A key point here is that the set of premises constitutes a 
context, which is a subset of the audience’s assumptions about the 
world (aka prior knowledge). On the other hand, the framework of the 
code model requires mutual knowledge, in order to communicate a 
message by encoding and decoding. According to Sperber & Wilson, 
these two types of processes constitute communication in the follow-
ing way: communication requires some degree of co-ordination be-
tween communicator and audience on the choice of a code and a con-
text. The notion of mutual knowledge is used to explain how this co-
ordination can be achieved: given enough mutual knowledge, commu-
nicator and audience can make “symmetrical” choices of code and 
context (Sperber & Wilson, 1986: 43). However, the symmetrical
choice of code and context is not sufficient for establishing optimal 
communication between communicator and audience. Sperber & Wil-
son emphasizes that, although all humans live in the physical world,
mental representations are constructed differently due to differences in 
our close environment and our different cognitive abilities. Because 
people use different languages and have mastered different concepts, 
the way they construct representations and make inference is also dis-
similar. Sperber & Wilson call this narrower physical environment a
cognitive environment. Especially, they focus on a human´s concep-
tual cognitive abilities involved in communication and emphasize that 
manifest facts are important elements for conceptual cognition. In 
their definition, a fact is manifest to an individual at a given time if 
and only if he is capable at that time of representing it mentally and 
accepting its representation as true or probably true; and a cognitive 
environment of an individual is a set of facts that are manifest to him 
(Sperber & Wilson, 1986: 39). As described above, communication is 
achieved by coordination between communicator and audience on the 
choice of a code and a context. A cognitive environment that is shared 
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by two people is the set of all facts that are manifest to both communi-
cator and reader. However, according to Sperber & Wilson, a realistic 
notion of mutual manifestness is not strong enough to support the 
symmetrical choice of code and context. Since an individual possesses 
a total cognitive environment that is the set of facts based on his/her 
perceptual ability, inferential ability, actual awareness of facts, knowl-
edge he/she has acquired and so on, it is much easier to achieve 
“asymmetric” coordination between communicator and audience. This 
is in a way obvious because human beings somehow manage to com-
municate in situations where a great deal can be assumed about what 
is manifest to themselves and others, but nothing can be assumed to be 
truly mutually known or assumed (Sperber & Wilson, 1986:45). 
Sperber & Wilson (1986: 49) also use the word ostension referring to 
behaviour of initiating and realizing a manifest situation when humans 
have an intention to make something manifest. Based on this defini-
tion, they define human communication as ostensive-inferential com-
munication in the following manner:

The communicator produces a stimulus which makes it mutually 
manifest to communicator and audience that the communicator 
intends, by means of this stimulus, to make manifest or more 
manifest to the audience a set of assumptions (Sperber & Wil-
son, 1986:63).    

Based on their definition of human communication that is assumed 
to be the asymmetrical coordination between communicator and audi-
ence, Sperber & Wilson (1986) argue that the core ability of humans 
to perform spontaneous demonstrative inference is a set of deductive 
rules, that is, a set of computations which take account of the semantic 
properties of assumptions. What is referred to in their argument about 
“the semantic properties of assumption” is the semantic properties of a
structured set of concepts (Sperber & Wilson, 1986: 85). Concepts are 
defined here as psychological objects considered at a fairly abstract 
level. They assume that each concept possesses a label that function as 
an address in memory under which different types of information can 
be stored and retrieved. At the same time this label may also appear as 
an element of a logical form. The information that may be stored in 
memory at a certain conceptual address can be distinguished into the 
following three types: a logical entry; an encyclopaedic entry; and a 
lexical entry. Accordingly, a conceptual address is a point of access 
to the logical, encyclopaedic and linguistic information which may be 
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needed in the processing of logical forms containing that address 
(Sperber & Wilson, 1986: 86).

The logical entry for each concept consists of a set of deductive 
rules. These deductive rules describe a set of premises and conclu-
sions in which there is a specified occurrence of that concept, and 
yield only conclusions from which that occurrence has been removed
(Sperber & Wilson, 1986:86). These elimination rules are defined 
based on standard logics, for example (Sperber & Wilson, 1986: 86-
87):

And-elimination
(a) Input: (P and Q)

Output: P
(b) Input: (P and Q)

Output: Q

Modus ponendo ponens
Input: (i) P

(ii) (If P then Q)
Output: Q

Modus tollendo ponens
(c) Input: (i) (P or Q)

(ii) (not P)
Output: Q

(d) Input: (i) (P or Q)
(ii) (not Q)

Output: P

The encyclopaedic entry consists of information about extension 
and/or denotation of concepts, i.e. information about the objects, 
events and/or characteristics that describe a specific concept. In other 
words, the encyclopaedic entry is the organization of conceptual in-
formation in human memory. It means that the encyclopaedic entries 
are typically organized differently in an individual’s memory since 
new information is added to them constantly in his/her life. Finally, 
the lexical entry refers to information about a natural-language ex-
pression for a specific concept. The lexical entries are assumed to con-
tain for example syntactic and phonological information.   

Based on these definitions, Sperber & Wilson (1986) outline a for-
mal deduction system for modeling the system used by human beings 
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in spontaneous inference, and in normal utterance comprehension in 
particular (Sperber & Wilson, 1986: 94). The device they propose is 
defined as follows:

The device we envisage is an automaton with a memory and the 
ability to read, write and erase logical forms, compare their 
formal properties, store them in memory, and access the deduc-
tive rules contained in the logical entries for concepts. Deduc-
tions proceed as follows. A set of assumptions which will consti-
tute the axioms, or initial theses, of the deduction are placed in 
the memory of the device. It reads each of these assumptions, 
accesses the logical entries of each of its constituent concepts, 
applied any rule whose structural description is satisfied by that 
assumption, and writes the resulting assumption down in its 
memory as a derived thesis. Where a rule provides descriptions 
of two input assumptions, the device checks to see whether it 
has in memory an appropriate pair of assumptions; if so, it 
writes the output assumption down in its memory as a derived 
thesis. The process applied to all initial and derived theses until 
no further deductions are possible (Sperber & Wilson, 1986: 
95). 

Their hypothesis is that a human deductive device has access only to 
elimination rules and results only in non-trivial conclusions. The non-
trivial logical implication is defined as follows:

A set of assumptions P logically and non-trivially implies an as-
sumption Q if and only if, when P is the set of initial thesis in a 
derivation involving only elimination rules, Q belongs to the set 
of final theses (Sperber & Wilson, 1986: 97).

They claim that, in normal circumstances, only non-trivial implica-
tions play a role in the comprehension process. They further sug-
gest that the deductive device enables one to realize the improve-
ments generated by new information to a stock of factual assump-
tions (an existing representation of the world). Such a process is a 
so-called contextual implication of P in C where P may be thought 
of as new information, and C as old information in the memory. In 
here, they call a deduction based on the union of P and C as prem-
ises a contextualization of P in the context C (Sperber & Wilson, 
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1986: 107). The contextual implication of P in C can be defined as 
(Sperber & Wilson, 1986: 107-108):

A set of assumptions P contextually implies an assumption Q 
in the context C if and only if 
(i) The Union of P and C non-trivially implies Q,
(ii) P does not non-trivially imply Q, and
(iii) C does not non-trivially imply Q 

Accordingly, this can be interpreted in the following way: A contextu-
al implication is new information in the sense that it could not have 
been derived from C, the stock of existing assumptions, alone; howev-
er, it is not just new information, the newly presented information 
alone. It is a synthesis of old and new information, a result of interac-
tion between the two (Sperber & Wilson, 1986: 108). Such new in-
formation generated based on the union of new information P and old 
information C is called contextual effects in (Sperber & Wilson, 
1986). They argue that having contextual effects is a necessary condi-
tion for relevance (Sperber & Wilson, 1986: 119). Their assumption is 
that people have intuition of relevance and they are consistently able 
to distinguish relevant from irrelevant information. Their claim is:

An assumption which has no contextual effect in a given context 
is irrelevant in that context. In other words, having some con-
textual effect in a context is a necessary condition for relevance
(Sperber & Wilson, 1986: 121). 

In other words, the term, relevance is defined as follows:

An assumption is relevant in a context if and only if it has some 
contextual effect in that context (Sperber & Wilson, 1986: 122).

There are two important dimensions in terms of relevance raised by 
Sperber & Wilson (1986). The first dimension is how to assess the de-
gree of relevance. They argue that there are two factors to be taken in-
to account for assessing the degree of relevance. The first factor is ob-
viously the contextual effects. Secondly, the contextual effects are the 
results of a mental process. The processing effort involved in achiev-
ing a contextual effect should therefore be considered as the second 
factor.  
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Extent condition 1: an assumption is relevant in a context to the 
extent that its contextual effects in this context are large.
Extent condition 2: an assumption is relevant in a context to the 
extent that the effort required to process it in this context is 
small (Sperber & Wilson, 1986: 125).

In order to measure these effects and efforts, Sperber & Wilson em-
phasize the comparative notion of relevance instead of a quantitative. 
They claim that the comparative judgments are intuitive, since contex-
tual effects and processing effort are non-representational dimensions 
of mental processes. Their speculation is that such an internal psycho-
logical mechanism of contextual effects and mental effort could be 
monitored by physico-chemical parameters. However, no concrete 
empirical approach has been proposed in (Sperber & Wilson, 1986). 

Another dimension is related to how contexts are chosen. It has
been suggested by Sperber & Wilson (1986) that the context used to 
process new assumptions is, essentially, a subset of the individual’s 
old assumptions, with which the new assumptions combine to yield a 
variety of contextual effects (Sperber & Wilson, 1986: 132). In order 
to process new information, it has to be combined with an adequately 
selected set of background assumptions. Such background assump-
tions are selected from diverse sources such as long-term memory, 
short-term memory and perception, in combination with each item of 
new information. This requires the organization of the individual’s 
encyclopaedic memory. For example, it is generally agreed that ency-
clopaedic information in long-term memory is organized into chunks 
of some kind. Such chunks have been discussed in the literature under 
such names as “schema”, “frame”, “scenario” and “prototype”
(Sperber & Wilson, 1986: 138). It means that the encyclopaedic en-
tries they have introduced are considered as organized chunks of a 
certain size. Smaller pieces of chunks can be grouped into larger 
chunks and so on. It suggests that the context is not determined at the 
first place. In the process of comprehension, people try to select a con-
text which will maximize relevance. In other words, there are different 
sizes of contexts existing in the human memory. A larger context 
might contain one or several smaller contexts. A smaller context 
might be included in a larger context. As a result the set of accessible 
contexts is partly organized as inclusion relations where smaller con-
texts are included in larger contexts. This order of inclusion corre-
sponds to the order of accessibility, according to Sperber & Wilson 
(1986). The minimal context can be immediately accessed, while con-
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texts including the minimal context and the one-step extension as sub-
part can be accessed for example in two steps. This indicates that con-
texts that require several access steps require extra processing effort in 
the human mind. The final important remark on relevance is that an 
individual automatically aims at maximal relevance in terms of the ef-
fects and applied effort. In order to achieve a maximal relevance, hu-
mans, so to speak, have to identify the best possible context that can 
optimally process an assumption. Accordingly, Sperber & Wilson 
(1986) define relevance for an individual as follows: 

Extent condition1: an assumption is relevant to an individual 
to the extent that the contextual effects achieved when it is op-
timally processed are large.
Extent condition2: an assumption is relevant to an individual 
to the extent that the effort required to process it optimally is 
small (Sperber & Wilson, 1986: 144-145).

  

2. Knowledge Effects: Category Learning, 
Taxonomic Organization of Categories 
and Category-based Inference

“The Big book of Concepts” written by Gregory L. Murphy (2004: 1) 
starts with the following statement: Concepts are the glue that holds 
our mental world together. …. If we have formed a concept (mental 
representation) corresponding to that category (class of objects in the
world), then the concept will help us understand and respond appro-
priately to a new entity in that category. Concepts are a kind of mental 
glue, then, in that they tie our past experiences to our present interac-
tions with the world, and because the concepts themselves are con-
nected to our knowledge structures.

This statement inherently reflects that the study of concepts is high-
ly connected to the study of communication that has just been dealt 
with in the previous section. However, in the study of concepts, the 
focus is rather on a representation of conceptual knowledge – relation-
ships between groups of objects and features possessed by these ob-
jects. The representation of conceptual knowledge enables humans to 
learn new concepts and to make category-based induction which 
forms the basis for cross-cultural communication. Therefore, I will 
first review Murphy´s “The Big book of Concepts” describing the 
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basic elements that have been discussed in the history of concept stud-
ies and issues relevant to the knowledge representation and communi-
cation.  

Three major approaches
Within the cognitive sciences discipline, there have been two major 
views on concepts: the so-called prototype view and the exemplar 
view. The original idea of the prototype view is rooted in (Rosch and 
Mervis, 1975). In Rosch and Mervis’s paradigm, a concept is repre-
sented as features that are typically identified among the category 
members. Among these features, the ones that appear frequently in a 
category are considered more important than the remaining in the cat-
egory. Assuming that a feature list (a set of features) is a concept rep-
resentation, the categorization process of a new object is the computa-
tion of similarity of the new item measured up against the existing fea-
ture list. It means, that if a feature that is commonly possessed by both 
a new object and the representation, the feature in question receives 
“credit”. On the contrary, if a feature is possessed only by the repre-
sentation or by the object, the feature in question loses “credit” 
(Tversky, 1977). In the prototypical view, all features identified in the 
new object are contrasted with features that are possessed by the rep-
resentation. Afterwards, the weights of features that are present in 
both the object and the representation are added up, and all the 
weights of object’s features that do not exist in the category represen-
tation are subtracted. Based on this computation, the object is judged 
to be in the category or not, according to an arbitrarily defined catego-
rization criterion (Murphy, 2004: 41-48).  

The exemplar view has first been proposed by (Medin and Schaf-
fer, 1978). This view does not consider an individual’s concept repre-
sentation as a definition that refers to all category members of that 
representation nor as a list of features that are possessed to greater or 
lesser degrees in the category members of that representation. In this 
view, an individual’s concept representation is considered as the set of 
category members which the person remembers. Again, similarity 
plays a key role in the exemplar theory. Assuming that an individual’s 
concept of dogs is the set of dogs that the person remembers, a new 
object, say another animal, observed by this person, should be 
weighted on the basis of how similar his/her memory of dogs is to the 
new given animal object. A key aspect in this view is therefore to as-
sess how similar the object is to each memory. (Murphy, 2004: 49-60). 
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A new theory called the knowledge approach has more recently 
appeared as a reaction to the prototype- and exemplar approaches. 
This new approach is in some sense based on the two aforementioned 
views. The idea of the knowledge approach is that when people learn 
a new concept, for example related to animals, the new information 
about animals is integrated with one’s prior knowledge about biology, 
animal behavior or other relevant domain knowledge. The relation be-
tween the new concept and the prior knowledge is bi-directional: i.e. 
the learning process of the new concept can be influenced by the prior 
knowledge, while the new information of this concept may also influ-
ence the prior knowledge. The knowledge approach considers con-
cepts as part of our general knowledge of the world. It means that 
concepts should be consistent with whatever else we know (Keil 1989;
Murphy and Medin 1985). In order to maintain such consistency, peo-
ple use their prior knowledge to reason about a new object and decide 
what category it is or to learn a new category. Unlike the prototype-
and exemplar view, the knowledge view claims that people do not rely 
on simple observations or feature learnings in order to learn new 
concepts. They pay attention to the features that their prior knowledge 
says are the important ones (Murphy, 2004: 60-64). 

Category learning
A diverse range of studies based on these three major views have been 
conducted towards various cognitive phenomena identified in our dai-
ly life: among others, category learning and category construction are 
some of the basic cognitive processes that are commonly involved in 
our daily life. In (Murphy, 2004), the cognitive processes involved in 
these phenomena are broadly covered from aspects of the three major 
approaches: the prototype approach; the exemplar approach; and the 
knowledge approach. 

One interesting debate in the category learning research is centered 
on identifying which kind of features that will most likely influence a 
human’s categorization process. Murphy (2004) introduces some ex-
amples from literatures, among others: Nosofsky (1988)’s reasoning 
indicating that when one item occurs more than others, it is generally 
considered to be more typical and is categorized faster than less fre-
quent items; and in (Rosch and Mervis, 1975), when a feature occurs 
more often in a category, items that possess it are learned faster and
have greater typicality. Opposed to these arguments of typicality and 
feature-frequency relations, some systematic exceptions are identified 
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as the inverse base-rate effect (Medin and Edelson, 1988) or the ap-
parent base-rate neglect (Gluck and Bower, 1988). As an example of 
these studies, a fictional scenario based on Gluck and Bower (1988) is 
illustrated as follows: In a category of a rare disease, a symptom “1” 
occurs 60 % of the entire cases, while in a category of a common dis-
ease, the same symptom “1” occurs only 20 % of the entire cases. As-
suming that the common disease occurrence is three times higher than 
the rare disease, the absolute number of occurrences for symptom “1” 
must be equal in the common- and rare diseases. However, in their 
studies, subjects judged that the feature of symptom “1” was to be in 
the rare disease category and ignored the absolute number of category 
frequencies. Kruschke (1996) points out that the base-rate neglect 
phenomenon occurs because of attention shifting from the common 
category to the most predictive features of the rare category (Murphy, 
2004: 115-118). 

Another interesting issue within the category learning research, is 
the feature correlation in concepts. Rosch et al. (1976) argues that cat-
egories contain clusters of correlated attributes that are fairly distinct 
from other clusters. The prototype structure of concepts is one way of 
representing these clusters of correlated features. However, from an-
other viewpoint, Murphy (2004) indicates that if two features are both 
quite frequent within a category, a “correlated” link would probably 
not be necessary, because one can infer that the features will be co-
occuring. To investigate such feature-feature correlations within a 
category, there have been a number of experiments using subjects for 
making categorization judgments. However, these investigations have 
shown little evidence of such feature-feature correlations within a cat-
egory. Murphy and Wisnienski (1989), based on their experiment, ar-
gue that subjects are not good at learning feature-feature correlations, 
and they are instead trying to learn how each feature is related to a 
specific category. In the view of Murphy and Wisnienski (1989), sub-
jects use their prior knowledge when learning categories. Therefore,
people are primarily learning how features are related to the different 
categories, not how they are correlated within the categories. In other 
words, Murphy indicates that the learning of feature-category relations 
implicitly results in feature-feature correlations within a category. 
Murphy concludes with his noteworthy remarks (Murphy, 2004: 118-
125):
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There are so many possible pairs of correlated features in natu-
ral categories that it is difficult to see how one could consider 
them all. One of the benefits of categories is that they allow us 
to reduce the information structure of the correlations in the 
environment. Instead of storing the facts that wings go with 
feathers, and feathers go with nests, and nests go with beaks, 
and wings go with beaks, and wings go with nets, and feathers 
go with beaks, and so on, we can store the facts that wings, 
feathers, nests and beaks are all properties of birds, which im-
plicitly represents the feature-to-feature correlations categories 
(Murphy, 2004: 125).

  Category construction is another type of category learning, which 
is specified only for the learning of a new category without any feed-
back and therefore is sometimes referred to as unsupervised learning. 
The process of category construction is described in Murphy (2004: 
126-127): 

This process is probably most important in childhood, when 
children notice categories around them but may not yet have 
words to describe them or may not have received any feedback 
telling them that the things are indeed in the same category. … 
As adults, we already have concepts for most of the things we 
encounter, and so we may not notice this process working un-
less we travel, encounter a recent invention, or otherwise ex-
pose ourselves to new kinds of entities5.  

In the area of category construction research, one of the fascinating 
debates is what people focus on when categorizing objects. Medin, 
Wattenmaker, and Hampson (1987) experimented with subjects to di-
vide artificial items consisting of four feature-dimensions with fea-
ture-values falling into two categories. Their results indicate that peo-
ple use the so-called uni-dimentional strategy; that is, if pictures of 
objects are given as stimuli, subjects would first choose one dimen-
sion (e.g. size or shape etc) and subsequently divide the items up into 
categories that differ in that dimension (large vs. small, or square vs. 
round, etc.). A number of studies (Medin et al., 1987; Regehr and 
Brooks, 1995; Thompson, 1994; Ward et al., 1991) show the extreme-
ly strong bias towards uni-dimensional categories. However, Murphy 
                                                    
5 Figure 1-1 describing the situation where a new Japanese delikattes is introduced to 
the Danish mindset, is a good example.    
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(2004: 128-129) reflects on why people make categories that are so 
different from those of everyday life. He points out the example of fea-
ture-feature correlations discussed in the category learning paragraph 
and emphasizes that multi-dimensionality of concepts gives much 
stronger induction power compared to that of the uni-dimensional. He 
argues that when several categorical features are related, the cluster of 
these features form a so-called family resemblance structure. This can 
happen either through the relations of prior knowledge (Ahn, 1990; 
Kaplan and Murphy, 1999; Spalding and Murphy, 1996) or through 
induction that relate the features (Lassaline and Murphy, 1996).  
Murphy concludes as follows:

When one notices a new animal, for example, one is likely to 
use prior knowledge to relate its physical characteristics to its 
habitat and behaviors. Furthermore, if one is trying to predict 
something about it (whether it will attack, whether it will fly 
away, or whether it will try to eat your garbage), one will no-
tice relations between the features (things with sharp teeth and 
claws tend to attack, things with wings tend to fly away). Thus, 
the family resemblance structure of real categories is probably 
in part due to such attempts to understand and make predic-
tions (inductions) about the world. Finally, when the categories 
are very highly structured (i.e., without any exceptions in the 
critical features), subjects can notice the structure. For any real 
categories that do have such strong structure, then unsuper-
vised learning may be fairly easy (Murphy, 2004: 133).

Knowledge effects
A key point emphasized in Murphy (2004: 141-197) is that many of 
the previous empirical works in the prototype- and exemplar views are 
based on artificial stimuli not on categories used in real-life. The rea-
sons for this tendency are according to Murphy, first, that researchers 
often have a tendency to intentionally avoid using materials which 
subjects are already familiar with or have pre-experimental knowledge 
about. This is according to Murphy driven by the desire to obtain 
“clean” results solely reflecting on the learning process. Secondly, re-
searchers often tend to believe that the discovery of general principles 
based on the use of simple stimuli can be applied to many different 
domains. Contrary to this, the knowledge approach argues that what 
one knows outside of the concept influences how it is learned and then 
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used. The concept is formed within the constraints of one’s under-
standing of the world. Hence, according to this viewpoint it is vital to 
examine the effects of background knowledge on concept learning and 
use (Murphy, 2004: 141-142). Murphy (2004) explains the knowledge 
effects by using an exemplar situation of visiting a Zoo. His argument 
is that, even before visiting the Zoo, people will have prior knowledge 
of the animal- or say the sub-leveled mammals domain which can be 
used for learning a new object within the most related domain. Hence 
he defines the term, knowledge effect, as influences of prior 
knowledge of real objects and events that people bring to the catego-
ry-learning situation (Murphy, 2004: 146). Murphy (2004) argues that 
there are two main differences when comparing traditional experi-
ments using artificial stimuli and the knowledge approach based on 
natural categories. The first difference is that features themselves are 
different. Secondly, the features of natural categories seem to be relat-
ed to each other, while the features of artificial categories do not nec-
essarily. Murphy and Allopenna (1994) shows that when the features 
of a category formed a consistent set, the category was much easier to 
learn than when they were inconsistent or simply neutral. Their find-
ings suggest that knowledge helps learning because it relates the fea-
tures in the category, rather than through the properties of the fea-
tures themselves (Murphy, 2004: 151). However, in a more realistic 
scenario, people must also learn about properties that have not yet 
been connected with their background knowledge. Kaplan and Mur-
phy’s (2000) work shows that when thematic features are present in 
categories, background knowledge is helpful even though the 
knowledge is incomplete or imperfect. Subjects are also able to ex-
plain away or ignore features that are inconsistent and still be able to 
use the most accurate knowledge. Based on a series of studies, Mur-
phy (2004) concludes that:

Background knowledge affects not only initial acquisition of a 
concept but also later categorization judgments. People tend to 
positively categorize items that are consistent with their 
knowledge and exclude items that are inconsistent, sometimes 
even overruling purely empirical sources of information…. It 
seems very likely that how and when knowledge influences cat-
egorization will depend on the nature of the category and 
whether other cues are readily available (Murphy, 2004: 173). 
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However, one key question arises: where in the first place are the fea-
tures of natural categories identified? One of the arguments have been 
that knowledge plays an important role, in other words, one’s prior 
domain knowledge contributes to generate a set of properties that can 
be used for learning a new category e.g. by judging similarities be-
tween them (Goodman, 1965; Murphy and Medin, 1985; Markman 
and Wisniewski, 1997). An interesting finding expressed by Wisniew-
ski and Medin’s (1994) experiment where two groups (with and with-
out prior knowledge, respectively) divide stimuli into two categories,
demonstrates that the knowledge subjects were likely to make hierar-
chical features of, those were the features that had both an abstract 
and a concrete component. Wisniewski and Medin (1994) point out 
that people who is possessing prior knowledge also have strong expec-
tations about properties of a specific category. However, Murphy ar-
gues that those expectations are flexible and they change with actual 
experience with the category. Thus bottom-up and top-down processes 
combine to determine what features are associated with a category. 
Hence it is difficult to model concept learning when the features them-
selves are changing over the course of learning. …. To sum up, then, 
most work on concept learning has not said very much about where 
the object’s features come from (Murphy, 2004: 178-179).

Taxonomic organization of categories
The issues discussed up to now in (Murphy, 2004) have mainly fo-
cused on how people categorize objects and how they are learning 
new concepts based on features. Murphy (2004: 199-242) also deals 
with the issue of how all the categories that are learned are actually 
stored in our minds. The main focus is whether humans store concepts 
in a hierarchically organized structure. Murphy (2004) hypothesizes 
that a category structure is stored in the long-term memory in the form 
of a so-called categorical network. The categories located at the higher 
level in this hierarchy are called superordinate and the ones that are 
located at the lower level are referred to as subordinate categories. 
Category members are connected by the set inclusion relation. This
relation is also referred to as an “is-a” relation in (Collins and 
Quillian, 1969). Murphy describes three basic principles for forming a 
hierarchical structure of categories. The first principle is that any cat-
egory can have only one immediate superordinate. The second princi-
ple is that the “is-a” relation can only hold asymmetrically, so to 
speak. As an example of this asymmetry, all dogs are animals, but all 
animals are not necessarily dogs so that the “is-a” relation obviously 
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only makes sense being applied as a uni-directional relation from dogs 
to animals. The third principle is that category relations are transitive 
so that properties of a superordinate category are inherited by sub-
category members. For example, bulldogs are dogs and dogs are 
mammals. It means that bulldogs are mammals. If the superordinate 
category is, “mammals have blood”, then this particular feature of 
“having blood” is inherited by the sub-category, “dogs” and therefore 
inherited by “bulldogs”, as well. Murphy emphasizes that these hier-
archical descriptions enable people to generalize the properties pos-
sessed by mammals in many categories under “mammal” in the hier-
archy. This ability is important for us to immediately access 
knowledge about new entities that one hasn’t had direct experience 
with (Murphy, 2004: 202). Whether people actually organize their 
concepts in hierarchies that have these properties are further discussed 
from a psychological point of view in (Murphy, 2004: 199-203).

According to Murphy (2004), there are two possible ways to con-
sider how hierarchies are mentally represented. The first possibility is 
that people’s concepts are pre-stored and structured in memory in the 
form of hierarchical networks based on “is-a” links. The view of this 
hierarchical network is assumed to provide a kind of cognitive eco-
nomy. If the feature “breathes” is represented at the animal node, it is 
not necessary to store the same feature “breathes” at the mammals-, 
reptiles-, dogs-, or bulldogs nodes, because hierarchies automatically 
provide for the inheritance of properties. The second possibility is that 
the hierarchical structure of concepts is generated from a reasoning 
process instead of being explicitly pre-stored in memory. The idea is 
that a small group of objects X is included in a medium group of ob-
jects Y and the medium group Y is included in a larger group of ob-
jects Z. If all the items in the larger group Z have six fingers, it is ob-
vious that all the items in the small group X also possess six fingers. 
The argument is that without storing the hierarchical links in the 
memory, information about category inclusion can be computed based 
on the properties that are known of a category (Rips, Shoben, and 
Smith, 1973). In this view of computed models, the properties that are 
generally true of a category are also true for its subordinates in a hier-
archy. It means that more specific categories inherently have the same 
features as more general categories but with one or more additional 
features. There have been several studies comparing validities of the 
two views: pre-stored view and computed view. Collins and Quillian 
(1969) hypothesized that subjects respond faster at verifying “a pine is 
an evergreen” than on “a pine is a plant,” because the former involves 
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fewer “is-a” links than the latter. Hence, their argument is that the 
more “is-a” links there are involved to be traversed in order to verify a 
sentence, the longer time it takes for us to verify that it is true. How-
ever, several subsequent studies are to some degree in opposition with 
Collins and Quillian’s conclusions. E.g. Rips, Schoben and Smith 
(1973) added a new factor to Collins and Quillian’s framework, name-
ly typicality. For example, they compared the response time for the 
following two statements: “a robin is a bird” and “an ostrich is a bird.” 
According to the superordinate and subordinate “is-a” link, both robin
and ostrich is linked to bird with only one step. However, subjects re-
sponded faster to the “is-a” link “a robin is a bird”. This result indi-
cates inconsistencies with Collins and Quillian’s conclusion that sup-
port the pre-stored view. Another influential study that also challenges 
Collins and Quillian’s conclusions has been proposed by Sloman 
(1998). In this study, subjects were tested based on simple one-step 
logical inferences such as:

Birds have an ulnar artery.
Therefore robins/penguins have an ulnar artery.

Subjects were asked to rate the conditional probabilities that the con-
clusion was true provided that the premise was true. Two of Sloman´s 
important findings were that, first, subjects did not rate the probabili-
ties of the conclusion category as “1”, and secondly, subjects rated the 
probabilities higher for arguments with typical items (such as robins) 
than arguments with atypical items (such as penguins). Sloman (1998: 
28) argues that Inclusion relations are part of the set of rules that we 
can apply given the right conditions, not the set of relations that com-
prise memory structure. Sloman emphasizes that subjects compute the 
similarity of one category to its superordinate concepts, and based on 
the similarity they draw inferences. As Sloman (1998) demonstrated, 
Murphy (2004: 209) summarizes that the feature model, which say 
that hierarchies are computed rather than pre-stored, have the edge in 
this battle. However, Murphy also points out that a list of features may 
also be insufficient to account for all the data. At least some category 
relations may be explicitly learned and represented. Accordingly, a 
possible conclusion indicated by Murphy (2004: 209) is that it seems 
most likely that some category relations are directly learned and 
stored, whereas others are computed as needed. Although perhaps in-
elegant, this kind of mixed model may be the best explanation of the 
jumbled set of facts that people know about the world.
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Category-based inference
Murphy (2004: 241) argues that one of the major uses of categories is 
to make predictions about novel items. He emphasizes that category-
based inferences are very common in communication. By referring 
something to a simple category name, speakers inherently assume that 
listeners will retrieve information about the category and use it to 
comprehend the meaning. Murphy specifies that the inferential pro-
cess employed in this course of action is category-based induction.
One reason the term induction is used for referring to this process is 
that it involves drawing an uncertain inference to the category as a 
whole. Especially, people are attempting to draw conclusions about 
one category or a new encountered item based on knowledge of an-
other category. According to Murphy, categories whose members are 
extremely similar would have stronger inductive power than those that 
are less similar. Thus, more specific categories usually allow stronger 
induction than general categories. 

According to Murphy (2004: 245), the modern study of category-
based induction originated from (Rips, 1975). In Rips´ study, similari-
ties were used for measuring the category structure of birds and 
mammals. One unique approach Rips applied in his study was to use 
so-called blank predicates. In these blank predicates, unfamiliar prop-
erties which people usually do not know about are specified. Murphy 
uses an example of the predicates, “(members of the category: birds) 
have sesamoid bones.” Since most people do not know what the 
“sesamoid bones” are, people cannot answer this question based on 
their prior knowledge. On the other hand, people can use their prior 
knowledge directly to the predicates included “(members of the cate-
gory: birds) can fly.” In Rips´ study, the single predicate, whether 
members of a category would catch an unknown disease, was given to 
subjects. Here, the bird category “ducks” was used as a given category 
and “robins” and “geese” were respectively used as target categories. 
Subjects were asked to come up with the percentage of members of 
each category that would potentially catch this unknown disease. Ac-
cordingly, Rips found that there are primarily two things governing 
that subjects tend to extend this blank predicate to a target category. 
Those are the typicality of the given category, and the similarity of the 
given category to the target category. An example of the typicality 
case is that inductions of a given category of robins were stronger than 
that of eagles. For the similarity case, an induction from gees to ducks 
was stronger than from gees to cardinals. Murphy emphasizes that 
(2004: 246-247):
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The similarity of the given and target items is not a question of 
what category or categories they belong to. Indeed, the given 
and target items could be individual objects not known to be in 
any category. However, the typicality question is obviously a 
matter of categorization.

     
Murphy (2004: 247) also points out an important notion of Rips’ 
model that the induction from X to Y is not in general the same as Y to 
X (see also Tversky, 1977). For example, the induction from a robin to 
a goose is more certain than the induction from a goose to a robin. 
Although the similarity between the two items is the same in both di-
rections, robin is much more typical than goose is, and so it provides 
a better basis for induction. This predication was confirmed by 
Osherson et al. (1990), as well as by Rips. 

As pointed out by Murphy, the studies conducted by (Osherson et 
al., 1990) support the asymmetric view of similarities. Osherson et al. 
proposed arguments applying the blank predicates. They have pro-
posed a model of reasoning processes using these arguments consist-
ing of two components: the similarity of the premise categories to the 
conclusion category; and a component called coverage. To be more 
specific about the coverage, when the premises are distributed across 
a certain category, subjects can become more confident that the prop-
erty is true of the entire category. Murphy (2004: 248-250) presents a 
number of interesting phenomena of inductive reasoning demonstrated 
by Osherson et al. (1990) as follows:

Premise typicality: In general, the more typical the item or items 
in the premise, the stronger the argument is. So (1) is stronger 
than (2):

(1)
All birds have a high potassium concentration in their blood
Robins have a high potassium concentration in their blood

(2)
All birds have a high potassium concentration in their blood
Penguins have a high potassium concentration in their blood
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Premise diversity: The more diverse the premise categories, the 
stronger the argument. So (4) is stronger than (3):
   
(3) Rhinoceroses require Vitamin K

Humans require Vitamin K
Hippopotamuses require Vitamin K

(4) Bats require Vitamin K

Humans require Vitamin K
Hippopotamuses require Vitamin K

Premise monotonicity: If you add more categories (all of them be-
ing at the same level) to the premises, the argument gets stronger.

(5) Foxes have sesamoid bones

Gorillas have sesamoid bones
Pigs have sesamoid bones      

(6) Foxes have sesamoid bones
Pigs have sesamoid bones

Gorillas have sesamoid bones
Wolves have sesamoid bones

Murphy emphasizes that the studies of Osherson et al. (1990) have 
even extended into related areas such as psychology of reasoning. 
Such extended works put emphasis on the influence of the similarity-
based approach adopted for categorical inductions. However, Murphy 
also points out some limitations of the Osherson et al. (1990) model. 
One critique raised by Murphy is based on Heit and Rubinstein’s 
study (1994) concluding that the Osherson et al. model relies on only 
one similarity measure to predict induction, and so the fact that items 
are similar or dissimilar in different respects is not relevant. Heit and 
Rubinstein (1994: 420) point out that prior knowledge could be used 
dynamically to focus on certain features when similarity is evaluated. 
In this conception, inductive reasoning is an active process in which 
people identify features in the premise and the conclusion categories 
that are relevant to the property being inferred. Murphy (2004: 253-
254) concludes by citing Heit and Rubinsterin’s words that 
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Rather than judging overall similarity, as in the Osherson et al. 
model, people may more specifically focus on the particularly 
relevant way in which the categories are related. One way to 
think of this is that the similarity computation is based not on 
the concepts’ total properties but on the properties that are 
specifically relevant to the predicate under question (Heit and 
Rubinstein, 1994: 421)
   

3. Why and how these theories support the 
COM framework?

As outlined in the previous sections, the Relevance Theory of Com-
munication and the Knowledge Effects are substantially consistent 
from a plurality of aspects. In my view, the Relevance Theory of 
Communication (Sperber & Wilson, 1986) forms a larger framework 
(RTC framework) that accommodates a communication scenario con-
sisting of an information sender, an information receiver, and an infer-
ential process that bridges the two parties. However, there are a num-
ber of critical issues on whether Sperber & Wilson’s idea is straight-
forwardly applicable. When considering that the scope of this thesis to 
apply the COM framework to the mapping of domain-specific con-
cepts, it raises the question whether Sperber & Wilson’s idea, that a 
concept consisting of a logical entry, an encyclopaedic entry and a 
lexical entry, is directly applicable. Another question is, while the re-
cent empirical studies introduced in (Murphy, 2004) emphasize the 
inductive power of categories, Sperber & Wilson’s RTC framework 
employs a deductive system. Hence, I propose to replace these critical 
elements within Sperber & Wilson’s RTC framework with elements 
based on the Knowledge Effects that empirically explain phenomena 
of human concept learning and categorization. The result of the inte-
gration of these two theories becomes plausibly consistent with the 
COM framework that aims for achieving a successful cultural know-
ledge transfer. 

First, I clarify which elements in Sperber & Wilson´s RTC frame-
work that are, respectively, consistent or inconsistent with the COM 
framework. One of the directly applicable elements of the RTC 
framework to the COM framework is the asymmetric coordination be-
tween communicator and audience on the choice of code and context. 
As described in the previous section, the asymmetric co-ordination of 
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code and context is built upon the symmetric co-ordination. If a cogni-
tive environment is shared by two parties, the set of all facts is mani-
fest to both communicator and audience and therefore this may possi-
bly generate a common ground based on the symmetric coordination. 
However, from a realistic viewpoint, people use different languages 
and are mastering different concepts so that the way people construct 
mental representations and make inference are inherently different. 
Thus, it seems much more realistic and easier to achieve the asymmet-
ric coordination. When looking into the fine-grained level, i.e. at the 
level where an audience learns an individual concept from a given 
stimulus, the asymmetric relation between a communicator and an au-
dience also exists. Rips (1975) and Osherson et al. (1990) both sup-
port this view by claiming that induction from X to Y is not in general 
the same as from Y to X. Thus the similarity of a given category to a 
target category is uni-directional. In fact, the model of computing sim-
ilarities based on categorical features, originally proposed by Tversky 
(1977), enables one to compute such asymmetric similarities. 

Hence, my speculation is that the RTC element of the asymmetric 
coordination should be maintained and thereby the asymmetric simi-
larity computation algorithms originally derived from the prototypical 
approach should be possible to integrate into the COM framework.  

The second key component in the RTC framework that in my opin-
ion seems applicable to the COM framework is the general idea of the 
comprehension process or the so-called contextual implications of 
new information P in a context C. This contextual implication compo-
nent seems applicable to the COM framework when considering new 
information P as a new stimulus provided by a communicator and the 
context C as the prior knowledge of an information receiver. The 
combination of P and C generates new knowledge Q for the infor-
mation receiver. When contrasting this to the category learning, Mur-
phy (2004) argues that if we have formed a concept (mental represen-
tation) corresponding to that category (class of objects in the world), 
then the concept will help us understand and respond appropriately to 
a new entity in that category. Concepts are a kind of mental glue, 
then, in that they tie our past experiences to our present interactions 
with the world, and because the concepts themselves are connected to 
our knowledge structures. From Murphy’s argument, our knowledge 
structures that are formed based on our past experiences is in fact the 
knowledge that corresponds to the context C in the RTC framework; a 
new entity in that category is the new information P; and the union of 
P and C is playing the role of “glue” generating a new form of concept 
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Q. Thus, Sperber & Wilson’s idea of contextual implication consist-
ently fits with the Knowledge Effects that considers influence of prior 
knowledge of real objects and events that people bring to the catego-
ry-learning situation (Murphy, 2004: 146). In here, the new know-
ledge generated based on the union of a new object P and the prior 
knowledge C is called contextual effects in (Sperber & Wilson, 1986). 
This also leads to the two important dimensions of relevance raised by 
Sperber & Wilson (1986: 125): an assumption (new information) is 
relevant in a context to the extent that its contextual effects in this con-
text are large; and an assumption is relevant in a context to the extent 
that the effort required to process it in this context is small. These di-
mensions will also be applicable to the Knowledge Effects, when it 
comes to applying the Bayesian Model of Generalization (Tenenbaum 
& Griffiths, 2001) at a later stage in this thesis.  

On the other hand, there are also some critical and inconsistent 
components at the fine-grained level in the RTC framework which are 
not directly applicable to the COM framework. Those issues are relat-
ed to the way Sperber & Wilson view a structured set of concepts that 
are stored in the human memory and the deductive system they pro-
pose based on the elimination rules.

The largest difference between Sperber & Wilson’s approach 
(1986) and Murphy’s approach (2004) is that Sperber & Wilson em-
ploys the deduction, while Murphy employs the induction as the infer-
ential process of knowledge comprehension. In my eyes, this major 
difference seems to be caused by the way they view a structured set of 
concepts that are stored in the human memory. 

Before discussing how the conceptual knowledge should be stored, 
I need to clarify the scope of the COM framework. As described in 
Chapter 2, the aim of the Culturally-specific Ontology Mapping is to 
identify corresponding concepts existing in two remote cultures. The 
scope of the concept mapping is limited to culturally-specific domain 
knowledge at the level of individual lexical items – not the entire ut-
terance. Hence general vocabularies such as verbs and adjectives etc. 
are here considered out of scope. Thus, the approach to be taken is the 
terminological approach and not the syntactic or lexical semantic ap-
proach. The terminological approach considers a concept consisting of 
several feature specifications, which possesses one or several lexical 
expressions, as starting point. The approach is indeed reasonably con-
sistent with the way concepts are represented by features and with the 
basic principles for forming a hierarchical structure of categories de-
scribed in Murphy (2004). On the other hand, Sperber & Wilson 
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(1986) considers an assumption as a set of structured concepts and 
emphasizes logical functions of concepts. Thus they distinguish logi-
cal entry and encyclopaedic entry, which are the information attached 
to a concept. More specifically, Sperber & Wilson argue that encyclo-
paedic entries typically vary across speakers and they are open-ended. 
On the other hand, logical entries are small, finite and relatively con-
stant across speakers and times….. the content of an assumption is 
constrained by the logical entries of the concepts it contains, while the 
context in which it is processed is, at least in part, determined by their 
encyclopaedic entries (Sperber & Wilson, 1986: 88-90). This implies 
that the encyclopaedic entries in a way correspond to the concept rep-
resentation in Murphy (2004). However, the way the context is pro-
cessed is highly influenced by the lexical semantic view in Sperber & 
Wilson (1986). The general lexical semantics considers first a lexical 
item that possesses several meanings as starting point. The view 
Sperber & Wilson take is rooted in the lexical semantic approach and 
is implied from their considerations that concepts have both logical 
and lexical entries that provide a point of contact between input and 
central processes, between the linguistic input system and the deduc-
tive rules of the central conceptual system. Recovery of the content of 
an utterance involves the ability to identify the individual words it 
contains, to recover the associated concepts, and to apply the deduc-
tive rules attached to their logical entries. … We assume, then, that 
the “meaning” of a word is provided by the associated concept…. 
This allows us to maintain a somewhat ecumenical view of lexical se-
mantics (Sperber & Wilson, 1986:90). This difference in views of the 
terminological approach by Murphy (2004), and the lexical semantic 
approach by Sperber & Wilson (1986), results in different inferential 
approaches, deductions and inductions. Sperber & Wilson’s RTC 
framework employs the deductive system based on the elimination 
rules as inferential algorithm. On the other hand, Murphy (2004) ar-
gues that the inferential process involved in communication is a cate-
gory-based induction. For example, for the RTC framework, the elim-
ination rule for generating a conclusion from a premise can be illus-
trated in the following way:

Mother-elimination rule
Premise: (X-mother-Y)
Conclusion: (X-female parent-Y)  
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Here, it is considered that the meaning of a word is provided by a 
definition which expresses the individually necessary and jointly suffi-
cient conditions for the word to apply. For instance, the definition of 
“mother” could be “female parent”. If this is so, it can be represented 
by assigning “mother” as the lexical entry for the concept “female 
parent” the elimination rule in the above logical expression (Sperber 
& Wilson, 1986: 90). On the contrary, Murphy (2004: 241) argues that 
one of the major uses of categories is to make predictions about novel 
items. He emphasizes that speakers can assume that listeners will, by 
referring to something with a simple category name, retrieve infor-
mation about the category and use it to comprehend the meaning. The 
reason the term induction is used for referring to this process is that it 
involves drawing an uncertain inference of the listeners to the catego-
ry as a whole. Especially, people are attempting to draw conclusions 
about one category or a new encountered item based on their prior 
knowledge of another category. In this inductive process, people use 
similarity judgment. According to Heit and Rubinstein (1994: 420), 
prior knowledge could be used dynamically to focus on certain fea-
tures when similarity is evaluated. In this conception, inductive rea-
soning is an active process in which people identify features in the 
premise and the conclusion categories that are relevant to the proper-
ty being inferred. This statement indicates that, if prior knowledge is 
organized in a hierarchical structure based on the terminological ap-
proach, such prior knowledge could effectively be used for the induc-
tive reasoning as pointed out by Heit and Rubinstein.
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Figure 3-1: RTC Framework

Figure 3-2: Revised RTC Framework
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To summarize, while Figure 3-1 illustrates the original RTC 
framework, Figure 3-2 proposes a revised version of the RTC frame-
work that forms the basis of the COM framework.

Hence, now it is possible to draw a more concrete picture of the 
COM framework that is an integration of the selected elements of the 
Relevance Theory of Communication and the replaced elements of the 
Knowledge Effects. First of all, the COM framework involves the two 
parties; one being the communicator who is conveying meanings of an 
SL concept to an information receiver who is receiving a TL stimulus 
that is supposed to be a translation of the SL concept in question. The 
COM framework only deals with domain-specific knowledge that is 
culturally-rooted in a specific country, e.g. the educational system, so-
cial system, legal system, traditional events etc. For convenience, the 
COM framework assumes that the average population in a specific 
country has general knowledge e.g. about the educational system in 
his/her country, as domain knowledge. Such country-specific 
knowledge is in most cases officially translated into English. Hence 
the English expression of each country-specific concept which also 
possesses an original local expression is considered as input data in 
this scenario. By identifying a country- and domain-specific corpus 
officially written in English, it is possible to manually extract English 
expressions of concepts and their definitions. These English expres-
sions and their features that are identified in their definitions can be 
used for constructing a hierarchical structure of categories based on 
the basic principles described in Murphy (2004). These basic princi-
ples of forming a hierarchical structure of categories are, as a starting 
point, assumed to be consistent with the principles of Terminological 
Ontology whose methodological basis is laid out in the next chapter. 
Although some principles of Terminological Ontology may interfere 
with the natural hierarchical formation of categories, the assumption 
here is that the Terminological Ontology might still be a useful meth-
od to be employed in the framework. Terminological ontologies are 
constructed both for the SL- and TL domain knowledge, respectively 
considered as the communicator- and the information receiver’s prior 
knowledge. 

Contrasting to the Relevance Theory of Communication, such prior 
knowledge is considered as context C. We can draw two types of sce-
narios where a communicator, based on his/her prior knowledge, is 
going to identify an appropriate translation from new objects existing 
in a TL information receiver’s cultural domain; and where an infor-
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mation receiver, based on his/her prior knowledge, is going to general-
ize the meanings of original concepts from stimuli given by a commu-
nicator. The former could be considered as the SL-oriented communi-
cation and the latter as the TL-oriented communication. It means that, 
e.g. in case of the TL-oriented communication, if the information re-
ceiver has his/her prior knowledge about the educational system in 
his/her country, this knowledge is considered as context C. The infor-
mation receiver is supposed to have no knowledge about the educa-
tional system in the SL culture. The SL communicator is now provid-
ing a stimulus that is a TL translation of an SL educational concept. 
This TL translation appears as a new encountered information P to the 
information receiver’s context C. The union of P and C is supposed to 
generate the contextual effect according to the Relevance Theory of 
Communication. In other words, the union of P and C implies the in-
formation receiver’s assumption Q about the new information P,
which is the communicator’s intention. Here, if a cognitive environ-
ment is shared by two people, the set of all facts is manifest to both 
communicator and audience and therefore this may possibly generate 
a common ground based on the symmetric coordination. However, in 
a realistic scenario, the two parties use different languages and are 
mastering different concepts so that the way people construct mental 
representations and perform inference are inherently different. Thus, 
and as stated previously, it is most realistic and easiest to achieve the 
asymmetric coordination. In order for the TL information receiver to 
infer and generalize the original meaning of the SL concept, the cate-
gory-based inductions, i.e. feature-based similarity measures, are ap-
plied as algorithms. For example, the model of computing similarities 
based on features proposed by Tversky (1977) enables one to compute 
such asymmetric similarities. To re-emphasize, this asymmetric simi-
larity algorithm explains the views of Rips (1975) and Osherson et al. 
(1990) that induction from X to Y is not in general the same as from Y
to X. Thus, again, the similarity of a given category to a target catego-
ry is uni-directional.

The above is somehow forming the “ideal picture” of a cognitive 
framework consisting of at least four elements required for the COM 
framework. These four key elements are: a) the asymmetric co-
ordination; b) the contextual effects generated based on the union of a 
new object P and prior knowledge C; c) the taxonomic organization of 
categories; and d) the category-based induction. These elements are 
integrated into the COM framework as shown in Figures 3-3 and 3-5
below. These figures respectively depict the SL-oriented communica-
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tion and the TL-oriented communication described above. Figures 3-4
and 3-6, respectively illustrate how the two hierarchically structured 
concept systems are mapped depending on the communication pat-
terns. To fulfill the requirements for the elements a) and b), methods 
for representing element c): the taxonomic organization of categories, 
should be identified. In addition, algorithms for performing element 
d): category-based induction, should be identified. Accordingly, these 
identified methodological approaches will be summarized in the next 
chapter.
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Figure 3-3: Four elements from the Revised RTC framework 
integrated into the COM framework (SL-oriented)

Figure 3-4: Image of ontology mapping: the SL-oriented translation
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Figure 3-5: Four elements from the Revised RTC framework 
integrated into the COM framework (TL-oriented)

Figure 3-6: Image of ontology mapping: the TL-oriented translation
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Chapter 4.   

Methodologies

Figures 3-3 and 3-5 in the previous chapter illustrated the idea of the 
COM framework as an integration of selected elements from the Rel-
evance Theory of Communication and from the Knowledge Ap-
proach. As was outlined, the four key elements are: a) the asymmetric 
coordination; b) the contextual effects Q generated by the union of a 
new object P and prior knowledge C; c) the taxonomic organization of 
categories; and d) the category-based induction. 

To fulfill the requirements for the elements a) and b), methods for 
representing the element c) a taxonomic organization of categories 
and methods for performing the element d) the category-based induc-
tions, should be identified. As a starting point, the Terminological On-
tology (TO) method (Madsen et al., 2004) whose uniqueness is feature 
specifications and subdivision criteria which enables one to construct 
a rigidly structured concept system is selected as candidate method. 
Based on this representation of the domain-knowledge, two types of 
algorithms for implementing the element d), i.e. performing category-
based induction, are selected. Accordingly, the asymmetric feature-
based similarity algorithm (Tversky, 1977) described in (Murphy, 
2004) and the approach referred to as the Bayesian Model of General-
ization (BMG) (Tenenbaum & Griffiths, 2001) that is a powerfully ex-
tended version of Tversky’s original model are considered as ideal 
candidate algorithms. For the purpose of comparison, these two types 
of algorithms are applied to datasets obtained from the TOs. In addi-
tion, for increasing the objectivity of the comparative analyses, these 
algorithms are directly applied to the standardized datasets created by 
a third party, the UNESCO Institute for Statistics (UIS). The compari-
son of these algorithms for performing category-based induction ena-
bles me to answer my first sub-question a) what algorithms are suit-
able for aligning TOs and mapping Culturally-specific Concepts 
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(CSCs) ? The workflow of the first comparative analyses is depicted 
in Figure 4-1.

Figure 4-1: Workflow for Step 1 in the COM framework

(Step 1: comparison of the mapping algorithms)

The aforementioned comparative analyses of the mapping algo-
rithms identify that the BMG (Tenenbaum & Griffiths, 2001) is the 
most optimal algorithm in the following chapter. Based on this find-
ing, as a second step, whether the TO method is suitable for represent-
ing domain knowledge for the purpose of cross-cultural communica-
tions is further investigated. Accordingly, a novel unsupervised ma-
chine learning method, the so-called Infinite Relational Model (IRM) 
(Kemp et al., 2006), is selected as a non-TO method for representing 
domain knowledge for further comparative analyses. The IRM is a 
flexible model that can co-cluster multiple variables simultaneously. 
Hence the IRM can be applied to datasets in several different ways. In 
order to identify an effective strategy of applying the IRM for the pur-
pose of the CSC mapping, a preliminary comparative study is first im-
plemented. The study consists of three sub-experiments to test three 
strategies: 1) applying the IRM directly to two CSC-feature matrices, 
respectively representing the educational domain knowledge in Japan 
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and Denmark for first categorizing them into categorical classes that 
are to be subsequently compared and aligned (Figure 4-2); 2) applying 
the IRM directly to a matrix where the two CSC-feature matrices re-
spectively representing the Danish- and Japanese educational domain 
knowledge are merged (Figure 4-3); and 3) applying the BMG to di-
rectly compute similarity relations between CSCs in the two cultures 
at hand, thereafter to apply the IRM for clustering CSCs in the respec-
tive cultures into categorical classes (Figure 4-4). The results of this 
comparative study indicate that the third strategy for combining the 
BMG and the IRM (the BMG+IRM approach) is the most optimal 
strategy. Accordingly, this BMG+IRM approach is compared against 
the approach of applying the TO combined with the BMG (the 
TO+BMG approach), in order to answer my second sub-question: b)
within the defined framework of the COM, what are the advantages or 
disadvantages of using the TO compared with other approaches for 
systematically representing and organizing conceptual features as cul-
turally-dependent prior-knowledge? The workflow of the second 
comparative analyses is illustrated in Figure 4-5. 

Figure 4-2: Step 2 Application of the IRM – Strategy 1
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Figure 4-3: Step 2 Application of the IRM – Strategy 2

Figure 4-4: Step 2 Application of the IRM – Strategy 3
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Figure 4-5: Workflow for Step 2 in the COM framework

(Step 2: comparison of the knowledge representation method)

In the following sections, the methods employed for generating 
datasets as well as algorithms employed for the respective compara-
tive analyses are reviewed.

  

1. Step 1: Comparative analyses of algo-
rithms for mapping TOs (the TO+Tversky 
algorithm vs. the TO+BMG algorithm)

1.1. Identification of corpora and manual knowledge 
extraction (Module 1-2 in Figure 4-1)

The main focus of the COM framework is on domain-specific know-
ledge that is culturally-rooted in a specific country, e.g. the education-
al system, the social system, the legal system, or traditional events etc. 
Strictly speaking, cultural prior knowledge possessed by an individual 
must vary from person to person. For convenience, the COM frame-
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work assumes that the average population in a specific country has 
some general knowledge that is culturally-rooted as so-called domain 
knowledge e.g. related to a country-specific educational system. In 
this thesis, the educational systems in Denmark, Japan and Germany 
are selected as culturally-specific domain knowledge possessed by the 
average population in each of these respective countries. The motiva-
tion is based on the assumption that if people in a specific country is 
born and grown up with particular cultural roots, they must inherently 
possess general domain knowledge about e.g. the educational system 
in their particular society. A pre-condition assumed here, is that popu-
lations in each of these countries do not have substantial knowledge 
about the educational systems in the other considered countries. 

Based on this pre-condition, the country-specific domain 
knowledge of the educational system in each of these respective coun-
tries has been identified from documents officially published from au-
thorities in these respective countries. All these text documents de-
scribing the educational systems in the three chosen countries, DK, 
GE and JP, are officially published in English by reliable authorities 
of each of the countries, respectively. Thus, all English translated 
terms and expressions in their original languages can be considered as 
official terms. It means that it is feasible to assume that one can iden-
tify terminological expressions in each original language based on 
these documents. This enables us to eventually identify translation 
equivalences linking between, in this case, Danish, German and Japa-
nese. However, in this thesis, I only focus on English documents that 
describe language-dependent concepts (CSCs) in the three cultures. 
By identifying a country-specific, domain-specific corpus officially 
written in English, it becomes feasible to manually extract English ex-
pressions of concepts and their definitions. These English expressions 
and their definitional features that are identified in their definitions 
can be used for constructing a hierarchical structure of categories.

For the first comparative analyses, documents downloaded from the 
Eurydice web-site published by the Education, Audiovisual and Cul-
ture Executive Agency under the EU commission have been used as 
text corpora for the Danish and German educational systems. The 
constitution of the respective documents is as follows:

Germany Denmark  

  Tokens in text  165,854 89,192 

Types (distinct words) 6,466  4,388 

Type/token ratio (TTR) 3.90  4.92 
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A document structure describing the educational systems in these two 
countries is harmonized based on the standardized format following 
UNESCO’s ISCED (International Standard Classification of Educa-
tion). Therefore, it is assumed here to be simpler to represent struc-
tured knowledge that can effectively be aligned with each other. How-
ever, as Figure 4-3 shows, the conceptual structures of the respective 
educational systems are quite different from each other – in this case 
UK, DK and GE are considered in parallel. Thus, it is in fact a chal-
lenge to map concepts existing in Denmark and Germany as is clearly 
evident from the illustration.

Figure 4-6: ISCED categorization (UK/DK/GE)

To summarize, the aforementioned data preparation method corre-
sponds to the COM framework modules 1) and 2) proposed in Chapter 
1 in the following way: 1) identification of domain specific content-
aligned (or parallel) corpora consisting of SL-English and English-TL
language combinations; and 2) terms and features extractions from 
content-aligned English corpora which describe domain specific terms 
and their definitions in English for the respective domain-knowledge 
in the SL- and TL cultures. In order to achieve module 3) from Chap-
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ter 1 (see also: Figure 4-1), the method for constructing a structured 
set of CSCs for the respective domain-knowledge in the SL- and TL 
countries based on the information extracted in module 2) is outlined 
hereafter. 
  

1.2. Knowledge representation: Terminological On-
tology (Module 3 in Figure 4-1)

Before opening a larger discussion on the principles of TO, I will first 
try to summarize the historical development of the theory of terminol-
ogy. This is mainly because the traditional theory of terminology is in 
fact far from the idea of the cognitive aspects of the COM framework.

The theory of terminology was first introduced by (Wüster, 1968). 
Wüster’s original objectives of terminology were to eliminate ambigu-
ity from technical languages by means of standardisation of termino-
logy in order to make them efficient tools of communication (Cabré, 
2003). Kageura (2002: 17) summarizes that the traditional theory of 
terminology addresses the relation between concepts and terms, start-
ing from concepts and focusing on the present state of the conceptual 
structure and its representation. These strict principles are also re-
flected in the ISO standards on terminological principles, c.f. ISO 704 
(2000). Contrary to this traditional approach, Temmerman (2000) in-
troduced so-called socio-cognitive aspects based on the importance of 
a communication-oriented and discourse-centred view (Cabré 1999; 
2000; Temmerman, 2000). Temmerman (2000) more concretely sug-
gests that it is necessary to distinguish between concepts and catego-
ries. She argues that many categories are fuzzy and cannot be abso-
lutely classified by logical and ontological means because categories 
evolve, terms change in meaning, and general human understanding 
constantly develops. 

In parallel to these chronological trends of terminology, a different 
approach – the knowledge-based approach - has been steadily evolv-
ing since the late 90es originating in Denmark (Madsen, Thomsen and 
Vikner, 1999). The backbone of the knowledge-based approach is 
centered on terminological concept modeling resulting in the TO ap-
proach. In this approach, information about concepts is identified from 
text corpora or in discussions with specialists in a particular subject 
field. The knowledge-based approach responds to the issues of “fuzzi-
ness of categories” originally taken up by Temmerman (2000) in the 
following way: Assuming that there is no distinction between con-
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cepts and categories, some difference in views on concepts may lead 
to the creation of different versions of a TO. A TO is developed within 
a knowledge sharing community, then dynamically updated and vali-
dated. If it is necessary to share knowledge with other communities, 
TOs developed in different communities should be compared, aligned 
and merged as needed. Based on this view, terminological ontologists 
argue that concepts are defined in a language dependent context, and 
therefore TOs are inherently language dependent.

The principles of the TO have been developed in the research and 
development project called CAOS - Computer-Aided Ontology Struc-
turing – where the aim has been to develop a computer system de-
signed to enable semi-automatic construction of ontologies (Madsen, 
Thomsen and Vikner, 2004; 2005). The uniqueness of the TO is its 
feature specifications and subdivision criteria (Madsen et al., 2004a; 
2004b). The use of feature specifications is subject to principles and 
constraints described in detail in (Madsen et al., 2004a). Most impor-
tantly, a concept automatically inherits all feature specifications of its 
superordinate concepts. According to Madsen et al. (2004a), this prin-
ciple models the principle of traditional terminology that ‘the inten-
sion of the subordinate concept includes the intension of the su-
perordinate concept’ (ISO 704: 5.4.2.2; cf. also Madsen 1999: 21). 
Secondly, subdivision criteria that have been used for many years in 
terminology work are strictly implemented in the TO by introducing 
dimensions and dimension specifications (Madsen et al., 2004a; 
2004b). This enables the CAOS prototype to perform consistency 
checking which helps in constructing TOs. A dimension of a concept 
is an attribute occurring in a non-inherited feature specification of one 
or more of its subordinate concepts. Values of the dimension allow a 
distinction among sub-concepts of the concept in question. For exam-
ple, a dimension of the concept “academic degree” is [LENGTH OF 
EDUCATION] whose values are [2-3 year | minimum 4 years]. These 
dimension values distinguish the sub-concepts: “junior college” and 
“university” in Figure 4-7 below.  The dimension can only occur in 
feature specifications on sister concepts and a given value can only 
appear on one of these sister concepts. This second principle implies 
the third principle, that is, a concept must be distinguished from each 
of its nearest superordinate concepts by at least one feature specifica-
tion. In the TO, a concept dimension and its feature values are regis-
tered as (DIMENSION : [value1, value2, ...]). In the case of Fig. 4-7, 
dimension specification of a concept “academic degree” is represented 
as (LENGTH OF EDUCATION : [2-3 year | minimum 4 years]. This 
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dimension specification subdivides the concept “academic degree” 
into two sub concepts “junior college” and “university” which respec-
tively possess primary features, [LENGTH OF EDUCATION : 2-3
year] and [LENGTH OF EDUCATION : minimum 4 years]. The fea-
tures that subdivide these two concepts are called primary feature 
specifications which are differentiated from other feature specifica-
tions that are inherited from superordinate concepts. It is also allowed 
to define one or more dimension specification of a concept, e.g. an ex-
ample shown as the concept “degree” in Fig. 4-7. In this way, a con-
cept must be distinguished from each of its nearest superordinate con-
cepts as well as from each of its sister concepts by at least one feature 
specification (Madsen et al., 2004a; 2004b).

Figure 4-7: Terminological Ontology example

These principles are fairly intuitive and reasonably consistent with 
the hierarchical structure of categories described in the previous chap-
ter (Murphy, 2004). On the other hand, the principles of the TO also 
defines more strict rules derived from the traditional view of terminol-
ogy that aims at proper standardization. For example, a principle of 
uniqueness of dimension defines that a given dimension may only oc-
cur on one concept in an ontology. Madsen et al. (2004a) argues that 
uniqueness of dimensions contributes to create coherence and simplic-
ity in the ontological structure, because concepts that are character-
ized by means of a certain common dimension must appear as descen-
dants of the same superordinate concept. In the same way, Madsen et 
al. (2004) also defines the uniqueness of primary feature specifications 
as a given primary feature specification can only appear on one of the 
daughters. The argument is that these uniqueness principles make it 
possible to a certain extent to carry out automatic placing of concepts 
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into an ontology. Another point is that the TO principles allows poly-
hierarchy structures so that one concept may be related to two or more 
superordinate concepts. This principle is inconsistent with the princi-
ple of the taxonomic organization of categories described in (Murphy, 
2004). 

Although some of the principles are consistent with the principles 
of human taxonomic organization of categories described in (Murphy, 
2004), the question arises whether these strict artificial rules are appli-
cable to the COM framework when the framework aims at simulating 
cognitive processes of human category-based inductions. In a way, 
this issue is quite similar to Temmerman’s (2000) question about 
“fuzziness of categories” arguing that categories cannot be absolutely 
classified by logical and ontological means. In order to analyze this 
specific issue about the strictness of principles vs. the fuzziness of cat-
egory formation, the second comparative analysis is conducted in this 
thesis by applying a neutral unsupervised learning method called the 
Infinite Relational Model (IRM) proposed by a group of cognitive sci-
entists, Kemp, Tenenbaum, Griffiths, Yamada and Ueda as described 
in the next section. This will hopefully enable me to answer the fol-
lowing previously raised key challenge in a concrete way: within the 
defined framework of cross-cultural concepts mapping, what are the 
advantages or disadvantages of using TOs compared with other ap-
proaches for systematically representing and organizing conceptual 
features as culturally-dependent prior-knowledge? Before explaining 
the IRM algorithm, the algorithms for mapping TOs: i.e. Tversky’s 
Ratio Model (Tversky, 1977) and the Bayesian Model of Generaliza-
tion (Tenenbaum & Griffiths, 2001) are reviewed in the following sec-
tions.

1.3. Datasets creation (Module 4 in Figure 4-1)

From the TOs constructed in the previous section, structured feature 
sets that represent definitions of each concept are enlisted in a coun-
try-specific matrix. Feature values extracted from respective country-
specific English corpora might express the same feature in different 
ways. These inconsistent expressions of a feature are manually 
aligned. For example, Tables 1 and 2 are part of the feature structures 
used in the empirical studies described in the next chapter (Chapter 5, 
section 4). 
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Table 4-1: Terms and features extracted from a TO (German)

ID Term Feature-values
G2 preschool education {ISCED97, children & young, ISCED0}
G5 kindergärten {ISCED97, children & young, ISCED0, child welfare, 3-

6y.o.}
G7 schulkindergärten & 

vorklassen
{ISCED97, children & young, ISCED0, preparation}

G10 primary education {ISCED97, children & young, ISCED1}
G11 primary school {ISCED97, children & young, ISCED1, <6-10y.o.<}
G13 secondary education { ISCED97, children & young, ISCED2+3}
G14 lower secondary level {ISCED97, children & young, ISCED2+3, <10-16y.o.<}
G15 school offering one 

single course
{ISCED97, children & young, ISCED2+3, <10-16y.o.< , 

single}
G16 hauptschule {ISCED97, children & young, ISCED2+3, <10-16y.o.< , 

single , general basic, 5-9th grade}
G18 gymnasium {ISCED97, children & young, ISCED2+3, <10-16y.o.< , 

single, intensified, 5-12/13th grade}
G19 schools offering sev-

eral courses
{ISCED97, children & young, ISCED2+3, <10-16y.o.< , 

several}

Table 4-2: Terms and features extracted from a TO (Denmark)

ID Term Feature-values
D2 pre primary {ISCED97, children & young, ISCED0}
D4 kindergarten {ISCED97, children & young, ISCED0, 3-6y.o.}
D6 single structure {ISCED97, children & young, ISCED1+2}
D7 alternative structure {ISCED97, children & young, ISCED1+2, alternative}
D9 efterskole or youth 

school
{ISCED97, children & young, ISCED1+2, alternative, 

compulsory, <14-18y.o.<}
D10 efterskole {ISCED97, children & young, ISCED1+2, alternative, 

compulsory, <14-18y.o.<, boarding school, approved by 

state}
D11 youth school {ISCED97, children & young, ISCED1+2, alternative, 

compulsory, <14-18y.o.<, day-to-day, public municipal 

council}
D14 municipal school {ISCED97, children & young, ISCED1+2, formal teach-

ing, municipality}
D16 0-9th form {ISCED97, children & young, ISCED1+2, compulsory}
D17 0th form {ISCED97, children & young, ISCED1+2, compulsory, 

preparation}
D18 1-9th form {ISCED97, children & young, ISCED1+2, compulsory, 

general basic}
D19 10th form {ISCED97, children & young, ISCED1+2, optional}
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For applying the plurality of cognitive models explained in the subse-
quent sections, the following systematic operation has been performed 
in advance:

1. All feature values existing in two country-specific ontologies 
to be aligned, are respectively registered in a country-specific 
matrix.

2. If feature values in the two matrices to be aligned are com-
pletely overlapping (e.g. “ISCED0-pre-primary” in DK and 
“ISCED0-pre-primary” in GE in Tables 1 and 2), the feature 
columns in question should be merged into one column.

3. If a feature is possessed by a concept, the numeric value 
should be “1”, otherwise “0” in the matrices.

4. If a feature value in one matrix is completely included in a 
feature value in the other matrix (e.g. “ISCED1+2” in DK and 
“ISCED1” in GE), a concept possessing the feature that in-
cludes the other feature (e.g. Danish “ISCED1+2”) should 
have numeric value “1” in both feature columns (e.g. 
“ISCED1+2” in DK and “ISCED1” in GE). It means that a 
concept possessing a feature value that is included in the other 
feature (e.g. German “ISCED1”) should have numeric value 
“1” only in the feature column in question.

5. If feature values in the Danish and German matrices are partly 
overlapping (e.g. “ISCED1+2” in DK and “ISCED2+3” in 
GE), a dummy column referring to the exact overlapping fea-
ture value (e.g. “ISCED2” for both DK and GE) is created. In 
this example, a Danish concept possessing a feature “ISCED 
1+2” should have numeric value “1” in both “ISCED 1+2” 
and “ISCED2” columns, but not in the “ISCED2+3” column.  

In this way, the country-specific matrices representing the Danish, 
and German educational systems are respectively generated from the 
TOs.

1.4. Mapping algorithm: Tversky’s Ratio Model
(Module 5 in Figure 4-1)

The concept of similarity has a long history within the area of psycho-
logical theory. Tversky (1977) states that similarity serves as an orga-
nizing principle by which individuals classify objects, form concepts, 
and make generalizations. Tversky´s view of similarity is distin-
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guished from the traditional theoretical analysis c.f. (Shepard, 1987)
on two points: 1) while the theoretical analysis of similarity relations 
has been dominated by the continuous metric space models, Tversky
argues that the assessment of similarity between objects may be better 
described as a comparison of features rather than as the computation 
of metric distance between points; and 2) although similarity has been 
viewed by both philosophers and psychologists as a prime example of 
a symmetric relation, the asymmetric similarity relation has been 
demonstrated in (Tversky, 1977) based on several empirical evidences.

Based on these two points, Tversky proposed a classic set-theoretic
model of similarity, later coined Tversky’s Ratio Model, as described 
by the following equation:

��� (�, �) = �(� 	 
)
�(� 	 
) +  � � �(�  
) + � � �(
  �) (1)

Here, X and Y are the feature sets of object x and object y, respectively.� denotes a measure over the feature sets. In this thesis, the function �
is defined as additive in the series of empirical studies described in the 
next chapter. (Y�X) represents the sets of features present in both X
and Y, (Y-X) represents the sets of features present in Y but not in X, 
and (X-Y) represents the sets of features present in X but not in Y.
Since the similarity score in equation (1) is normalized, the obtained 
score lies between 0 and 1. � and � are free parameters representing an 
asymmetric relationship between X and Y. Assignment of these pa-
rameters severely influences the similarity measurements. When de-
fining � = � = 1, ��� (�, �) =  �(� 	 
) /�(� � 
) corresponds to 
the well-known algorithm, Jaccard’s coefficient measure (Jaccard, 
1901). When defining � = 1 and � = 0,  sim (y, x) =  f(Y 	 X) /f(Y)
corresponds to what is found in e.g. (Bush & Mosteller, 1951). The 
uniqueness of Tversky´s view, is this asymmetric similarity that has 
been originally demonstrated in (Tversky, 1977) based on several em-
pirical evidences. His argument is that similarity does not necessarily 
form a symmetric relation. When � = �, this similarity formula as-
sesses the degree to which object x and y are similar to each other. It 
means that  sim (y, x) =  sim (x, y). On the other hand, if the parame-
ters � and � differ, this symmetric relation does not hold. Tversky 
(1977) explains that if sim(y,x) is interpreted as the degree to which y
is similar to x, then y is the subject of the comparison and x is the ref-
erent. Hence the features of the subject are weighted more heavily 
than the features of the referent (i.e., � > �). Consequently, similarity 
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is reduced more by the distinctive feature of the subject than by the 
distinctive features of the referent. 

Tversky (1977) argues that his model offers explications of similar-
ity, prototypicality, and family resemblance discussed in the previous 
chapter (Murphy, 2004; see also Rosch & Mervis, 1975). Based on his 
idea of typicality and asymmetric relations between a subject and a 
referent, as well as on the Relevance Theory of Communication that 
inherits the asymmetric co-ordination between communicator and au-
dience on the choice of code and context, translation should provide 
the set of assumptions that are adequately relevant to the audience.
And the stimulus (that is translation) produced by the translator should 
be such that it avoids gratuitous inferential processing effort on the 
audience´s part. Considering that similarity serves as an organizing 
principle by which individuals classify objects, form concepts, and 
make generalizations (Tversky, 1977), the most similar concept to an
SL concept, that is identified in the audience´s taxonomic organization 
of categories through feature matching, could be the set of assump-
tions which are adequately relevant to the audience. Based on this hy-
pothesis, Tversky’s Ratio Model assigning different combinations of �
and � parameters is applied to datasets obtained based on the methods 
described in the previous section

1.5. Mapping algorithm: Bayesian Model of Gener-
alization (Module 5 in Figure 4-1)

Tenenbaum and Griffiths (2001) argue that Tversky´s Ratio Model is 
remarkably similar to the Bayesian Model of Generalization (BMG), 
that is rooted in Shepard´s theory of the generalization problem. 
Hence, it is possible to unify these two classically opposing ap-
proaches to similarity and generalization. In (Tenenbaum and Griffiths, 
2001), three crucial questions of learning, after Chomsky 1986, are 
addressed in order to explain the BMG: 1) what constitutes the 
learner´s knowledge about the consequential region; 2) how the 
learner uses that knowledge to decide how to generalize; and 3) how 
the learner can acquire that knowledge from the example encountered. 
For instance, one example x of some consequence R is given. It is as-
sumed that x can be represented as a point in a continuous metric psy-
chological space and R corresponds to some region (referred to as 
consequential region) of this space. A task of the learner is to infer the 
probability that a newly encountered object y will fall within R given 
the observation of the example x. This conditional probability can be 
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expressed as:  P(y�R|x). In order to compute the conditional probabil-
ity, Tenenbaum and Griffiths (2001) first answer the question: the 
learner´s knowledge about the consequential region is represented as a 
probability distribution  p(h|x) over an a priori-specified hypothesis 
space  H of possible consequential regions  h�H. Prior to observing x,
this distribution for the prior probability is  p(h), then becomes the 
posterior probability  p(h|x) , after observing x. According to 
(Tenenbaum and Griffiths, 2001), the learner uses this knowledge for 
generalization by summing the probabilities  p(h|x) of all hypothe-
sized consequential regions that contain y as follows

�(���|�) = � �(�|�)
�:��� (2)

Tenenbaum and Griffiths (2001) further describe how a rational 
learner arrives at  p(h|x) from  p(h) after the generalization, through 
the use of Bayes´ rule as follows

�(�|�) = �(�|�)�(�)
�(�) (3)

Tenenbaum & Grifiths (2001) argue that equation (2) can be similar to 
Tversky’s Ratio Model. In order to demonstrate this, they have refor-
mulated Tversky´s Ratio Model to the following formula:

���(�, �) = 1/ [1 + � · �(�  
) + � · �(
  �)
�(��
)  ] (4)

As defined in the previous section, X and Y are the feature sets repre-
senting x and y, respectively. � denotes a measure over the feature sets, 
here considered as an additive function. (Y�X) represents the sets of 
features present in both Y and X, (Y-X) represents the sets of features 
present in Y but not in X, and (X-Y) represents the sets of features pre-
sent in X but not in Y. � and � are free parameters representing an 
asymmetric relationship between Y and X. A key point in this thesis is 
to clarify which variable is defined as concept in an SL- or a TL cul-
ture. According to Tversky (1977), if sim(y,x) is interpreted as the de-
gree to which y is similar to x, then y is the subject to the comparison 
and x is the referent. Considering that similarity serves as an organiz-
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ing principle by which individuals classify objects, form concepts, and 
make generalizations (Tversky, 1977), the most similar concept to an 
SL concept which is correctly identified in a TL culture of an audience 
through a feature mapping could, from a communicator’s point of 
view, be the set of assumptions which are adequately relevant to the 
audience. Hence, the referent x should be defined as an SL concept 
and the subject y, that is to be compared with x, should be defined as a 
TL concept according to Tversky’s Ratio Model. This definition 
should be applied to all algorithms derived from Tversky’s Ratio 
Model.

Keeping this definition in mind, Tenenbaum and Griffiths (2001) 
have reformulated equation (2) in a mathematically equivalent form as 
follows:

� (� � �|�) =  1/[1 + � �(�, �)�:���,���� �(�, �)�:�,��� ] (5)

A key point emphasized by Tenenbaum & Griffiths (2001) here is that
the bottom sum ranges over all hypotheses that include both x and y, 
while the top sum ranges over only those hypotheses that include x but 
not y. If we identify each feature k in Tversky´s framework with a hy-
pothesized subset h, where an object belongs to h if and only if it pos-
sesses feature k, and if we make the standard assumption that the 
measure f is additive, then the Bayesian model as expressed in equa-
tion (5) corresponds formally to Tversky´s Ratio Model (4) with 
asymmetric parameters ������=1.

It means that if the free parameters in equation (4) is set as ������=1, this algorithm is formally corresponding to equation (5) of the 
BMG which compute the conditional probability that y falls under R
(Consequential Region) given the observation of the example x 
(Tenenbaum & Griffiths, 2001). The consequential region R, in this
thesis, indicates the categorical region where a subject y belongs. In 
equation (5), a hypothesized subset h is defined as the region where a 
concept belongs to h, if and only if, it possesses feature k (Tenenbaum 
& Griffiths, 2001). Hence, in the COM framework, y has been implic-
itly considered as a newly encountered object existing in the TL on-
tology that should be aligned to the referent ontology of the SL. It 
means that by exchanging assignment of variables x and y, the algo-
rithm defined in equation (5) also computes the probabilities that the 
audience in a TL culture generalizes an SL concept from a stimulus 
presented by a communicator. 
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Another key point of the BMG is that P(h, x) = P(x|h)P(h) in equa-
tion (5) represents the weight assigned to the consequential subset h in 
terms of the example x. This can be achieved by specifically assigning 
the weight P(h, x) based on the “strong sampling scheme” defined in 
(Tenenbaum & Griffiths, 2001) as follows:

�(� |�) = �1 |�|!  �� � � �
0  "#�$%&��$

'
(6)

Here, |h| indicates the size of the region h (Tenenbaum & Griffiths, 
2001). According to Tenenbaum & Griffiths (2001), what likelihood 
function P(x | h) is determined by how we think the process that gen-
erated the example x relates to the true consequential region for R. 
For example, Shepard’s Universal Law of Generalization (1986), 
Heit’s (1998) Bayesian analysis of inductive reasoning, and the stan-
dard machine learning literature (Haussler et al., 1994; Mitchell, 1997) 
argue that the example x and consequential region R are sampled in-
dependently, and x just happens to land inside C (Tenenbaum & Grif-
fiths, 2001). Thus, the likelihood is defined in a binary fashion in the 
following way:

�(� |�) = * 1   �� � � �    0  "#�$%&��$'
(7)

Opposed to this, Tenenbaum (1999) argues that under many condi-
tions, it is more natural to treat x as a random positive example of R, 
which involves the stronger assumption that x was explicitly sampled 
from R. This argument leads to the “strong sampling scheme” defined 
by equation (6). In the COM framework, the number of objects pos-
sessing the kth feature in the referent ontology is considered as the size 
of the region h. For example, if the feature “compulsory education” is 
possessed by three objects in Table 2, the weight is assigned as 1/3. 
This strong sampling can intuitively be illustrated in a situation where 
the feature “objects that have four legs” is given to us as an example. 
We immediately imagine that this object must be something related to 
an animal or possibly a piece of furniture. We unconsciously limit the 
hypothetical region within a narrower region in order to achieve a 
more effective generalization. Finally, Tenenbaum & Griffiths (2001) 
explain that the prior P(h) is not constrained in their analysis so that it 
can accommodate arbitrary flexibility across contexts. Hence, in this 
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thesis, we set P(h) = 1. However, strictly speaking, P(h) could be
computed based on probabilities that a hypothesized subset h is identi-
fied among all possible hypothesized subsets h that are assumed from 
a dataset in question. It will be demonstrated, that this strong sampling 
scheme applied for the BMG works effectively compared with the 
widely used Jaccard coefficient similarity measure, as well as Tver-
sky’s Ratio Model in the COM framework by the fourth and fifth em-
pirical studies described in the next chapter (Chapter 5, Sections 4 and 
5).   

1.6. Non-TO: Controlled datasets for an objective 
comparison (Module 4 in Figure 4-1)

In the aforementioned comparative analysis, the TOs are semi-
automatically developed based on the principles and rules of the TO 
and the datasets are systematically prepared in the form of matrices. 
However, the subjectivity of the analysis is one of the critical points in 
this empirical setting of the comparative analysis to be conducted in 
Chapter5, Section 4. In order to increase the objectivity of the com-
parative analysis, datasets prepared by a third party should be em-
ployed. Accordingly, datasets prepared by the UNESCO Institute for 
Statistics (UIS) who collected data from UNESCO Member States on 
an individual basis is employed for comparing the performance of 
Tversky’s Ratio Model and the Bayesian Model of Generalization
(BMG).

According to UIS, the purpose of collecting data from UNESCO 
Member States is to map the Member States’ national education sys-
tems according to the International Classification of Education 
(ISCED). UIS aims for Member States to report their data in an inter-
nationally comparative framework. These datasets from all over the 
world are downloadable from UIS’ web-site 6

                                                    
6

. Here, Japanese and 
Danish datasets will be used for the analysis in Chapter 5, Section 5. 
Each dataset consists of educational terms defined by several pre-
defined feature dimensions such as the ISCED level, programme des-
tination and orientation, starting age, cumulative duration of educa-
tion, and entrance requirements. Most feature dimension values are 
pre-defined, i.e. for the programme destination dimension, values are 

http://www.uis.unesco.org/education/ISCEDmappings/Pages/default.aspx
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pre-defined as [general | pre-vocational | vocational] as shown in Ta-
ble 4-3.

Table 4-3: Example of original datasets obtained from UIS: feature 
structure of selected concepts.
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Danish concepts

D1 0 G 2-5
years

4
years No No No

D2 0 G 5-6
years

1
year No No No

D3 1 G 6-7
years

6
years 6 years No No No

D4 2 A G 1
12-
13

years

3-4
years

9-10
years

No No No

D7 3 C V 2A
16-
30

years

3-5
years

14
years

Yes No No

D19 5 B Short 1st 3A, 
3C

18-
50

years

0,5-4
years

13-15
years No Yes Yes

D20 5 B Short 1st
3A, 
3C

20-
30

years

2-3
years

14
years No No No

D21 5 A Medium 1st Bachelor 3A
18-
50

years

2-4
year

13-15
years

No Yes Yes

D22 5 A Medium 1st Bachelor 3A
20-
30

years

3-5
years

16
years

Yes No No

D23 5 A Medium 1st Bachelor 3A
20-
30

years

3
years

15-16
years No No No

Japanese Concepts

J35 5 B Short Intermediate 3
ABC

18 2-3 14-15 No No No

J36 5 B Short 
Medium

Intermediate 5B 20 1+ 15+ No No No

J37 5 B Short Intermediate 3 18 2-3 14-15 No No Yes

J38 5 B Short Intermediate 3 18 2 14 No No No

J40 5 B 3 18 1+ 13+ No No No

J41 5 A Medium 1st Bachelor 3 18 4 16 No No No

J42 5 A Long 1st Bachelor 3 18 6 18 No No No

J44 5 A Long Intermediate 5A 
1st,M

22 1+ 17+ No No No

One of the challenges of using these datasets is how to map the nu-
meric feature values of dimensions such as “theoretical starting age” 
and “cumulative duration of the programme.” For example, in the 
Danish educational system, the starting age of upper secondary school 
is defined as “16-17 years old” and its cumulative years of education 
is “12-13 years”. On the other hand, the Japanese educational system 
is a so called “single-track system” meaning that the starting age of 
upper secondary school is exactly defined as “15 years old” and its 
cumulative years of education is “12 years”. To handle this difficulty 



Chapter 4: Methodologies

88

in an objective and systematic manner, the same principles of generat-
ing matrices defined in Section 4.1.3 have been applied for the col-
umns highlighted in Table 4-3.

In order to objectively perform the qualitative comparative analysis 
of mapping algorithms, simpler datasets that do not contain the nu-
meric feature dimensions/values (highlighted in Table 4-3) have been 
prepared as control data. It means that these simpler datasets only con-
tain the standardized feature dimensions/values defined by UIS. The 
results of the comparative analysis employing these controlled data-
sets are presented in (Chapter 5, Section 5).

2. Step 2: Comparative analyses of 
knowledge representation methods 
(the TO+BMG approach vs.                    
the BMG+IRM approach)

The comparative analyses of the mapping algorithms in Step 1 identi-
fy that the Bayesian Model of Generalization (BMG) (Tenenbaum & 
Griffiths, 2001) is the most optimal algorithm in the next chapter 
(Chapter 5, Sections 4 and 5). Based on this finding, as a second step, 
whether the TO method is suitable for representing domain knowledge 
for the purpose of cross-cultural communication is further investigat-
ed. Accordingly, a non-TO method for representing domain know-
ledge, i.e. the Infinite Relational Model (IRM) (Kemp et al., 2006), is 
selected as candidate for further comparative analyses. The IRM is a 
flexible model that can co-cluster multiple variables simultaneously. 
Hence the IRM can be applied to datasets in several different ways. In 
order to identify an effective strategy of applying the IRM for the pur-
pose of culturally-specific concept (CSC) mapping, a preliminary 
comparative study is first implemented. The study consists of three 
sub-experiments to test three strategies: 1) applying the IRM directly 
to two CSC-feature matrices, respectively representing the educational 
domain knowledge in Japan and Denmark, for first categorizing them 
into categorical classes that are to be subsequently compared and 
aligned; 2) applying the IRM directly to a matrix where the two CSC-
feature matrices respectively representing the Danish- and Japanese 
educational domain knowledge are merged; and 3) applying the BMG 
to directly compute similarity relations between CSCs in the two cul-
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tures at hand, thereafter to apply the IRM for clustering CSCs in the 
respective cultures into categorical classes. The results of this com-
parative study shown in Chapter 5, Section 6, indicate that the third 
strategy for combining the BMG and the IRM (the BMG+IRM ap-
proach) is the most optimal strategy.

Based on these findings, the second comparative analysis of com-
paring the two methods of representing knowledge: the TO and the 
non-TO approaches are implemented. In this analysis, for comparing 
and assessing advantages and disadvantages of the TO approach under 
controlled settings, the same datasets consisting of a list of CSCs and 
features that are manually extracted from text corpora are used as data 
source. While the TOs are constructed from this data source for the 
TO+BMG approach, the BMG is directly applied to these datasets for 
the BMG+IRM approach (Chapter 5, Section 7). The principles of the 
data preparation as well as the IRM algorithm, is explained below.

2.1 Data preparation (Module 3 in Figure 4-2)

In the second comparative analysis, two datasets, respectively repre-
senting the Danish educational domain knowledge and the Japanese 
educational domain knowledge, are created. The datasets consist of 
educational terms and their definitional features that are manually ex-
tracted from text corpora. The Japanese corpora used for this experi-
ment are: 1) “Outline of the Japanese School System” published by 
the Center for Research on International Cooperation in Educational 
Development (CRICED), University of Tsukuba, Japan; and 2)
“Higher Education in Japan” published by the Japanese Ministry of 
Education, Culture, Sports, Science and Technology (MEXT). The 
Danish documents are downloaded from the Euridice web-site pub-
lished by the Education, Audiovisual and Culture Executive Agency 
under the EU commission. These corpora are written in English and 
hence it is feasible to identify original expressions of educational 
terms in the respective languages from existing parallel- or content 
aligned corpora. This enables one to eventually achieve translation be-
tween Japanese CSCs and Danish CSCs through the English term 
mapping.

The CSCs and their definitions, all written in English, are manually 
extracted from the text corpora, e.g. the Danish CSC “municipal 
school (DA: folkeskole)” and its definition “a comprehensive school 
covering both primary and lower secondary education, i.e. one year of 
pre-school class, the first (grade 1 to 6) and second (grade 7-9/10) 
stage basic education, or in other words it caters for the 6-16/17-year-
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olds”. From this definition, a feature list consisting of “comprehensive 
school” “primary and lower secondary education” “basic education” 
“targeted for 6-16/17 years old” is created. This definition also implies 
that “municipal school” is categorized into three sub-CSCs “preschool 
class”, “first stage” and “second stage”, respectively having their fea-
tures “one year preschool education” “1-6 grades” and “7-9/10 
grades”. These sub-CSCs are supposed to inherit features defined in 
the superordinate CSC, in this case “municipal school”. In this way, 
59 Danish CSCs and 54 Japanese CSCs and their features all written 
in English are listed up. In addition, some features are manually 
standardized, e.g. a feature “continuing education for adults” in Den-
mark is standardized with a feature “opportunities for life-long learn-
ing” in Japan. Finally, in order to handle the problem of numeric fea-
ture values which the system does not inherently handle, the same 
principles for creating the matrices defined in Section 4.1.3 is applied.

Accordingly, in total 229 features are registered in the two matrices, 
respectively representing the Danish- and Japanese educational sys-
tems. In each matrix, if a feature is possessed by a CSC, the numeric 
value “1” appears, otherwise “0” is assigned. In these matrices, the 
Danish- and Japanese CSCs are respectively denoted as Di and Jj and 
feature IDs are assigned as fk. Both the Danish- and Japanese CSCs 
and their features are alphabetically registered. These matrices are 
used for first comparing three strategies of applying the IRM for map-
ping CSCs (Chapter 5, Section 6) and secondly, for comparing the two 
approaches: the TO+BMG approach and the BMG+IRM approach 
(Chapter 5, Section 7).

2.2 Infinite Relational Model (Module 4 in Figure 4-
2)

According to Kemp, et al. (2006), a key feature of the IRM is to au-
tomatically choose an appropriate number of clusters using a prior
that favors small numbers of clusters, but has access to a countably 
infinite collection of clusters. In (Kemp et al., 2006), the observed data 
are considered as m relations involving n types. For the experimental 
strategies 1), 2) and 3) in Chapter 5, Section 6, the simplest model: 
dealing with two types with a single two-place relation R: T1 x T2 ��
{0, 1} is applied. More specifically, in strategies 1) and 2) T1 corre-
sponds to either Danish and/or Japanese CSCs and T2 corresponds to 
features, while in strategy 3), T1 and T2, respectively, corresponds to 
Danish CSCs and Japanese CSCs. 

The principle of generating clusters in the IRM, according to 
(Kemp et al., 2006), is based on a distribution over partitions induced 
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by a so-called Chinese Restaurant Process (CRP) (Pitman, 2002). The 
CRP starts a partition process with a single cluster containing a single 
object. The ith object has possibilities to belong to either of the follow-
ing:

� A new cluster with probability: � / (i-1+ �)
� An existing cluster with probability: na / (i-1+ �)

Here, na is the number of objects already assigned to cluster a, and ��is 
a parameter (Kemp et al., 2006). The CRP continues until all the ob-
jects belong to clusters. Hence, the distribution over clusters for object 
i conditioned on the cluster assignments of objects 1, …, i-1 is defined 
as (Kemp et al., 2006):

�(-.  = 2|-3, … , -.43) =  56 (�  1 +  6)  7 2 is a new cluster 89 (�  1 +  6)  89 > 0                    7 '
(8)

(Kemp et al., 2006) explains that the distribution on z induced by the 
CRP is exchangeable: the order in which objects are assigned to clus-
ters can be permuted without changing the probability of the resulting 
partition. P(z) can therefore be computed by choosing an arbitrary 
ordering and multiplying conditional probabilities. Since new objects 
can always be assigned to new clusters, the IRM effectively has access 
to a countably infinite collection of clusters.

From the clusters generated by the CRP, relations are generated 
based on the following generative model:

� As described above, for the cluster assignment of objects
z | ��~ CRP (�)

� For link probabilities between clusters
	 (a, b) | � ~ Beta (�, �)  

� For links between objects
R (i, j) | z,	 ~ Bernoulli (	 (zi, zj)) 

In the above generative model, we set parameters �=1, and ��log (J(i))
where J(i) is the number of CSCs in the ith mode. 

In here, relationships are assumed to be conditionally independent 
given cluster assignments (Kemp et al., 2006). The eventual purpose 
of the generative model is to identify a cluster z that maximizes P(z|R). 
Based on the generative model defined above, relations from clusters 
are generated by:
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�(� |-, ;) = <(;9?)@ABC

9?
(1  ;9?)@ABD

(9)

where m+
ab refers to the total number of links between categorical 

classes a and b; and m-
ab refers to the total number of non-links be-

tween categorical classes a and b. The conjugate prior 	ab is in the 
aforementioned generative model defined as: 
	(a, b) | � ~ Beta(�, �). Accordingly, the conjugate prior 	ab is inte-
grated out by the following:

�(� |-) = < E$#2(�9?F + �, �9?4 + �)
E$#2 (�, �)9,?�N

(10)

From formulae (3) and (5), the IRM identifies z that maximizes: P
(z|R) G P (R|z) P(z). According to (Kemp et al., 2006), the expected 
value of 	ab given z, is:

�9?F + �
�9?4 + �9?F + 2� (11)

The mathematical procedure for the inference is further described in 
(Mørup et al., 2010)7. The solutions displayed in the empirical studies 
in Chapter 5, Sections 6 and 7, are based on the sample with highest 
likelihood.

                                                    
7 The application of the IRM to my research problem has been encouraged by Ass. 
Prof. Morten Mørup, Section for Cognitive Systems, DTU Informatics at the Techni-
cal University of Denmark. The mathematical and technical instructions as well as the 
IRM tool have been provided by Ass. Prof. Morten Mørup. Thus my contribution for 
the empirical studies in Chapter 5, Section 6 and 7, is the entire design of the empiri-
cal study, data preparation and analyses of the output data obtained.
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Chapter 5.   

Empirical studies

This chapter consists of seven published papers, each of which repre-
sents the gradual progress of my PhD-research based on the COM 
framework whose methodologies are defined in the previous chapter. I 
first summarize an overview of these papers in Table 5-1, in contrast 
to the methodological workflow described in the previous chapter.

Table 5-1: Overview of empirical studies in contrast to the metho-
dologies

Paper title Description Methodology
1 Application of classical 

psychological theory to 
terminological ontology 
alignment

As a preliminary study, whether 
Tversky’s model is applicable to 
data-sets obtained from the TO 
method is investigated based on 
manually computed data on a 
smaller scale, in order to identify the 
potential for simulating cognitive 
theories/models explaining real-life
cross-cultural communication sce-
narios 

Preliminary 
study

2 Alignment of remote cul-

tures

Whether the alignment of two lan-
guage-dependent TOs is a potential 
method for optimizing the relevance 
required in cross-cultural communi-
cations is further investigated on a 
slightly larger scale, by assessing 
the precision/recall score comparing 
the results against human mapping

Preliminary 
study

3 Asymmetric similarity 

and cross-cultural com-

munication process

The assignment of different ��and ��
parameters to Tversky’s model is 
defined based on the BMG theory 
which demonstrates the mathemati-
cal equivalence between Tversky’s 
model and the BMG. Three differ-
ent ways of assigning parameters in 
Tversky’s model are investigated by 
applying these to datasets obtained 
from TOs. 

Preliminary 
study
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4 Feature-based Ontology 

Mapping from an Infor-

mation Receivers’ View-

point

Two types of cognitive models: 
Tversky´s model and the BMG are 
applied to datasets created based on 
the TO approach  

Step 1. Mod-
ules 1-5: TO

5 Cross-cultural Concept 

Mapping of Standardized 

Datasets

Two types of cognitive models: 
Tversky´s model and the BMG are 
applied to datasets directly obtain-
able from a third party (the 
UNESCO Institute for Statistics)

Step 1. Mod-
ules 1-5: non-
TO

6 Application of the Infi-

nite Relational Model 

combined with the 

Bayesian Model of Gen-

eralization for Effective 

Cross-Cultural Knowl-

edge Transfer

A preliminary comparative study of 
investigating an optimal strategy of 
applying the IRM for the purpose of
CSC mapping

Step 2. Mod-
ules 1-5:  
BMG+IRM

7 Flexible- or Strict Taxo-

nomic Organization? -

Impact on culturally-

specific knowledge 

transfer

A comparison of the two methods of 
representing knowledge: TO (the 
TO+BMG approach) and the non-
TO (the BMG+IRM approach) and 
an assessment of advantages and 
disadvantages of the TO under con-
trolled settings
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Modules 1-8: 
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1. Application of classical psychological the-
ory to terminological ontology alignment 8

Preliminary study:

As a preliminary study, this paper investigates whether Tversky’s 
model (Tversky, 1977) is applicable to data-sets obtained from the TO 
method (Madsen et al., 2004) based on manually computed data on a 
smaller scale, in order to identify the potential for simulating cognitive 
theories/models explaining real-life cross-cultural communication
scenarios.

                                                    
8 In Proceedings of Natural Language Processing & Cognitive Sciences 2011, August 
20-21, Copenhagen Business School (peer-reviewed full paper)
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1   Introduction 

The role of ontology in a multilingual setting is considered an emerging challenge to 
Semantic Web development. As a consequence, there are several major ongoing 
projects, such as the MONNET project on Multilingual Ontologies for Networked 
Knowledge [3] and the KYOTO project on Knowledge-Yielding Ontologies for 
Transition-Based Organization [4]. Though both projects deal with translation of terms 
from a Source Language (SL) to a Target Language (TL), they focus on linking lexical 
data through an interoperable common ontology rather than on optimizing relevance 
between concepts that are potentially measurable based on diverse models derived 
from cognitive theory. 

Terminological Ontology (TO) is a domain-specific ontology used for knowledge 
sharing [1], which normally is applied in terminology work, cf. for example [5]. The 
unique characteristics of TO that differentiate it from other types of ontologies are
feature specifications and subdivision criteria [6]. A feature specification consists of a 
feature dimension and its value. Hence, a representation of a whole concept is a feature 
structure, i.e. a set of feature specifications corresponding to the unique set of 
characteristics that constitutes that particular concept [1][6]. Terminological 
ontologists argue that concepts are defined in a language-dependent context, and 
therefore TO is language-dependent. TO is developed within a knowledge sharing 



community, then dynamically updated and validated. If it is necessary to share 
knowledge with other communities, TOs developed in different communities should be 
compared, aligned and merged upon necessity. While the aforementioned two 
mainstream projects, MONNET and KYOTO, both deal with complex ontologies
involving huge data-sets, TO usually handles smaller amounts of concepts.

Considering this, a point that should be emphasized in this work is that TO could 
potentially be a suitable tool to apply and for simulating cognitive theories/models 
explaining a real-world inter-cultural communication scenario. Thus, in the next 
chapter a problem existing in the real-world is explained by use of the Relevance 
Theory of Communication [7]. Next, the concept of similarity, which has a long 
history in psychological theory, is reviewed in Chapter 3. We consider how the theory 
proposed by Tversky [2] is applied in the context of the Relevance Theory of 
Communication. In Chapter 4, the empirical analysis is performed to assess the 
potential of applying the models based on [2] to TOs. Chapter 5 discusses findings and 
future work followed by conclusions in Chapter 6.

2   Real-World Problem

Imagine a situation where a non-native English speaking European and an Asian are 
debating in English about the issue of academic degree systems in their respective
cultures. While a German might be explaining about the Doctor of Science
(Habilitation) degree (the highest achievable academic degree in Germany after 
obtaining a Doctor of Philosophy degree), a Japanese might be having the highest 
possible academic degree in Japan in his mind which is a Doctor of Philosophy degree
(also frequently referred to as Doctor of Science in Japan). This imagined conversation 
shows a typical scenery revealing a deep inherent misconception between the two 
communicating parties since each of them have their own conceptual - and correct - 
understanding of the highest obtainable academic degree in their respective cultures. 

This example may further create problems for a translator who is going to translate 
academic titles into the language of the other party. When a translator translates the 
term of the German Doctor of Science Degree into Japanese, the first condition he/she 
has to fulfill is that his/her translation should convey the same meaning as the original 
German meaning. Gutt [8] explains that this requires the receptors to familiarize 
themselves with the context envisaged for the original text. Now the question is, when 
a Japanese receptor is not familiar with the German language and its academic culture, 
how should this particular German academic title then be translated into Japanese? 

The proposal [8] of applying the Relevance Theory of Communication [7] is a key 
to address this issue. This theory focuses on how people share thoughts with one 
another and views communication as principally an inferential process. It means that 
the essential task of the communicator is to produce a stimulus from which an audience 
can infer what set of thoughts or assumptions the communicator intends to convey [8]. 
Hence the second condition the translator has to fulfill is that his/her translation should 
explicitly provide a set of assumptions that are adequately relevant to the audience. 
The issue here is how the translator should create the stimulus (that is translation)
optimally relevant to the audience. Assuming that both German and Japanese have 



their respective conceptual structures of the academic system rooted in their own 
cultures, translation candidates that have optimally relevant relationships identified 
from these two conceptual systems could avoid the gratuitous inferential processing 
effort on the audience´s part. 

The optimization of the relevance between two concepts could be well explained 
by the cognitive theory, Tversky´s Set-theoretic model of similarity [2]. Thus the next 
Chapter reviews Tversky´s model and considers how this model could be used in the 
context of optimizing the relevance of communication.

3   Tversky´s Set-theoretic Model of Similarity

The concept of similarity has a long history within the area of psychological theory. 
Tversky´s view of similarity [2] is distinguished from the traditional theoretical 
analysis (c.f. [9]) on two points: 1) while the theoretical analysis of similarity relations 
has been dominated by the continuous metric space models, [2] argues that the 
assessment of similarity between objects may be better described as a comparison of 
features rather than as the computation of metric distance between points; and 2) 
although similarity has been viewed by both philosophers and psychologists as a prime 
example of a symmetric relation, the asymmetric similarity relation has been 
demonstrated in [2] based on several empirical evidences.

Based on these two points, [2] proposed a classic feature-set model of similarity as 
follows: 

(1) 

Here, A and B are the feature sets of object a and object b. � denotes a measure over 
the feature sets. (A�B) represents the sets of features present in both A and B, (A-B) 
represents the sets of features present in A but not in B, and (B-A) represents the sets 
��� ����	
��� �
����� �� �� �	�� ��� �� ��� �� ��� �� �
�� �
�e parameters representing an 
asymmetric relationship between A and B. Since the similarity score in this equation is 
normalized, the obtained score lies between 0 and 1.

An interesting point is that the application of Tversky´s model requires a limited list 
of relevant features and the representation of an object as a collection of features that 
is viewed as a product of a prior process of extraction and compilation [2]. In fact, the 
principle of TO in a way follows rigid rules of categorization. This can systematically 
extract the collection of features based on the subdividing dimensions. Therefore, the 
hypothesis is that Tversky´s model is applicable to data-sets extracted from the 
terminological ontologies. Another important point in the context of the Relevance 
Theory of Communication is that translation should provide the set of assumptions that 
are adequately relevant to the audience, and the stimulus (that is translation) produced 
by the translator is such that it avoids gratuitous inferential processing effort on the 
audience´s part. Considering that similarity serves as an organizing principle by which 
individuals classify objects, form concepts, and make generalizations [2], the most 



similar concept to a SL concept, which is identified in the audience´s culture through 
the feature matching, could be the set of assumptions which are adequately relevant to 
the audience. Thus, the second hypothesis is that the optimization of the relevance 
required in an inter-cultural communication can be achieved by aligning the 
ontological graphs (conceptual hierarchies) and feature specifications which constitute 
concepts in the two language-dependent terminological ontologies. In order to assess 
these hypotheses, terminological ontologies are developed from corpora describing 
real-world concepts in the two remote cultures. The similarity score of the selected 
concepts are computed by applying Tversky´s model [2] based on the collection of 
features extracted from these ontologies. This is dealt with in the next chapter.

4   Feature Matching Based on Tversky´s Model

4.1  Corpora 

Texts describing the Japanese educational system have been identified from the 
“Multilingual Living Information1” site provided by the Council of Local Authorities 
for International Relations and from a pamphlet entitled “Higher Education in Japan2”
published by the Japanese Ministry of Education, Culture, Sports, Science and 
Technology. For the Danish educational system, documents that are downloaded from 
the Eurydice web-site3

The Eurydice publishes documents describing the educational systems in a majority 
of the EU member countries both in English and in their native languages. It means 
that the same method can, in principle, be applied to other language combinations. 

published by the Education, Audiovisual and Culture Executive 
Agency under the EU commission have been used as text corpus. All these documents 
are officially published in English by reliable authorities of each country. Thus, all 
English translated terms and expressions in their original languages are considered as 
official terms. It means that it is feasible to identify terminological expressions in an 
original language from documents published by the respective authorities. This enables 
one to eventually identify translation equivalences linking between, in this case, 
Danish and Japanese. In this study, only the English documents describing language-
dependent concepts in the two cultures are used as text corpora.

4.2   Ontology Construction 

The terms and their definitions describing the educational systems in each country are 
manually identified from the respective English documents. Based on these terms and 
their definitions, terminological ontologies representing the educational system in each 

1 http://www.clair.or.jp/tagengorev/en/j/index.html
2 http://www.mext.go.jp/english/koutou/detail/1287370.htm
3 http://eacea.ec.europa.eu/education/eurydice/index_en.php



of the two countries are developed using a Computer Aided Ontology Structuring 
prototype (CAOS) that is based on the TO principles defined in [1]. As described in 
Chapter 1, the uniqueness of TO is feature specifications and subdivision criteria [6]. A 
feature specification is presented as attribute-value pair - for example in Figure 1, 
[ENTRANCE REQUIREMENT: high school graduate]. Thus, a representation of a 
whole concept is a feature structure, i.e. a set of feature specifications corresponding to 
the unique set of characteristics that constitutes that particular concept [1]. In Figure 1,
each box that represents a particular concept is divided into three layers: 1) top layer,
lexical representation (term), 2) middle layer, dimension specifications, and 3) bottom 
layer, feature structure (set of feature specifications).  

The use of feature specifications is subject to principles and constraints described in 
detail in [1]. Most importantly, a concept automatically inherits all feature 
specifications of its superordinate concepts. Secondly, polyhierarchy is allowed so that 
one concept may be related to two or more superordinate concepts. On the other hand, 
subdivision criteria that have been used for many years in terminology work are strictly 
implemented in TO by introducing dimensions and dimension specifications [1][6].
This enables the CAOS prototype to perform consistency checking which helps in 
constructing ontologies [1]. A dimension of a concept is an attribute occurring in a 
non-inherited feature specification of one or more of its subordinate concepts [1][6].
Values of the dimension allow a distinction among sub-concepts of the concept in 
question. In Figure1, the concept “academic degree” has the dimension [LENGTH OF 
EDUCATION] whose values are [2-3 years | minimum 4 years]. These dimension 
values distinguish the sub-concepts: “junior college degree” and “university degree”.  
This clarification makes it much easier to identify subdivision criteria and 
differentiating characteristics [6]. The same feature attribute can only occur on sister 
concepts and a given value can only appear on one of these sister concepts. In this way 
a concept must be distinguished from each of its nearest superordinate concepts as well 
as from each of its sister concepts by at least one feature specification [1][6].

Fig. 1     Example of the Terminological Ontology.



By using the CAOS prototype that performs the consistency checking of the TO 
principles, the two educational ontologies are developed based on the terms and 
definitions manually extracted from the corpora.

4.3   Feature Matching Based on Tversky´s Contrast Model

The basic techniques generally used in the ontology matching are string-based (lexical)
matching, graph-based (structural) matching, and feature-based matching [10]. 
Accordingly, string-based matching is manually performed as the first step. The 
Japanese and Danish educational system ontologies, respectively, contain 42 and 65 
concepts consisting of terms (lexical representations) and their feature specifications. 
Among these, only two terms are completely matched. It indicates that graph-based 
matching based on the lexically matched nodes is not sufficient in this case. Therefore, 
feature-based matching is manually implemented in a top-down manner as the second 
step. The third highest dimension in the Japanese ontology and the highest dimension 
in the Danish ontology are “generation”. Hence, the two ontologies are categorized 
into the following three blocks based on feature values of this generation dimension:
“0-6 years old”; “6-15 years old”; and “16 years old and above.”  

Table 1.  List of terms and feature sets.

Japanese concepts

a:high school A= {formal education, 16 years +, non-compulsory, lower secondary graduate}

b:general course B= {formal education, 16 years +, non-compulsory, lower secondary graduate, general}

c:specialized training 
course

C= {formal education, 16 years +, non-compulsory, lower secondary graduate,
specialized}

d:technical course
D= {formal education, 16 years +, non-compulsory, lower secondary graduate, specialized,
technical}

e:business course
E= {formal education, 16 years +, non-compulsory, lower secondary graduate, specialized,
business}

f: higher education F= {formal education, 16 years +, non-compulsory, secondary graduate}

Danish concepts

g:upper secondary 
education

G= {16 years +, lower secondary graduate}

h:general upper 
secondary education H= {16 years +, lower secondary graduate, access to higher education}

i:gymnasium I= {funded by state, 16 years +, lower secondary graduate, access to higher education}

j:business college J= {self governing, 16 years +, lower secondary graduate, access to higher education}

k:HHX program
K= {self governing, 16 years +, lower secondary graduate, access to higher education,
business}

l:HTX program
I= {self governing, 16 years +, lower secondary graduate, access to higher education,
technical}

m:vocational or 
technical education M={16 years +, lower secondary graduate, access to labor market}

n: tertiary education N={secondary graduate, project and research} 



In this study, the focus is on the block having feature value “16 years old and 
above.” From this block, some of the sub-concepts and their feature values listed under 
the Japanese term, “non-compulsory education”, and the Danish terms, “upper 
secondary education” and “tertiary education” are manually selected in Table 1 (due to 
the paper space, redundant data – e.g. concepts having similar constitution of feature 
sets – has intentionally been omitted). In order to apply Tversky´s model, synonymous 
feature expressions identified from the country specific corpora are approximately 
standardized by hand in Table 1. One thing to notice in Table 1 is that if a concept is 
categorized into several sub-concepts based on a dimension, an extra feature 
specification is added to each of them according to the principles of TO. Hence it is 
possible to observe the hierarchical structure from the feature values listed in Table 1. 

Now the question is how to assign the asymmetric parameters in accordance to the 
translation direction. In [2], the direction of asymmetry is determined by the relative 
salience of the stimuli, in other words, the variant is more similar to the prototype than 
vice versa. Thus, if sim(a,b) is interpreted as the degree to which a is similar to b, then 
a is the subject of the comparison and b is the referent. Hence the features of the 
subject are weighted more heavily than the features of the referent. When considering 
a translation scenario, translators´ task is to identify a concept in audiences´ conceptual 
structure that is optimally relevant to the concept in the SL. It means that the stimulus 
selected by a translator should to the maximum extent be similar to a concept in the SL 
concept. Therefore, the features of a stimulus should be weighted more heavily than 
the ones of an SL concept in accordance to [2]. Hence, the asymmetric parameters are 
manually set as ��������������������������
�������	��������
��	��������� ���������!�
and 3. In Table 2, the Danish concepts (g-n) are set as subject of the comparison and 
the Japanese (a-f) as referent. Opposite to this, the Japanese concepts (a-f) are set as 
subject of the comparison and the Danish (g-n) as referent in Table 3. 

Table 2. Tversky´s similarity score: a-f  (JP) as referent (SL), g-n (DK) as stimulus (TL). 

SL g h i j k l m n
a .77 .61 .50 .50 .43 .43 .61 .00
b .69 .56 .47 .47 .4 .4 .56 .00
c .69 .56 .47 .47 .4 .4 .56 .00
d .63 .51 .43 .43 .38 .57 .51 .00
e .63 .51 .43 .43 .57 .38 .51 .00
f .38 .30 .25 .25 .21 .21 .30 .38

Table 3. Tversky´s similarity score: g-n (DK) as referent (SL), a-f (JP) as stimulus (TL). 

SL a b c d e f
g .58 .49 .49 .41 .41 .29
h .54 .45 .45 .39 .39 .27
i .50 .43 .43 .37 .37 .25
j .50 .43 .43 .37 .37 .25
k .47 .4 .4 .35 .53 .23
l .47 .4 .4 .53 .35 .23
m .54 .45 .45 .39 .39 .27
n .00 .00 .00 .00 .00 .29

Note1: Bold font is the highest score in each row



Fig. 2 Comparison with human matching: Danish terms as stimuli

Fig. 3 Comparison with human matching: Japanese terms as stimuli



In Table 2 and 3, the scores with bold fonts are the highest scores in each row. From 
these tables, it can be interpreted that a concept with the highest score has the most 
optimal relevance to an SL concept. 

The first notable point is that the application of the asymmetric parameters resulted 
in the asymmetric bidirectional relationships in most of the links between Danish and 
Japanese concepts. To be more precise, it is less optimal to use the Japanese term as 
stimulus, when conveying the original meaning of the Danish concept (e.g. the 
asymmetric score for term c as stimulus and g as referent: 0.49). On the other hand, it 
is more optimal to use the Danish term as stimulus, when conveying the original 
meaning of the Japanese concept (the asymmetric score for term g as stimulus and c
as referent: 0.69).

Another point is that the majority of the identified optimal stimuli in Table 2 and 3 
were the most general terms located at the highest hierarchy in the data-sets. From 
this viewpoint, it is difficult to assess whether the application of Tversky´s model to 
the terminological ontologies is successful. Hence the feature matching results are 
compared with the human matching results in Figure 2 and 3. In the human matching 
charts (the left side of the figures), the bold line indicates the ideal stimulus (optimal 
translation candidate) and the slim line indicates the acceptable stimuli (reasonably 
acceptable translation candidates) for each SL term. In the feature matching charts 
(the right side of the figures), the bold line indicates the optimal stimulus having the 
highest score for each SL term. The slim line indicates the stimuli that are not the 
highest score for a SL term, but having scores over 0.55.

5   Discussion

As described in Chapter 4, among all the concepts between the two ontologies, only 
two terms were completely matched in the string-based matching. This indicates that 
the English educational terminology used in respective knowledge sharing 
communities is immensely dissimilar, even though the educational concepts existing in 
the two countries are relatively similar. From this observation, it can be elaborated that 
it is very complicated to link concepts in two remote languages. This is because 
language resources having direct links between two remote languages are usually very 
limited, and therefore a pivot translation via English is often required both for 
dictionary-based human translations and for statistically-based machine translations.
This also emphasizes the necessity for carefully analyzing how the meanings of a
concept in one culture can be conveyed to a person in another culture through English 
as lingua franca.   

From this viewpoint, the empirical analysis in Chapter 4 showed modest progress. 
The results listed in Table 2 and 3 as well as Figure 2 and 3 indicate that Tversky´s 
contrast model [2] is to a certain extent applicable to data-sets extracted from 
terminological ontologies. The application of the asymmetric parameters showed an 
interesting indication that it is less optimal to use the Japanese term, e.g. “c: high 
school-specialized course” as stimulus for a Japanese audience, when conveying the 
original meaning of the Danish concept e.g. “g: upper secondary education” (the 
asymmetric score is 0.49). On the other hand, it is more optimal to use the Danish term 



e.g. “g: upper secondary education” as stimulus for a Danish audience, when 
conveying the original meaning of the Japanese concept e.g. “c: high school-
specialized course” (the asymmetric score is 0.69). Even though concepts in two 
cultures are mapped to each other, it is not necessarily true that a translational 
equivalence holds in a bidirectional way, if the two concepts are not 100% identical. 
This result can be explained as follows: when considering equation (1) of Tversky´s
model"���������#��	��������������	
�����
�������
�����
���$����	
���������
������������	
��
set A but not in set B: (A-B)) increases, the similarity score severely decreases. The 
reason for the aforementioned result (the use of Japanese term as stimulus is less
optimal) is that, when we categorize the two ontologies into three blocks, we select the 
“generation” dimension that is the third highest dimension in the Japanese educational 
system. Therefore, the feature values of the first- and second highest dimensions have 
been inherited to all the Japanese concepts listed in Table 1. This indicates that the 
asymmetric parameters of Tversky´s model, to a certain degree, reflect the hierarchical 
structure hidden behind the feature structures of the terminological ontologies. 

A final point is that, in most cases, the identified optimal stimuli based on the 
similarity score in Table 2 and 3 is the most general term located at the highest 
hierarchy in the data-sets. According to the principle of TO, when a concept is 
subdivided into several sub-concepts based on a dimension, an extra feature is added to 
each sub-concept. Hence it is often the case that concepts having more features are 
more specific sub-concepts. It means that the lower a concept is located in the 
ontology, the more features the concept inherits from superordinate concepts. If 
dimensions and their values at the lower part of the two ontologies are not consistent, 
all the inherited features are simply acting as noise in the data-sets. The positive 
interpretation could be that Tversky´s model is applicable to identify corresponding 
pairs with less noise, in other words, pairs that optimally share common features with 
less noise. The negative interpretation could be that Tversky´s model has limitations in 
identifying corresponding pairs at the optimally specific level. Considering 
communication in the real world, it is not incorrect to say that the relevance required in 
the communication is achieved in this way, since people can usually achieve a mutual 
understanding much easier at a reasonably general level than at a very specific level. 
However, as Figure 2 and Figure 3 illustrate, the optimal translation candidates
selected by human are the optimally specific concepts. Hence one of the challenges is 
to identify the reasonably specific terms from noisy data-sets. In order to achieve this, 
additional investigations (e.g. implementing the feature matching for the all concepts in 
the two ontologies) are required. 

Another future challenge is to further investigate and compare this empirical study 
with data-sets obtained from terminological practices as well as from the translation 
practices in the real world. The data-sets used in this study are English documents 
published by the EU commission for the Danish educational system. The EU 
commission has used English terminology that is standardized based on the 
International Standard Classification of Education (ISCED) defined by the United 
Nations Educational, Scientific and Cultural Organization. Therefore, the documents 
describing the educational system for the majority of EU member countries are based 
on the standardized classification and English terminology. Hence, it may be much 
easier to align the educational system ontologies constructed from documents 
published by the EU member countries. On the other hand, the Japanese ontology does 



not conform to the same standardized classification and terminology. By applying 
Tversky´s contrast model to the different data-set combinations, it may be possible to 
investigate the behavior of data in different scenarios. Extending from this viewpoint, 
the further development of the CAOS prototype for automating the knowledge 
extraction, ontology construction and update described in [11] could efficiently be 
synchronized in order to link language-specific concepts existing in different countries.
To be more concrete, it might be effective to automatically extract knowledge from the 
domain-specific corpora based on pre-defined feature dimensions derived from a 
standardized classification and the terminology e.g. the ISCED classification. 

Finally, Tversky´s contrast model has been extended by several researchers in 
different disciplines. Especially in the area of cognitive science, Tenebaum and 
Griffiths [12] proposed a framework that subsumes Tversky´s model of similarity by 
recasting Shepard´s universal law of generalization [10] in a more general Bayesian 
framework. Frank et al. [13] further extended this framework in [12] in order to 
model informative communication based on [7]. Hence, it is an obvious future 
challenge to apply these extended cognitive models to the aforementioned different 
combinations of data-sets.

6   Conclusion

In this paper, the applicability of Tversky´s contrast model derived from the 
cognitive theory [2] to data-sets extracted based on the Terminological Ontology 
method is investigated. The study indicates that the application of [2] to [1] could, to a 
certain extent, enable one to analyze not only the degree of relevance between 
concepts in two cultures, but also the degree of asymmetric relationship between the 
concepts.  By extending [2] to e.g. [12][13], it may be feasible to investigate further 
how meanings of a concept in one culture can be effectively conveyed to a another 
culture through English as lingua franca. However, further investigations using data-
sets obtained from terminological practices as well as from translation practices are 
needed in order to clarify the limitations pointed out in this study.
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2. Alignment of remote cultures9

Preliminary study: 

This paper further investigates on a slightly larger scale than the pre-
vious, whether the alignment of two language-dependent TOs is a po-
tential method for optimizing the relevance required in cross-cultural 
communications, by assessing the precision/recall score comparing the 
results against human mapping.

                                                    
9 In Proceedings of Culture and Computing 2011, October, Kyoto, Japan. (peer-
reviewed full paper: nominated as one of four finalists for the Best Paper Award)
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Abstract— As the role of ontology in a multilingual setting 
becomes important to Semantic Web development, it becomes
necessary to understand and model how an original conceptual 
meaning of a Source Language word is conveyed into a Target 
Language translation. Terminological ontology [1] is a tool 
used for knowledge sharing and domain-specific translation, 
and could potentially be suitable for simulating the cognitive 
models explaining real-world inter-cultural communication 
scenarios. In this paper, a framework referred to as the 
Relevance Theory of Communication [2] is contrasted to an 
empirical study applying Tversky´s contrast model [3] to data-
sets obtained from the terminological ontology. The results 
indicate that the alignment of two language-dependent 
terminological ontologies is a potential method for optimizing
the relevance required in inter-cultural communication, in 
other words, for identifying corresponding concepts existing in 
two remote cultures.  
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I. INTRODUCTION

The role of ontology in a multilingual setting is an 
emerging challenge for Semantic Web development. As a 
consequence, there are several major ongoing projects, such 
as MONNET on Multilingual Ontologies for Networked 
Knowledge project [4] and KYOTO on Knowledge-Yielding 
Ontologies for Transition-Based Organization [5]. Though 
both projects deal with translation of terms from a Source 
Language (SL) to a Target Language (TL), they focus on 
linking lexical data through an interoperable common 
ontology rather than on optimizing relevance between 
concepts that are potentially measurable based on diverse 
models derived from the cognitive theory. 

Another major project, the Language Grid [6] is an 
infrastructure that combines language resources such as 
bilingual dictionaries and language processing tools. Its 
technology is based on an ontology called Language Service 
Ontology and Semantic Web Service Technology. These two 
technologies enable one to combine bilingual dictionaries, 
e.g. Japanese-English and English-Danish dictionaries, and 
natural language processing tools from all over the world. 
Thus translations between languages, e.g. Japanese-Danish, 
can be realized through the transitive translation using 

English as a pivot language. However, this approach focuses 
on combining the existing language resources rather than the 
cognitive process required in human translation. A question 
is how well such a pivot translation can convey an original 
conceptual meaning of an SL word into a TL translation.

Terminological Ontology (TO) is a domain-specific 
ontology used for knowledge sharing [1], which normally is 
applied in terminology work, cf. for example [7]. The unique 
points of TO that differentiate it from other types of 
ontologies are feature specifications and subdivision criteria 
[8]. A feature specification consists of a feature dimension 
and its value. Thus, a representation of a whole concept is a 
feature structure, i.e. a set of feature specifications
corresponding to the unique set of characteristics that 
constitutes that particular concept [1][8]. Terminological 
ontologists argue that concepts are defined in a language 
dependent context, and therefore TO is language dependent. 
TO is developed within a knowledge sharing community, 
then dynamically updated and validated. If it is necessary to 
share knowledge with other communities, TOs developed in 
different communities should be compared, aligned and 
merged as needed. While the aforementioned two 
mainstream projects, MONNET and KYOTO, both deal with 
complex ontologies involving huge data-sets, TO usually 
handles smaller amounts of concepts.

Consequently, a point that should be emphasized in this 
work is that TO could potentially be a suitable method to
apply and for simulating cognitive models explaining a real-
world inter-cultural communication scenario. Thus, in this 
paper, a framework referred to as the Relevance Theory of 
Communication [2] is contrasted to an empirical study 
applying a classical psychological model [3] to data-sets
obtained from TO [1]. The eventual purpose of this study is 
to propose an approach for identifying potential translation 
candidates by optimizing relevance between concepts in two 
remote languages such as a set of European and Asian 
languages. The expectation is that such translation candidates 
should provide better cognitive understandings of SL 
concept-meanings among a TL audience. However, in this 
preliminary study, the scope is limited to align ontologies 
constructed from English texts describing the educational 
systems in two remote cultures.  

The rest of the paper is structured as follows: the 
Relevance Theory of Communication is reviewed in the next 



section by use of a real-world example. Section 3 describes a 
classical psychological model applied to this preliminary
study. In Section 4, the empirical analysis is performed to 
assess the potential of applying the models based on [3] to 
the terminological ontologies. Section 5 discusses findings 
and future work followed by conclusions in Section 6.

II. THE RELEVANCE THEORY OF COMMUNICATION

Imagine a situation where a non-native English speaking 
European and an Asian are debating in English about the
issue of academic degree systems in their respective
countries. While a Danish might be explaining about the 
Doctor of Science degree (the highest achievable academic 
doctor degree in Denmark after obtaining a Doctor of 
Philosophy that is considered a lower doctorate degree), a 
Japanese might be having the highest possible academic 
degree in Japan in his mind which is a Doctor of Philosophy 
degree (also frequently referred to as Doctor of Science in 
Japan). This imagined conversation shows a typical scenario
revealing a deep inherent misconception between the two 
communicating parties since each of them have their own 
conceptual - and correct - understanding of the highest 
obtainable academic degree in their respective cultures. 

This example may further create problems for a translator 
who is going to translate academic titles into the language of 
the other party. When a translator translates the term for the 
Danish Doctor of Science Degree into Japanese, the first 
condition he/she has to fulfill is that his/her translation 
should convey the same meaning as the original Danish
meaning. Gutt [9] explains that this requires the receptors to 
familiarize themselves with the context envisaged for the 
original text. Now the question is, when a Japanese receptor 
is not familiar with the Danish language and its academic 
culture, how should this particular Danish academic title be 
translated into Japanese? 

The proposal [9] of applying the Relevance Theory of 
Communication [2] might be a key to address this issue. This 
theory focuses on how people share thoughts with one 
another and views communication as principally an 
inferential process. It means that the essential task of the 
communicator is to produce a stimulus from which the 
audience can infer what set of thoughts or assumptions the 
communicator intends to convey [9]. Hence the second 
condition the translator has to fulfill is that his/her translation 
should explicitly provide a set of assumptions that are 
adequately relevant to the audience. The set of assumptions 
the translator provides should therefore be a stimulus that 
avoids unnecessary inferential processing effort required for 
the audience. The issue here is how the translator should 
create such stimulus (that is translation) optimally relevant to 
the audience. Assuming that both Danish and Japanese have 
their respective conceptual structures of the academic system 
rooted in their own culture, translation candidates that have 
optimally relevant relationships identified from these two 
conceptual systems could avoid the gratuitous inferential 
processing effort on the audience´s part. 

The optimization of the relevance between two concepts 
could be well explained by the cognitive model, Tversky´s 
contrast model [3]. Thus the next section reviews Tversky´s 

model and considers how his model could be used in the 
context of optimizing the relevance of communication. 

III. TVERSKY´S CONTRAST MODEL

The concept of similarity has a long history within the 
area of cognitive science. Tversky´s view of similarity [3] is 
distinguished from the traditional theoretical analysis (c.f. 
[10]) on two points: 1) while the theoretical analysis of 
similarity relations has been dominated by the continuous 
metric space models, [3] argues that the assessment of 
similarity between objects may be better described as a 
comparison of features rather than as the computation of 
metric distance between points; and 2) although similarity 
has been viewed by both philosophers and psychologists as a 
prime example of a symmetric relation, the asymmetric 
similarity relation has been demonstrated in [3] based on 
several empirical evidences.

Based on these two points, [3] proposed a classic feature-
set model of similarity as follows: 

(1)

Here, A and B are the feature sets of object a and object 
b. � denotes a measure over the feature sets. (A�B) 
represents the sets of features present in both A and B, (A-B) 
represents the sets of features present in A but not in B and 
(B-A) represents the sets of features present in B but not in A. 
�� ��� �� �
�� �
��� ��
�����
�� 
��
�����%� �� �������
���
relationship between A and B. Since the similarity score in
this equation is normalized, the obtained score lies between 0 
and 1.  

An interesting point is that the application of Tversky´s 
model requires a limited list of relevant features and the 
representation of an object as a collection of features that is 
viewed as a product of a prior process of extraction and 
compilation [3]. In fact, the principle of TO in a way 
follows rigid rules of categorization. This can systematically 
extract the collection of features based on subdividing 
dimensions. Therefore, the hypothesis is that Tversky´s 
model could be applicable to data-sets extracted from the 
terminological ontologies. Another important point in the 
context of the Relevance Theory of Communication is that 
translation should provide the set of assumptions that are 
adequately relevant to the audience. Considering that 
similarity serves as an organizing principle by which 
individuals classify objects, form concepts, and make 
generalizations [3], the most similar concept to an SL 
concept, which is identified in the audience´s culture 
through the feature matching, could be the set of 
assumptions which are adequately relevant to the audience. 
Thus, the second hypothesis is that the optimization of the 
relevance required in an inter-cultural communication can 
be achieved by aligning the feature specifications which 
constitute concepts in the two language-dependent 
terminological ontologies. In order to assess the first 
hypothesis, terminological ontologies are developed from 
corpora describing real-world concepts in the two remote 



cultures. The similarity score of the selected concepts are 
computed by applying Tversky´s model [3] based on the 
collection of features extracted from these ontologies. This 
is dealt with in the next section.

IV. ONTOLOGY ALIGNMENT

A. Corpora
Texts describing the Japanese educational system have 

been identified from the “Multilingual Living Information” 
site provided by the Council of Local Authorities for 
International Relations and from a pamphlet entitled “Higher 
Education in Japan” published by the Japanese Ministry of 
Education, Culture, Sports, Science and Technology. For the 
Danish educational system, documents that are downloaded 
from the Eurydice web-site published by the Education, 
Audiovisual and Culture Executive Agency under the EU 
commission have been used as text corpus. All these 
documents are officially published in English by reliable 
authorities of each country. Thus, all English translated terms 
and expressions in their original languages are considered as 
official terms. It means that it is feasible to identify 
terminological expressions in an original language from 
documents published by the respective authorities. This 
enables one to eventually identify translation equivalences 
linking between, in this case, Danish and Japanese. In this 
study, only the English documents describing about 
language-dependent concepts in the two cultures are used as 
text corpora. 

B. Ontology construction
The terms and their definitions describing the educational 

systems in each country are manually identified from the 
respective English corpora. Based on these terms and their 
definitions, terminological ontologies representing the 
educational system in each of the two countries are
developed using the Computer Aided Ontology Structuring 
prototype (CAOS) that is based on TO principles defined in 
[1]. As described in Section 1, the uniqueness of TO is 
feature specifications and subdivision criteria [8]. A feature 
specification is presented as attribute-value pair. Thus, a 
representation of a whole concept is a feature structure, i.e. a 
set of feature specifications corresponding to the unique set 
of characteristics that constitutes that particular concept [1].

The use of feature specifications is subject to principles 
and constraints described in detail in [1]. Most importantly, a 
concept automatically inherits all feature specifications of its 
superordinate concepts. Secondly, polyhierarchy is allowed 
so that one concept may be related to two or more 
superordinate concepts. On the other hand, subdivision 
criteria that have been used for many years in terminology 
work are strictly implemented in TO by introducing 
dimensions and dimension specifications [1][8]. This enables 
the CAOS prototype to perform consistency checking which 
helps in constructing ontologies [1]. A dimension of a 
concept is an attribute occurring in a non-inherited feature 
specification of one or more of its subordinate concepts 
[1][8]. Values of the dimension allow a distinction among 
sub-concepts of the concept in question. For example, a 

dimension of a concept “higher education” is [TITLE] whose 
values are [associate | bachelor]. These dimension values 
distinguish the sub-concepts: “junior college” and 
“university (undergraduate)”.  The dimension can only occur
on sister concepts and a given value can only appear on one 
of these sister concepts. In this way a concept must be 
distinguished from each of its nearest superordinate concepts 
as well as from each of its sister concepts by at least one 
feature specification [1][8]. 

By using the CAOS prototype that performs the 
consistency checking of TO principles, the two educational 
ontologies are developed based on the terms and definitions 
manually extracted from the corpora.   

C. Application of Tversky´s contrast model  
Based on the TO principles, the Japanese and Danish 

educational ontologies respectively containing 40 and 54
concepts are developed. All concepts consist of features 
systematically extracted from the terminological ontology. 
For example, the Japanese term, “specialized training college 
– specialist course”, consists of features {formal education, 
require upper secondary exam, profession oriented education, 
2-3 years program duration}. On the contrary, the Danish 
term, “short cycle education”, consists of features {require 
upper secondary exam, project & research based, profession 
oriented education, administered by Ministry of Education, 
1-3 years program duration, vocational college, earn credit to 
medium or longer cycle education}. These features existing 
in a Danish concept and a Japanese concept are used for 
computing a similarity score based on Tversky´s model
(equation 1). In order to apply this model, synonymous 
expressions of features extracted from the country specific 
corpora are approximately standardized by hand. 
Accordingly, in case of the aforementioned examples, 
(A�B) is 2, since the features {require upper secondary 
exam, profession oriented education} exist in both the 
Danish and Japanese terms. As for the asymmetric similarity, 
it is defined in [3] that if sim(a,b) is interpreted as the degree 
to which a is similar to b, then a is the subject of the 
comparison and b is the referent. Hence the features of the 
subject are weighted more heavily than the features of the 
referent. When considering a translation scenario, 
translators´ task is to identify a concept in audiences´ 
conceptual structure that is optimally relevant to the concept 
in the SL. It means that the stimulus selected by a translator 
should to the maximum extent be similar to a concept in the 
SL concept. Therefore, the features of a stimulus should be 
weighted more heavily than the ones of an SL concept in 
accordance to [3]. Hence, the asymmetric parameters are 
manually set as ������ ��������� �� ����� ����
����� ��	��. It 
means that the similarity score becomes smaller, when (A-B) 
is larger than (B-A) in the equation (1). In case of the 
aforementioned example of “specialized training college – 
specialist course” and “short cycle education”, (A-B) is 5 and 
(B-A) is 2 when the Danish term is set as variant. On the 
other hand, (A-B) is 2 and (B-A) is 5, when the Japanese 
term is set as variant. Accordingly, the asymmetric similarity 
scores are, 0.328 and 0.408, respectively. In this way, the 
asymmetric similarity scores are computed in all possible 



combinations between the Japanese and the Danish concepts.
Examples of the mapped concepts based on the similarity 
scores are illustrated in Figure 1 and 2. The concepts listed in 
Figure 1 and 2 are automatically selected based on the 
similarity scores. It means that Tversky´s model roughly 
categorizes clusters that are more or less similar to each other. 
In these figures, the bold lines are the highest scores equal to 
or over 0.5 obtained for each SL concept, and the slim lines 
are the highest score lower than 0.5, or the second highest 
scores equal or higher than 0.5. The bold dotted lines are 
ideal corresponding concepts and the slim dotted lines are 
acceptable corresponding concepts defined by human.
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Project & research}
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Figure 1. Tversky´s similarity score (Danish as variant)

Based on the aforementioned criteria, precision and recall 
scores are computed based on the following equations.
  

(2)

(3)

The precision and recall scores are calculated in two ways. 
For the first scores (referred to as “strict”), only the ideal 

corresponding pairs (bold dotted lines) are considered as 
corresponding concepts and only the highest scores (bold 
lines) are considered as most similar concepts. For the 
second scores (referred to as “relaxed”), the acceptable 
corresponding pairs (slim dotted lines) are included in 
addition to the ideal corresponding pairs and the highest 
score lower than 0.5, or the second highest scores equal or 
higher than 0.5 (slim lines) are included in addition to the 
most similar concepts. The results are summarized in Table 1. 
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Figure 2. Tversky´s similarity score (Japanese as variant)
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V. DISCUSSION

A. Findings
In this empirical study, the terminological ontologies are

constructed from English texts describing the educational 
systems in two remote cultures. As Figure 1 and 2 illustrate,
the English expressions of concepts in the two ontologies are
in most cases not identical. This indicates that the English 
educational terminology used in respective knowledge 
sharing communities is immensely dissimilar, even though 
the educational concepts existing in the two countries are 
relatively similar. From this fact, it can be elaborated that it 
is a very complicated task to link concepts in two remote 
languages. This is because language resources having direct 
links between two remote languages are usually very limited, 
and therefore it often requires a pivot translation using 
English both for dictionary-based human translations and for 
statistically-based machine translations. This also 
emphasizes the necessity for carefully analyzing how a 
concept in one culture can be conveyed to a person in 
another culture through English as lingua franca.

In this study, the feature-based asymmetric similarity has 
been computed for all combinations of concepts in two 
cultures in both directions. Accordingly, concepts in the two 
ontologies were approximately clustered into 5 groups. 
Figure 1 and 2 show one of the clusters automatically 
extracted from this process. These figures indicate that 
concepts referring to education for people who have 
completed the secondary education are adequately extracted 
from the two ontologies. This can be explained in the 
following way: The principles of Terminological Ontology - 
e.g. inheritance of feature specifications, uniqueness of 
dimensions, and uniqueness of primary feature specifications 
- enable features to reflect the structure of ontologies. For 
example, a feature value, “upper secondary exam” in Figure 
1 and 2 has been specified only once when defining the
concept “higher education” and “tertiary education”
respectively in the Japanese and the Danish ontologies. Since 
all of the sub-concepts under these two terms inherit this
feature value, the concepts referring to education for people 
who completed the upper secondary exam have 
systematically been extracted and grouped as a cluster. 

The computation of the asymmetric similarity scores for 
all combinations of concepts within each cluster resulted in 
identifying a concept in a target ontology that has the highest 
optimal relevance to a source concept. Figure 1 and 2 show 
that, in most cases, the identified optimal stimuli based on 
the asymmetric score was the most general term located at 
the highest node within the cluster. According to the 
principle of TO, when a concept is subdivided into several 
sub-concepts based on a dimension, an extra feature is added 
to each sub-concept. Hence it is always the case that 
concepts having more features are more specific sub-
concepts. It means that the lower a concept is located in the 
ontology, the more features the concept inherits from 
superordinate concepts. If dimensions and their values at the 
lower part of the two ontologies are not consistent, all the 
inherited features are simply noise in the data-sets. 
Therefore, the identified optimal stimuli were in most cases

more general and abstract terms rather than specific terms. 
The positive interpretation of this phenomenon could be that 
Tversky´s model is applicable to identify corresponding pairs 
with less noise, in other words, pairs that optimally share 
common features with less noise. The negative interpretation 
could be that Tversky´s model has limitations in identifying 
corresponding pairs at the optimally specific level. 
Considering communication in the real world, it is not 
incorrect to say that the relevance required in the 
communication is achieved in this way, since people can 
often achieve mutual understandings much easier at a 
reasonably general level than at a very specific level. 
However, there is a room for further investigating this 
phenomenon in the future.

Another notable point is that, the asymmetric similarity 
measure based on common- and distinctive features seems to 
be a very useful approach for the translation and inter-
cultural communication. The results shown in Table 1 
indicate that the precision and recall scores for Danish as 
variant are generally higher than Japanese as variant. The 
reason could be that the Japanese ontology has extra layers 
of the hierarchy compared to the Danish one. This made it 
difficult to identify a Japanese concept as stimulus. Even 
though concepts in two cultures are mapped to each other, it 
is not necessarily true that a translational equivalence holds 
both ways, if the two concepts are not 100% identical. 
Furthermore, in culturally dependent domains, some 
concepts simply do not exist in another culture. In such 
situations, reasonably abstract concepts identified as a
corresponding pair in the target ontology could be considered 
as the optimal translation. This cannot be achieved by 
symmetric similarity measures.   

Finally, a major problem has also been identified in this 
empirical study. In a cluster consisting of concepts referring 
to the Danish continuing education and Japanese alternative 
education, some mismatches have been identified. This is 
because the Japanese education system has been classified 
into two categories, “formal education” and “alternative 
education” at the highest level of the ontological hierarchy, 
while the Danish education system has been classified based 
on the “age and entrance qualification” dimension at the 
highest level. Under the Danish continuing education 
concept, there are two types of education, “formal education” 
and “non-formal education”. Since the feature value “formal 
education” in the two ontologies was considered as a 
common feature, all the Japanese formal educations that are
from the primary education to the higher education and the 
Danish formal educations under the Danish continuing 
education targeted for adults were considered as 
corresponding concepts. This strongly influenced the 
precision and recall scores in Table 1. This example indicates 
that the selection of feature dimensions and values upon the 
development of ontology is a very sensitive issue.  

B. Future challenges 
One of the challenges pointed out from the 

aforementioned findings is to identify reasonably specific 
corresponding concepts from noisy data-sets. One approach 
is to investigate each situation where features are considered 



as either noisy or useful data. It is pointed out in [11] that 
Tversky´s contrast model allows any kind of features and 
any feature weights whatsoever. However, to improve the 
mapping quality, some semantic questions such as what 
qualifies as a feature and what determines the feature 
weights should be investigated. Considering the 
aforementioned example, even though the feature value 
“formal education” is considered as a common feature, if 
other features in the Danish and Japanese concepts consist of 
features that hold a conflicting relationship, e.g. one has a 
feature “6 years old or above” and the other “adult”, the 
impact of common feature should be smaller. How to weight 
each feature may be a key to improving the mapping quality. 
The Bayesian model proposed in [11] explains some aspects 
of the origins and the dynamics of feature weights. Another 
question raised in [11] is that Tversky´s formal theory does 
not explain why and how the two subsets of distinctive 
features (A-B) and (B-A) should be given different weights. 
In fact, the parameters used in this empirical study have been 
randomly selected. This issue is dealt with in the Bayesian 
model as well. Hence, one way to approach this is to extend 
Tversky´s model based on the idea proposed in [11] and 
apply it to the same data-sets.

Another way of approaching the challenge is to 
investigate how feature dimensions and values are selected 
during the ontology construction phase. Considering the 
technical aspects of the ontology matching, handling of the 
ontology construction may not be the scope for the 
improvement of matching results. However, for the purpose 
of translation and inter-cultural communication of domain 
specific terms that are constrained by a cultural boundary 
(such as education system, social system, legal system, 
financial system), the standardization is considered as an 
important process for sharing knowledge across country 
borderlines. In fact, the documents describing the 
educational system for the majority of EU member countries 
are based on the standardized classification and terms on the 
Eurydice web-site, since the EU commission has employed 
English terminology that is standardized based on the 
International Standard Classification of Education (ISCED) 
defined by the United Nations Educational, Scientific and 
Cultural Organization. Therefore, it may be much easier to 
align the educational system ontologies within the EU 
member countries. Further investigation and comparison of 
this empirical study with data-sets obtained from 
standardization practices as well as from the translation 
practices in the real world would contribute to the 
optimization of the relevance required in an inter-cultural 
communication scenario.  

VI. CONCLUSIONS

In this paper, a framework referred to as the Relevance 
Theory of Communication proposed by [2] is contrasted to 
an empirical study applying Tversky´s contrast model [3] to 

data-sets obtained from the Terminological Ontology method 
[1]. The results demonstrate that the application of Tversky´s 
contrast model to the data-sets extracted from the 
terminological ontologies is to a certain degree an effective 
approach. However, further investigations are needed to 
assess whether the optimization of the relevance required in 
an inter-cultural communication can be achieved by aligning 
the feature specifications which constitute concepts in the 
two language-dependent terminological ontologies.
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3. Asymmetric similarity and cross-cultural 
communication process10

Preliminary study:

In this paper, the assignment of different ��and ��parameters to Tver-
sky’s model (Tversky, 1977) is defined based on the BMG theory
(Tenenbaum & Griffiths, 2001) which demonstrates the mathematical 
equivalence between Tversky’s model and the BMG. Three different 
ways of assigning parameters in Tversky’s model are investigated by 
applying (� = 1, � = 0; � = 0.5, � = 0.5; � = 0, � = 1) to datasets ob-
tained from TOs.

                                                    
10 In Proceedings of Terminology & Artificial Intelligence 2011, November, Paris, 
France. (Peer-reviewed full paper: Selected as winner of the Best Paper Award by 
student authors)
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Abstract 

Terminological Ontology (Madsen et al., 
2004a) is a method used for knowledge 
sharing and domain-specific translation 
practices, and could potentially be highly 
suitable for simulating the cognitive 
models explaining real-life cross-cultural 
communication scenarios. In this work,
we apply cognitive models (Tversky, 
1977; Tenenbaum & Griffiths, 2001) to 
data-sets obtained from the 
Terminological Ontology method. A key
discussion is how the asymmetric 
parameters set in the models influence 
the identification of equivalent 
relationships between language specific 
concepts existing in two different 
cultures. 

1 Introduction

The role of ontology in a multilingual setting is 
considered an emerging challenge to Semantic 
Web development. As a consequence, there are 
several major ongoing projects, such as 
MONNET on Multilingual Ontologies for 
Networked Knowledge project (Declerck et al., 
2010) and KYOTO on Knowledge-Yielding 
Ontologies for Transition-Based Organization 
(Vossen et al., 2008). Though both of these 
projects deal with translation of terms from a 
Source Language (SL) to a Target Language 
(TL), they focus on linking lexical data through 
an interoperable common ontology (Cimiano et 
al., 2010) rather than on optimizing relevance 
between concepts that are potentially measurable 

based on diverse models derived from cognitive 
theory. 

Terminological Ontology (TO) is a domain-
specific ontology used for knowledge sharing 
(Madsen et al. 2004a), which normally is applied 
to terminology work, cf. for example (ISO, 
2000). The unique points of TO that differentiate
it from other types of ontologies are feature 
specifications and subdivision criteria (Madsen et 
al. 2004b). A feature specification consists of a 
feature dimension and its value. Thus, the
representation of a whole concept is a feature 
structure, i.e. a set of feature specifications
corresponding to the unique set of characteristics 
that constitutes that particular concept (Madsen 
et al. 2004a; 2004b). Terminological ontologists 
argue that concepts are defined in a language 
dependent context, and therefore TO is language 
dependent. TO is developed within a knowledge 
sharing community, then dynamically updated 
and validated. If it is necessary to share 
knowledge with other communities, TOs 
developed in different communities should be 
compared, aligned and merged as needed. While 
the aforementioned two mainstream projects, 
MONNET and KYOTO, both deal with complex 
ontologies involving huge data-sets, TO usually 
handles smaller amounts of concepts.  

Considering this, one of the points that should 
be emphasized in this work is that TO could 
potentially be a suitable tool for simulating 
cognitive models explaining a real-life cross-
cultural communication scenario. That is, how 
the original meanings of a cultural-specific 
concept in one culture are best conveyed to a 
person in another culture. In this paper, 
Tversky´s contrast model is applied to data-sets 
obtained from terminological ontologies. A main 
focus here is the asymmetric similarity proposed 



in Tversky´s contrast model. In order to discuss 
this key issue, we first review relevant cognitive
models: Tversky´s contrast model (Tversky, 
1977) and the Bayesian model of generalization
(Tenenbaum and Griffiths, 2001) in the next 
section. In Section 3, an experiment is performed 
to assess how the asymmetric parameters set in 
Tversky´s contrast model influence the
identification of equivalent relationships between 
language specific concepts existing in two 
different cultures. Section 4 discusses findings 
and future work followed by conclusions in 
Section 5. 

2 Cognitive models

Within the area of cognitive science, there have
traditionally been two opposing views of 
similarity and generalization: set-theoretic 
matching models (c.f. Tversky, 1977) and 
continuous metric space models (c.f. Shepard, 
1987). The uniqueness of Tversky´s view is the 
asymmetric similarity that has been demonstrated 
in (Tversky 1977) based on several empirical 
evidences. Tenenbaum and Griffiths (2001)
argue that Tversky´s model is remarkably similar
to the Bayesian model of generalization that is 
rooted in Shepard´s theory of the generalization 
problem. Hence, it is possible to unify these two 
classically opposing approaches to similarity and 
generalization.  

In (Tenenbaum and Griffiths, 2001), three
crucial questions of learning (after Chomsky 
1986) are addressed in order to explain the 
Bayesian model of generalization: 1) what 
constitutes the learner´s knowledge about the 
consequential region; 2) how the learner uses 
that knowledge to decide how to generalize; and 
3) how the learner can acquire that knowledge 
from the example encountered. For instance, one 
example x of some consequence C is given. It is 
assumed that x can be represented as a point in a 
continuous metric psychological space and C 
corresponds to some region (referred to as
consequential region) of this space. A task of the 
learner is to infer the probability that a newly 
encountered object y will fall under C given the 
observation of the example x. This conditional 
probability can be expressed as: . In 
order to compute the conditional probability, 
Tenenbaum and Griffiths (2001) first answer the 
question: the learner´s knowledge about the 
consequential region that is represented as a 
probability distribution over an a priori-
specified hypothesis space of possible 

consequential regions . Prior to observing x,
this distribution is the prior probability ,
then becomes the posterior probability
after observing x. According to Tenenbaum and 
Griffiths (2001), the learner uses this knowledge 
for generalization by summing the 
probabilities of all hypothesized 
consequential regions that contain y as follows:

(1) 

Tenenbaum and Griffiths (2001) further describe
how a rational learner arrives at from

after the generalization, through the use of 
Bayes´ rule as follows:
  

(2) 

They further compare this Bayesian model of 
generalization to Tversky´s contrast model:

(3) 

Here, X and Y are the feature sets representing x
and y, respectively. � denotes a measure over the 
feature sets. (Y�X) represents the sets of 
features present in both Y and X, (Y-X)
represents the sets of features present in Y but 
not in X, and (X-Y) represents the sets of 
features present in X but not in B�� �� ��� �� �
��
free parameters representing an asymmetric 
relationship between Y and X. For comparing
this formula with equation (1), Tenenbaum and 
Griffiths (2001) express equation (1) in a 
mathematically equivalent form as follows:  

(4) 

Here, = . According to 
(Tenenbaum and Griffiths, 2001), the bottom 
sum ranges over all hypothesis that include both 
x and y, while the top sum ranges over only those 
hypotheses that include x but not y. If we identify 
each feature k in Tversky´s framework with a
hypothesized subset h, where an object belongs 
to h if and only if it possesses feature k, and if we 
make the standard assumption that the measure f 
is additive, then the Bayesian model as expressed 
in equation (4) corresponds formally to 



Tversky´s contrast model with asymmetric 

��������������=1.

Now, what we will pursue in this work is to 
apply Tversky´s contrast model to data-sets 
obtained from two culturally dependent 
terminological ontologies, in other words, 
perform the terminological ontology matching
based on Tversky´s contrast model. Rooted in
Tversky´s contrast model and the Bayesian 
model of generalization, three combinations of
asymmetric parameters are set to compute the 
similarities proposed by Tversky (1977): 1) ���"��=1 which corresponds to the Bayesian model of 
generalization (referred to as the Bayesian 
framework); 2) ��0.5, �=0.5 which represents 
the symmetric similarity; and 3) ��1, �=0 based 
on Tversky´s definition (referred to as Tversky´s 
default model): if sim(y,x) is interpreted as the 
degree to which y is similar to x, then y is the 
subject of the comparison and x is the referent. 
Hence the features of the subject are weighted 
more heavily than the features of the referent.

3 Experiment  

3.1 Corpora

Documents downloaded from the Eurydice web-
site published by the Education, Audiovisual and 
Culture Executive Agency under the EU 
commission have been used as text corpora. The 
documents describe the educational systems in a 
majority of the EU member countries both in 
English and in their native languages based on 
the ISCED classification1

1

http://www.unesco.org/education/information/nfsunes
co/doc/isced_1997.htm

. It means that it is in 
principle possible to develop an ontology of any 
of these EU member countries. In this study, 
documents describing the Danish- and German 
educational systems are used. All corpora are 
officially published in English by reliable 
authorities of each country, respectively. Thus, 
all English translated terms and expressions in 
their original languages can be considered as 
official terms. It means that it is feasible to 
identify terminological expressions in an original 
language from these documents. This enables 
one to eventually identify translation 
equivalences linking between, in this case, 
Danish and German. However, in this study, we 
will only focus on English documents that 

describe language-dependent concepts in two 
cultures.

3.2 Ontology construction

The terms and their definitions describing the 
educational systems in each country are 
manually extracted from the respective English 
corpora. In order to extract features that can be 
matched at a later step, definitions containing
features defined in the standardized ISCED 
classification are intentionally extracted. Based 
on these terms and their definitions, ontologies 
representing the educational system in each of 
the two countries are developed using a 
Computer Aided Ontology Structuring prototype 
(CAOS) that is based on the Terminological 
Ontology principles defined in (Madsen et al., 
2004a). 

As described in Section 1, the uniqueness of 
TO is feature specifications and subdivision 
criteria (Madsen et al., 2004a; 2004b). The use of 
feature specifications is subject to principles and 
constraints described in detail in (Madsen et al., 
2004a). Most importantly, a concept 
automatically inherits all feature specifications of 
its superordinate concepts. Secondly, 
polyhierarchy is allowed so that one concept may 
be related to two or more superordinate concepts. 
On the other hand, subdivision criteria that have 
been used for many years in terminology work 
are strictly implemented in TO by introducing 
dimensions and dimension specifications 
(Madsen et al., 2004a; 2004b). This enables the 
CAOS prototype to perform consistency 
checking which helps in constructing ontologies. 
A dimension of a concept is an attribute 
occurring in a non-inherited feature specification 
of one or more of its subordinate concepts. 
Values of the dimension allow a distinction 
among sub-concepts of the concept in question. 
For example, a dimension of a concept “pre 
primary education” is [AGE] whose values are 
[0-3 | 3-6]. These dimension values distinguish
the sub-concepts: “nursery” and “kindergarten”.  
The dimension can only occur on sister concepts 
and a given value can only appear on one of 
these sister concepts. In this way, a concept must 
be distinguished from each of its nearest 
superordinate concepts as well as from each of 
its sister concepts by at least one feature 
specification (Madsen et al., 2004a; 2004b). 

By using the CAOS prototype that performs 
the consistency checking of TO principles, the 
two educational ontologies are developed based 



on the terms and definitions manually extracted 
from the corpora

3.3 Computation of asymmetric similarities  

Pre primary
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CONCEPTS

(variant)

GERMAN 
CONCEPTS

(referent)

Nursery

Kindergarten

Integrated institution

Symmetric 5:5

{ISCED 0}

{ISCED 0, child welfare}

{ISCED 0, 0-3 y.o.}

Bayesian 0:1
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Schulkindergärten
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{ISCED 0, preparation}

kindergarten
{ISCED 0, 3-6 y.o.,
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{ISCED 0, 0-3 y.o.,
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Figure 1. Similarity scores (German as referent)
  

Based on the TO construction method, the 
Danish and German educational ontologies 
respectively containing 51 and 57 concepts are 
developed. Figures 1 and 2 show that a concept 
consists of a terminological expression (e.g. 
“kindergarten”) and a set of feature values (e.g. 
{ISCED 0, 3-6 y.o., child_welfare}). Here, one 
of the concepts in either the Danish or the 
German ontology is considered as object x, while 
one of the concepts in the other ontology is 
considered as object y in terms of the cognitive 
models described in Section 2. All the concepts, 
that are referred to as object x or y, consist of 
feature specifications systematically extracted 
from the TO construction.
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Figure 2. Similarity scores (Danish as referent)

For computation of the three different types of 
similarities described in Section 2, the extracted 
feature values of each concept in the two 
ontologies are considered as feature sets X or Y 
in equation (3). According to Tversky (1977), if
sim(y,x) is interpreted as the degree to which y is 
similar to x, then y is the subject of the 
comparison and x is the referent. The issue here 
is which party should be referent, when 
considering the cross-cultural communication 
scenario where a person in one culture 
(communicator) is conveying original meanings 
of a cultural-specific concept in his/her culture to 
a person in the other culture (audience). Sperber 
and Wilson (1986) view the cross-cultural 
communication as principally an inferential 
process. It means that the essential task of the 
communicator is to produce a stimulus from 
which the audience can infer what set of thoughts 
or assumptions the communicator intends to 
convey. Hence, the results of the ontology 
matching should identify the stimulus that is 
optimally relevant to the audience while 
conveying the original meanings of a source 
concept. The communicator´s task is then to 
identify a concept in the audiences´ conceptual 
structure that is optimally relevant to the source 
concept. It means that the stimulus selected by a 



communicator should to the maximum extent be 
similar to the source concept. Therefore, the 
features of a stimulus should be weighted more 
heavily than the ones of a source concept in 
Tversky´s default model. In other words, a 
stimulus should be considered as variant y, and a 
source concept as referent x in equation (3). 
Hence the asymmetric parameter for y (stimulus)
is weighted higher in Tversky´s default model 
described in Section 2.

Based on this definition, the three types of 
similarities are computed in all possible 
combinations between the German and the 
Danish concepts in both directions. Examples of 
the aligned concepts based on the similarity 
scores are illustrated in Figures 1 and 2. Figure 1 
illustrates a cross-cultural communication 
scenario where a German conveys original 
meaning of source concepts to a Danish audience, 
while Figure 2 illustrates the opposite pattern.
The concepts listed in these figures are 
automatically selected based on the similarity 
computation. It means that Tversky´s contrast 
model roughly categorizes clusters that are more 
or less similar to each other. In these figures, the 
bold lines are the highest scores equal to or over 
0.55 obtained for each source concept, and the 
slim lines indicate the highest scores lower than 
0.55, or the second highest scores equal or higher 
than 0.55. The straight lines in the figures 
represent results based on the Bayesian 
framework, the double dotted lines are based on 
the symmetric similarity, and the single dotted 
lines are based on Tversky´s default model.

4 Discussions

4.1 Findings

In this experiment, the three types of similarities 
have been computed for all combinations of 
concepts in two cultures in both directions. 
Accordingly, concepts in the two ontologies were 
approximately clustered into 5 groups. Figures 1
and 2 show one of the clusters automatically 
extracted from this process. These figures 
indicate that concepts referring to education 
targeted for children under school age are 
adequately extracted from the two ontologies. 
This can be explained in the following way: The 
principles of Terminological Ontology - e.g. 
inheritance of feature specifications, uniqueness 
of dimensions, and uniqueness of primary feature 
specifications - enable features to reflect the 
structure of ontologies.

For example, a feature value, “ISCED 0” in 
Figures 1 and 2 has been specified only once 
when defining the concepts, “preschool 
education” and “pre primary” respectively in the 
German and the Danish ontologies. Since all of 
the subconcepts under these two terms inherit 
this feature value, the concepts categorized as 
“ISCED 0 level” have systematically been 
extracted and grouped as a cluster. One critical 
point in this experiment is that the ISCED 
classification has been used as the highest feature 
dimension. In fact, the corpora based on the 
ISCED classification have intentionally been 
selected in this study, in order to extract 
standardized terminologies. However, in these 
corpora, the German educational system consists 
of “preschool education (level 0)”, “primary 
education (level 1)”, “secondary education (level 
2+3)”, “tertiary education (level 5)” and 
“continuing education for adults”, whereas the 
Danish educational system consists of “pre 
primary education (level 0)”, “single structure 
education (level 1+2)”, “upper secondary 
education (level 3)”, “tertiary education (level 
5)” and “continuous education for adults”.  Since 
only 100% identical features are considered as 
common features between two concepts and 
common features other than the ISCED level do
not exist in each concept at level 1 and 2 in both 
ontologies, no concepts representing the primary 
and lower secondary education have been 
extracted as matched pairs in this study. This 
problem could be solved by defining a matching 
algorithm that can detect such partly overlapping 
features.

Another important issue that has been a main 
focus of this study is that the pattern of the bold 
straight lines (the Bayesian framework) in Figure 
1 is almost identical to the bold single dotted 
lines (Tversky´s default model) in Figure 2. In 
the same way, the bold single dotted lines in 
Figure 1 are identical to the bold straight lines in 
Figure 2. The only difference is the direction of 
arrows. While the arrows rooted from several 
source concepts points to a single general term in 
Tversky´s default model, the arrows rooted from 
a single general term points to several specific 
terms in the Bayesian framework. This 
phenomenon can be explained in the following 
way.  

In Tversky´s default model, the computation 
of the similarity scores for all combinations of 
concepts within each cluster results in identifying 
a concept in a target ontology that has the highest 
optimal relevance to a source concept. Figures 1



and 2 show that, in most cases, the identified 
optimal stimuli based on Tversky´s default 
model is the most general term located at the 
highest node within the cluster. According to the 
principle of TO, when a concept is subdivided 
into several subconcepts based on a dimension, 
an extra feature is added to each subconcept. 
Hence it is always the case that concepts having 
more features are more specific subconcepts. It 
means that the lower a concept is located in the 
ontology, the more features the concept inherits 
from superordinate concepts. If dimensions and 
their values at the lower part of the two 
ontologies are not consistent, all the inherited 
features are distinctive features that can be 
considered as simply noise in the data-sets. 
Therefore, the identified optimal stimuli were in 
most cases more general and abstract terms 
rather than specific terms. A question is whether 
these identified general stimuli are really the 
most optimal stimuli that convey original 
meanings of source concepts to the audience in 
the other culture. This could be answered by the 
results obtained from parameters based on the 
Bayesian framework.  

  Equation (4) – the Bayesian model of 
generalization expresses the conditional 
probability that a newly encountered object y will 
fall under C (consequential region) given the 
observation of the example x (Tenenbaum and 
Griffiths, 2001). Contrasting this equation to this 
experiment, example x is considered as a source 
concept in the referent ontology, a hypothesized 
subset h as the region where a concept belongs to 
h if and only if it possesses feature k, and y as a 
newly encountered concept in the target ontology 
that should be aligned to the referent ontology.
Based on the Bayesian framework, the 
asymmetric parameter in equation (3) is set as 
���"� �=1. It means that, when the number of 
distinctive features possessed by a source 
concept increases, the probability that a newly 
encountered concept y in the target ontology falls 
under the consequential region decreases. The 
results based on the Bayesian framework indicate 
the probability that the audience in the target
culture generalizes a source concept from a 
stimulus presented by a communicator.  
Therefore, the probability that the audience 
generalize from a provided stimulus is higher for
more general and abstract source concepts than it 
is for specific source concepts. This explains the 
phenomenon identified in Figures 1 and 2.

When considering the cross-lingual 
terminology management, the main purpose for 

terminologists is to precisely clarify the original 
meaning of source terms to a target audience. 
From this viewpoint, the aforementioned results 
look unsatisfactory. However, if an identified 
stimuli in the target culture contains features that 
are irrelevant to a source concept, this will create 
misconceptions among the audience. Hence, to 
select an optimally general term is the most 
secure approach. The terminologist´s job is then 
to clarify the distinctive features that differentiate 
the particular source concept from this identified 
general term. Although further improvements 
and developments are required, the approach 
presented in this paper is potentially effective for 
cross-lingual terminology management and 
reflects the human generalization process 
involved in the cross-cultural communication, 
especially for the culturally-dependent domains.

4.2 Future challenges

Tenenbaum and Griffiths (2001) points out some 
weaknesses of Tversky´s contrast model. To be 
more precise, Tversky´s contrast model allows 
any kind of features and any feature weights 
whatsoever. However, to improve the matching 
quality, some semantic questions such as what 
qualifies as a feature and what determines the 
feature weights should be investigated. For 
example, the problem of the partly overlapping 
features that have not been identified as common 
features in this study could be weighted lower
compared to other features. On the other hand, 
some primary features could be weighted higher.
How to weight each feature may thus be a key to 
improving the matching performance. Another 
question raised in (Tenenbaum and Griffiths, 
2001) is that Tversky´s formal theory does not 
explain why and how the two subsets of 
distinctive features (Y-X) and (X-Y) should be 
given different weights. In this experiment, the 
simplest binary parameter described in the 
Bayesian model has been applied. However,
Tenenbaum and Griffiths´ extended Bayesian 
model (2001) proposes a method called “strong 
sampling” that treats x as a random positive 
example of C, which involves the stronger 
assumption that x is explicitly sampled from C.
This approach makes one to set more fine-
grained asymmetric parameters based on the size 
of the hypothetical region h. Frank et al. (2009) 
has further extended their Bayesian model and 
proposed the informative communication 
framework based on the Relevance Theory of 
Communication (Sperber & Wilson, 1986). 
Hence, it is an obvious future challenge to apply 



these extended cognitive models to the 
aforementioned different combination of data-
sets.

5 Conclusions  

In this paper, cross-cultural ontology matching 
has been performed based on the contrastive 
analysis of the Bayesian model of generalization 
and Tversky´s contrast model (Tenenbaum and 
Griffiths, 2001). The results show that in most 
cases the identified optimal stimuli based on 
Tversky´s default model is the most general term 
located at the highest node within the
automatically extracted cluster. On the other 
hand, the results based on the Bayesian 
framework indicate the probability that the 
audience in the target culture can generalize a 
source concept from a stimulus presented by a 
communicator. The probability that the audience 
generalize from a provided stimulus is higher for
more general and abstract terms than it is for
specific terms. Both identified results are in most 
cases corresponding mutually. Although further 
improvements and developments are required, 
the approach presented in this work is potentially 
effective for cross-lingual terminology 
management that reflects the human 
generalization process involved in cross-cultural 
communication especially in culturally-
dependent domains. 
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4. Feature-based Ontology Mapping from an 
Information Receivers’ Viewpoint11

In this paper, the two types of cognitive models: Tversky´s model 
(further divided into three different measures according to the differ-
ent assignment patterns of parameters) and the BMG (assigning fea-
ture weights based on the strong sampling scheme), are applied to 
datasets created based on the TO approach. This corresponds to Mod-
ules 1-5, when the “TO” is employed in Module 3, in the following 
figure.

Figure 5-1: Workflow for Step 1 in the COM framework

(Step 1: comparison of the mapping algorithms)

                                                    
11 Peer-reviewed full paper: 9th International Workshop on 
Natural Language Processing and Cognitive Science - NLPCS 2012, Wroclaw, Po-
land, 28 June 2012
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Abstract. This paper compares four algorithms for computing feature-based 
similarities between concepts respectively possessing a distinctive set of 
features. The eventual purpose of comparing these feature-based similarity 
algorithms is to identify a candidate term in a Target Language (TL) that can 
optimally convey the original meaning of a culturally-specific Source Language 
(SL) concept to a TL audience by aligning two culturally-dependent domain-
specific ontologies. The results indicate that the Bayesian Model of 
Generalization [1] performs best, not only for identifying candidate translation 
terms, but also for computing probabilities that an information receiver 
successfully infers the meaning of an SL concept from a given TL translation. 

1. Introduction 

Accelerated by the recent internet revolution with its fast-paced globalization, cross-
cultural communication, e.g. between an Asian and a European, becomes inherently 
challenging due to the lack of sufficient linguistic resources directly bridging remote 
languages. This challenge is not only caused by the lack of linguistic resources, but 
also by differences in human perception of similar concepts existing in diverse socio-
cultural communities. The MONNET on Multilingual Ontologies for Networked 
Knowledge project [2] and the KYOTO project on Knowledge-Yielding Ontologies 
for Transition-based Organization [3] are some typical major projects that deal with 
such multilingual issues based on ontological methodologies. The approaches taken in 
these major research projects are thoroughly analyzed in [4] based on three 
dimensions: international (standardized) vs. culturally-influenced domains; functional 
(conceptual) vs. documental (lexical) localization; and finally interoperable vs. 
independent ontology. The work presented here challenges this multilingual issue by 
mapping independent ontologies from a culturally-influenced domain in a functional 
manner. The work is part of an overall framework for investigating how background 
knowledge possessed by a Source Language (SL) communicator and a Target 
Language (TL) reader should be represented and linked in light of various cognitive 
processes involved in cross-cultural communication. Background knowledge is 



considered as the average domain knowledge possessed by average citizens in a 
specific socio-cultural community and assumed to be represented as domain ontology. 
We employ a knowledge representation method known as Terminological Ontology 
(TO) [5] by constructing two culturally-dependent TOs respectively representing the 
Danish- and the German educational systems. A specific purpose is to identify the 
most optimal algorithm of mapping culturally-influenced domain knowledge existing 
in two cultures using taxonomically organized hierarchical feature-structures obtained 
from these TOs. A candidate algorithm is the so-called Bayesian Model of 
Generalization (BMG) [1], a novel cognitive model that considers the hierarchical 
feature-structure as prior knowledge of an SL communicator or a TL audience, 
depending on the assignment of variables to be explained in next section. More 
specifically, the BMG computes asymmetric (uni-directional) similarities based on 
feature values either from an SL communicator- or a TL audience’s viewpoint by 
considering the prior knowledge as cultural bias. The asymmetric coordination in 
communication is also well illustrated in the Relevance Theory of Communication 
[6]. Accordingly, the BMG is compared against Tversky’s set-theoretic model [7] that 
has previously been tested in [8]. 

In Section 2, the similarity measures applied here are further explained in detail. 
Section 3 describes an experiment applying four different feature-based similarity 
measures to data-sets obtained from the TOs, respectively representing concepts in 
the educational systems in Denmark and Germany. Section 4 discusses the analysis of 
the results followed by conclusions in Section 5. 

2. Feature-based similarity algorithms 

The first three similarity measures are derived from Tversky´s ratio model. This 
model is defined as follows [7]: 

 

 
(1) 

 
In equation (1), X and Y, respectively, represent feature sets of objects x and y, and � 
is considered as additive function.�(Y�X) represents common features present in both 
Y and X, (Y-X) denotes distinctive features existing in Y but not in X, and (X-Y) 
denotes distinctive features in X but not in Y. � and � are free parameters which 
enables one to compute an asymmetric similarity relationship between object x and y. 
Accordingly, three combinations of parameter values are assigned in the previous 
study [8]: A) �=1 and �=1: which corresponds to the Jaccard Similarity Coefficient 
[9] that represents a symmetric similarity relationship between object x and y; B) �=1 
and �=0: which only computes distinctive features present in Y, not in X; and C) �=0 
and �=1: which only computes distinctive features present in X, not in Y. 

As briefly stated above, a key point is to clarify which variable is defined as a 
concept in an SL- or a TL culture. According to Tversky [7], if sim(y,x) is interpreted 
as the degree to which y is similar to x, then y is the subject to the comparison and x 
is the referent. This definition should be applied to all three parameter settings 



defined in here. Keeping this definition in mind, an additional key point is that 
Tenenbaum & Griffiths [1] demonstrate that Tversky’s model C) is formally 
corresponding to the following equation which forms the basis of the BMG explained 
below. Equation (2) computes the conditional probability that y falls under C 
(Consequential region) given the observation of the example x [1]. The consequential 
region C in our work indicates the categorical region where a subject y belongs. 

 

(2) 

 
In equation (2), a hypothesized subset h is defined as the region where a concept 
belongs to h, if and only if, it possesses feature k [1]. Thus, P(h, x) = P(x|h)P(h) in 
equation (2) represents the weight assigned to the consequential subset h in terms of 
the example x. Accordingly, the BMG - algorithm D) - is considered as a model 
where the weight P(h, x) is - based on the strong sampling scheme defined in [1] - 
specifically assigned to Tversky’s model C). The weight is defined as follows [1]: 

 

(3) 

 
Here, |h| indicates the size of the region h [1]. In our work, the number of objects 
possessing the kth feature in the referent ontology is considered as the size of the 
region h. [1] explains that the prior P(h) is not constrained in their analysis so that it 
can accommodate arbitrary flexibility across contexts. Hence in this work, we set 
P(h) = 1. In the following experiments the BMG is compared against the three 
parameter settings defined for Tversky’s Ratio model. 

3. Experiment 

3.1 Data preparation 

Data source: The data-sets used in [8] have been used as original data sources. They 
are based on document corpora obtainable from the Eurydice web-site published by 
the Education, Audiovisual and Culture Executive Agency under the EU commission. 
These documents describe the German- and Danish educational systems both in 
English and in the original languages based on the ISCED classification. Hence, it is 
feasible to identify terminological expressions in the original language from these 
documents and eventually identify translation equivalences linking between German 
and Danish. Hence, language-dependent terms and their definitions describing the 
educational systems in the two cultures have manually been extracted from the 
respective English corpora for developing TOs. The reason that these non-remote 
European languages are employed in this work is that these documents are written in 



accordance with the standardized template defined by the Eurydice, which may better 
provide for a well controlled experiment for assessing the similarity measures.   

One of the key principles for developing the TOs is that a concept automatically 
inherits all feature specifications of its super-ordinate concepts [5]. A dimension of a 
concept is an attribute occurring in a non-inherited feature specification of one or 
more of its sub-ordinate concepts. The values of the dimension allow a distinction 
among sub-concepts of the concept in question. For example, a dimension of the 
concept “pre-primary education” is [AGE] whose values are [0-3 | 3-6]. These 
dimension values distinguish the sub-concepts: “nursery” and “kindergarten”. The 
dimension can only occur on sister concepts and a given value can only appear on one 
of these sister concepts. In this way, a concept must be distinguished from each of its 
nearest super-ordinate concepts as well as from each of its sister concepts by at least 
one feature specification [5]. These principles enable us to generate well-structured 
feature sets that are assumed to be useful for the feature-based similarity 
computations. Tables 1 and 2 show examples of the expressed feature structures. 

Table 1. Example of German Data Source (Terms and Feature sets) 

ID Term Feature-values 
G2 preschool education {ISCED97, children & young, ISCED0} 
G5 kindergärten {ISCED97, children & young, ISCED0, child welfare, 3-6y.o.} 
G7 schulkindergärten & vorklassen {ISCED97, children & young, ISCED0, preparation} 
G10 primary education {ISCED97, children & young, ISCED1} 
G11 primary school {ISCED97, children & young, ISCED1, <6-10y.o.<} 
G13 secondary education { ISCED97, children & young, ISCED2+3} 
G14 lower secondary level {ISCED97, children & young, ISCED2+3, <10-16y.o.<} 
G15 school offering one single course {ISCED97, children & young, ISCED2+3, <10-16y.o.< , single} 
G16 hauptschule  {ISCED97, children & young, ISCED2+3, <10-16y.o.< , single , general basic, 5-9th grade} 
G18 gymnasium {ISCED97, children & young, ISCED2+3, <10-16y.o.< , single, intensified, 5-12/13th grade} 
G19 schools offering several courses {ISCED97, children & young, ISCED2+3, <10-16y.o.< , several} 

Table 2. Example of Danish Data Source (Terms and Feature sets) 

ID Term Feature-values 
D2 pre primary {ISCED97, children & young, ISCED0} 
D4 kindergarten {ISCED97, children & young, ISCED0, 3-6y.o.} 
D6 single structure {ISCED97, children & young, ISCED1+2} 
D7 alternative structure {ISCED97, children & young, ISCED1+2, alternative} 
D8 home tuition { ISCED97, children & young, ISCED1+2, alternative, compulsory, 6-16y.o} 
D9 efterskole or youth school {ISCED97, children & young, ISCED1+2, alternative, compulsory, <14-18y.o.<} 
D10 efterskole {ISCED97, children & young, ISCED1+2, alternative, compulsory, <14-18y.o.<, boarding school, approved 

by state} 
D11 youth school {ISCED97, children & young, ISCED1+2, alternative, compulsory, <14-18y.o.<, day-to-day, public municipal 

council} 
D14 municipal school {ISCED97, children & young, ISCED1+2, formal teaching, municipality} 
D16 0-9th form {ISCED97, children & young, ISCED1+2, compulsory} 
D17 0th form {ISCED97, children & young, ISCED1+2, compulsory, preparation} 
D18 1-9th form {ISCED97, children & young, ISCED1+2, compulsory, general basic} 
D19 10th form {ISCED97, children & young, ISCED1+2, optional} 

 
Creation of feature-term matrices: In order to compute similarities, matrices 
referring to the German- and Danish educational systems which, respectively, consist 
of 58 and 52 terms are manually generated from the feature sets. Feature value 
columns are defined in the following way: 

 
1. All feature values existing in the Danish and German data sources are registered in 

both matrices. 



2. If feature values in the Danish and German matrices are completely overlapping 
(e.g. “ISCED0-pre-primary” in DK and “ISCED0-pre-primary” in GE), the feature 
columns in question should be merged into one column. 

3. If a feature is possessed by a term, the numeric value should be “1”, otherwise “0” 
in the matrices. 

4. If a feature value in one matrix is completely included in a feature value in the 
other matrix (e.g. “ISCED1+2” in DK and “ISCED1” in GE), a term possessing the 
feature that includes the other feature (e.g. Danish “ISCED1+2”) should have 
numeric value “1” in both feature columns (e.g. “ISCED1+2” in DK and 
“ISCED1” in GE). It means that a term possessing a feature value that is included 
in the other feature (e.g. German “ISCED1”) should have numeric value “1” only 
in the feature column in question. 

5. If feature values in the Danish and German matrices are partly overlapping (e.g. 
“ISCED1+2” in DK and “ISCED2+3” in GE), a dummy column referring to the 
exact overlapping feature value (e.g. “ISCED2” for both DK and GE) is created. In 
this example, a Danish term possessing a feature “ISCED 1+2” should have 
numeric value “1” in both “ISCED 1+2” and “ISCED2” columns, but not in the 
“ISCED2+3” column. 

 
In this way, we create the German matrix consisting of 58 terms x 117 feature values 
and the Danish matrix consisting of 52 terms x 117 feature values.  

3.2 Similarity computation 

The basic idea of similarity computation here is to identify a translation candidate 
from concepts existing in a TL culture. Assuming that SL communicators and TL 
information receivers have general conceptualization of culturally-dependent domains 
- in this case the educational system in each country - all combinations of similarities 
between TL- and SL terms are computed. When computing similarities based on the 
three settings of Tversky’s model and the BMG described in Section 2, the variables: 
“terms subject to comparison” and “referent terms” are consistently defined across the 
four feature-based similarity algorithms: A) Tversky: �=1 and �=0 (Jaccard); B) 
Tversky: �=1 and �=0; C) Tversky: �=0 and �=1; and D) the BMG. 

3.3 Results 

Figure 1 shows the most typical patterns of similarity scores obtained from the 
aforementioned four algorithms from top to bottom: A), B), C), and D). Figure 1-a 
indicates that algorithms A) and B) are relatively identical, showing that rather 
general German terms, such as G2 and G46, score higher similarities. On the other 
hand, algorithms C) and D) show that the terms from G2 to G9, all of which are 
within the category of preschool education in Germany, score the highest. Especially, 
the BMG clearly identify the series of German preschool educations, all of which are 
targeted for children under the school age categorized as ISCED0. Since - in the 
simplified formulae of the BMG - the sum of distinctive features possessed by 



referent (variable: x) but not subject to comparison (variable: y) and common features 
possessed by both x and y become denominator, the eventual score results in the value 
“1”. From a communicator’s viewpoint, it is reasonable to consider that, based on 
prior knowledge of Danish SL concepts, all the German TL terms that possess feature 
ISCED0 targeted for children under the school age are categorized as objects 
belonging to D2. 

 

Fig. 1. Similarity scores: German as variant, Danish as referent 

In Figure 1-b, algorithm B) identifies general German terms such as G1, G2 and G46 
as the most similar terms to D4: kindergarten. On the other hand, all other algorithms 
indicate that term G5: “kindergärten” has the highest similarity in terms of D4. 
Especially, the BMG clearly points out this implication selecting G5 as the most 
similar concept to D4, because the size principle weight the feature value, “3-6 years 
old”, which are possessed only by D4 and G5, heavier than other features. 

Figure 1-c for the algorithms C) and D) show that the series of terms referring to 
the German primary- and secondary education have slightly higher similarity scores 
than other terms. However, the scores in the BMG are particularly low. When 
inspecting the feature values of D14, it becomes clear that D14 contains two 
distinctive features (“formal teaching” and “municipality”) that are not possessed by 



any German terms. In addition, the fully- and partly overlapping common features are 
possessed by many terms in both German and Danish, which result in assigning lower 
feature weights due to the size principle of the BMG [1]. It should be noticed that, 
when contrasting the feature set of D14 with the definition from the text corpus: a 
comprehensive school covering both primary and lower secondary education, i.e. one 
year of pre-school class, the first (grade 1 to 6) and second (grade 7-9/10) stage basic 
education, or in other words it caters for the 6-16/17-year-olds, it turns out that no 
decisive features (age, grade etc.) that describe D14 are included in the feature set. 
Hence, the result in Figure 1-c could potentially be significantly improved if the 
quality of data source is reconsidered. 

 

Fig. 2. Generalization probabilities: Danish as variant, German as referent 

As described in Section 2, the BMG can, by exchanging assignment of variables x 
and y, also compute probabilities that a TL audience generalizes a source concept 
from a stimulus presented by an SL communicator. Hence, in Figure 2, Danish SL 
concepts are defined as subjects to comparison and German TL terms as referent. This 
computes probabilities, from a German TL reader´s viewpoint, that he/she possibly 
infers the meanings of Danish SL concepts based on his/her prior knowledge of the 
German educational concepts when a German TL term is given as translation. 
Although Figure 2 shows that all four algorithms scored the highest for D4, it 
demonstrates that, due to the assigned feature weights, the BMG clearly indicates that 
a German TL audience will, from the given TL stimulus G5, likely infer D4. Another 
noteworthy point is that similarity relations between D4 and G5 are not symmetrical, 
e.g. the BMG result in Figure 2 is 82.3%, while it is 100% in Figure 1- b. 



4. Discussions 

By inspecting similarity scores of all combinations between Danish and German 
concepts, the results obtained from the BMG seem to reasonably identify optimally 
specific translation candidates if the structured feature sets are properly prepared.  

 

 

Fig. 3. Ontology mapping overview: from a Danish communicator’s viewpoint 

For further analyzing the performance of the BMG, Figures 3 outlines 
corresponding relationships between the Danish SL concepts and the German TL 
terms from a Danish communicator’s viewpoint. The corresponding relationships are 
depicted by the three patterns: 1) solid thick arrows, when the probability scores are 
70% or higher; 2) transparent thick arrows, when the probability scores are 40% or 
higher and below 70 %; and 3) thin arrows, when the probability scores are 20% or 
higher and below 40%. 

Figure 3 also indicates that a communicator who has prior-knowledge of the 
Danish educational system (gray filled square box) observes each German TL concept 
as translation candidate and assess whether each German TL concept falls under the 
class of each Danish SL concept. A more concrete and imaginable picture would be 
that a communicator whose mother tongue is Danish seeks for a translation candidate 
in his/her non-native language (German). For example, in a situation where a Danish 
communicator looks for a German translation candidate for a concept D2, all of the 
German terms within the relevant transparent square box, from G2 to G9, respectively 
falls under the class D2 with the probability range [70 ; 100]. 

On the other hand, Figure 4 illustrates that a German TL information receiver 
possibly generalizes the meanings of Danish SL concepts from a given German TL 



translation as stimulus based on his/her prior knowledge of the German educational 
concepts (gray filled square box). For instance, if he/she observes a German stimulus, 
G3, he/she will likely infer some of the Danish source concepts within the relevant 
transparent square box, from D2 to D5, with the probability range [40 ; 70[ that is 
lower than the case of the German stimulus, G2 with the probability range [70 ; 100]. 

 

 

Fig. 4. Ontology  mapping overview: from a German audience’s viewpoint 

Although the BMG [1] can be quite useful as algorithm for linking multilingual 
culturally-specific concepts existing for two cultures, there are still some 
unsatisfactory results that have been identified in this study. For example, in both 
Figures 3 and 4, the German concept, G11, has relations with D8. According to our 
intuitive assessment based on the basic domain-knowledge, G11 should rather be 
relevant to some of the concepts among D13-D18. When inspecting the feature sets of 
G11 and D8/ D13-D18, it becomes obvious that, while G11 contains a feature “[10-16 
y.o.]”, D13-D18 which refers to the Danish formal primary education for children 6-
16 years old does not contain features referring to age range. Instead, D8 contains the 
important definitional feature about the age. This problem has been caused, not by the 
BMG, but by the particularly strict principles for constructing TOs which may risk 
causing the elimination of important features. This issue indicates that, if some 
decisive features are lacking or some irrelevant features are included, the results 
obtained from the BMG can immediately be affected. Hence, a future attempt would 
be to investigate how to generate appropriate feature sets, that is, a more flexible 
taxonomic organization of feature structures based on terms and definitions identified 
in domain-specific parallel corpora. This may improve the mapping of culturally-
specific concepts applying the BMG. Another key point is that the analysis performed 



here is a rather subjective assessment. Hence, for future undertakings, it is necessary 
to identify an appropriate method based on assessments using human subjects. 

5. Conclusions 

In this work, the Bayesian Model of Generalization [1] and Tversky’s set-theoretic 
model [7] have been applied to data-sets consisting of culturally-specific concepts and 
of features extracted from data sources based on Terminological Ontologies [5]. The 
results indicate that, if input data-sets consisting of culturally-specific concepts and of 
feature-values in two cultures are properly prepared, the BMG [1] can be uniquely 
used not only for identifying a TL translation candidate, but also for estimating 
probabilities of how a TL information receiver generalizes an SL concept from a 
given TL translation. To successfully promote the next step for an overall framework, 
a human based assessment of concept mappings as well as an improvement of the 
method to create highly appropriate feature sets, will be required. 
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5. Cross-cultural Concept Mapping of Stan-
dardized Datasets12

In this paper, the two types of cognitive models: Tversky´s model 
(further divided into three different measures according to the differ-
ent assignment patterns of parameters) and the BMG (assigning fea-
ture weights based on the strong sampling scheme) are applied to 
datasets directly obtainable from a third party (the UNESCO Institute 
for Statistics). This corresponds to Modules 1-5, when the “Non-TO”
is employed in Module 3, in the following figure.

Figure 5-1’: Workflow for Step 1 in the COM framework
(Step 1: comparison of the mapping algorithms)

                                                    
12 Peer-reviewed full paper: Workshop of Challenges to Knowledge Representation in 
Multilingual Contexts, Terminology and Knowledge Engineering Conference 2012, 
Madrid, Spain, June 19-22, 2012
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Abstract. This work compares four feature-based similarity measures derived 
from cognitive sciences. The purpose of the comparative analysis is to verify 
the potentially most effective model that can be applied for mapping indepen-
dent ontologies in a culturally influenced domain [1]. Here, datasets based on 
standardized pre-defined feature dimensions and values, which are obtainable 
from the UNESCO Institute for Statistics (UIS) have been used for the compar-
ative analysis of the similarity measures. 

1 Introduction

The recent internet revolution and its globalization impact has brought about new 
possibilities for people located at opposite sides of the globe to real-time dynamically 
communicate with each other. Although we most often use English as a common 
communication code, misunderstandings are almost unavoidable in such cross-
cultural communications. This implies that multilinguality is a highly increasing de-
mand that can correctly link concepts existing in diverse socio-cultural communities. 
This work challenges these multilingual issues based on the following pragmatic- and 
cognitive theories: the Relevance Theory of Communication [2] and the Knowledge 
Effects involved in category-based inductions [3]. A key point in these models is that 
a symmetric choice of code and context is not plausible in a cross-cultural communi-
cation scanario because the two communicating parties are unlikely to share an iden-
tical cognitive environment [2]. If e.g. a new object existing in a Source Language 
(SL) culture is introduced to a person in a Target Language (TL) culture, the TL read-
er will compare this new object with something he/she knows in advance (prior 
knowledge). This implies that feature-based asymmetric similarity measures play a 
key role for the communicating human cognitive mind. 

In the ontology research domain, ref [1] compares several multilingual ontology 
frameworks such as the KYOTO project [4] and the MONNET project [5] based on a 
number of dimensions used in categorizing different types of ontology localization 
projects [6]. These dimensions are: International (standardized) vs. culturally influ-



enced domains; functional vs. documental localization; and interoperable vs. inde-
pendent ontology. In this paper, potentially applicable asymmetric similarity measures 
that can be used for mapping independent ontologies in a culturally influenced do-
main are compared based on qualitative analyses. To increase the objectivity of the 
comparative analysis of the four different feature-based similarity measures, datasets 
based on standardized pre-defined feature dimensions and values, which are obtaina-
ble from the UNESCO Institute for Statistics (UIS) have been employed. 

In the following, Section 2 describes the experimental settings of this work fol-
lowed by a summary of results in Section 3, and summarizing with concluding re-
marks in Section 4. 

2 Experimental Settings 

2.1 Datasets 

Datasets used in this experiment has been obtained from UIS who collected data 
from UNESCO Member States on an individual basis. The purpose of collecting data, 
according to UIS is to map the Member States’ national education systems according 
to the International Classification of Education (ISCED). UIS aims for Member 
States to report their data in an internationally comparative framework. These da-
tasets from all over the world are downloadable from UIS’ web-site1

One of the challenges of using these datasets is how to map the numeric feature
values of dimensions such as “starting age” and “cumulative duration of education.” 
For example, in the Danish educational system, the starting age of upper secondary 
school is defined as “16-17 years old” and its cumulative years of education is “12-13 
years”. On the other hand, the Japanese educational system is a so called “single-track 
system” meaning that the starting age of upper secondary school is exactly defined as 
“15 years old” and its cumulative years of education is “12 years”. To handle this
difficulty in an objective and systematic manner, the following procedure has been 
implemented: 1) If a feature value in one country is completely included in a feature 
value in the other country (e.g. a feature “6-12 y.o.” in Japan is completely included
in a feature “6-17 y.o.” in Denmark), a term possessing the feature that includes the 
other feature (a term possessing “6-17 y.o.” should also possess “6-12 y.o.”), and 2) If 
two features from the respective countries are partly overlapping (e.g. “13-15 y.o.” in 
Japan and “14-17 y.o.” in Denmark), a dummy feature referring to the exact overlap-
ping range (i.e. “14-15 y.o.”) is created. In this example, a Japanese term that pos-
sesses “13-15 y.o.” should also possess the dummy feature “14-15 y.o.” In the same

. Here, Japanese 
and Danish datasets have been used for the analysis. Each dataset consists of educa-
tional terms defined by several pre-defined feature dimensions such as ISCED level, 
programme destination and orientation, starting age, cumulative duration of educa-
tion, and entrance requirements. Most feature dimension values are pre-defined, i.e. 
for the programme destination dimension, values are pre-defined as [general | pre-
vocational | vocational].  

1  http://www.uis.unesco.org/education/ISCEDmappings/Pages/default.aspx



way, a Danish term that possesses “14-17 y.o.” should also possess the dummy fea-
ture “14-15 y.o.”. 

In order to objectively assess feature-based similarity measures, simpler datasets 
that do not contain these ambiguous feature dimensions/values have been prepared as 
control data. It means that these simpler datasets only contain the standardized feature 
dimensions/values defined by UIS. Based on these, similarity scores are computed by 
applying the four feature-based similarity measures described in the following.

2.2 Similarity computation

In this work, the first three similarity algorithms defined below based on Tversky´s 
Ratio Model are considered as baseline algorithms [7]: 

��� (�, �) = 1/[ 1 +  K�L(M4N)FO�L(N4M)
L(M	N) ] (1) 

Equation (1) computes the degree to which object y is similar to x, when objects x and 
y, respectively, consist of feature sets X and Y. In here, object x is considered referent 
and object y as subject of comparison according to the definitions of [7]. In equation 
(1) � is considered as additive function and � and � as free parameters. (Y�X) repre-
sents common features present in both Y and X, (Y-X) denotes distinctive features 
existing in Y but not in X, and (X-Y) in X but not in Y. In [9], three algorithms were 
defined based on different parameter settings: i) �=1 and �=1: which corresponds to 
the Jaccard Similarity Coefficient representing a symmetric similarity relationship 
between objects x and y; ii) �=1 and �=0: which only computes distinctive features 
present in Y, not in X; and iii) �=0 and �=1: which only computes distinctive features 
present in X, not in Y. 

Here, a referent object x should be defined as an SL concept and a subject object y
that is to be compared with x should be defined as a TL concept according to [7]. This 
definition should be applied to all three algorithms defined above. Keeping this defi-
nition in mind, an additional key point is that Tenenbaum & Griffiths [8] argue that 
the third algorithm is formally corresponding to the following equation (2) of the 
Bayesian Model of Generalization (BMG), which computes the conditional probabil-
ity that y falls under C (Consequential region) given the observation of the example x 
[8]. Here, the consequential region C indicates the categorical region to where a sub-
ject y belongs. 

� (� � Q|�) =  1/[1 +  � S(�,�)T:U�T,V�T
� S(�,�)T:U,V�T ] (2) 

In equation (2), a hypothesized subset h is defined as the region where a concept be-
longs to h, if and only if, it possesses feature k [8]. It means that y is considered as a 
newly encountered object existing in the TL ontology that should be aligned to the 
referent ontology of the SL according to Tversky’s definition [7]. 

P(h, x) = P(x|h)P(h) above represents the weight assigned to the consequential 
subset h in terms of the example x. Therefore, as the fourth similarity algorithm, the 



weight P(h, x) is specifically assigned to the third algorithm based on the strong sam-
pling scheme defined in [8] as follows: 

�(� |�) = �1 |�|!  �� � � �
0  "#�$%&��$

' (3) 

Here, |h| indicates the size of the region h [8]. In our work, the number of objects 
possessing the kth feature in the referent ontology is considered as the size of the re-
gion h. [8] explains that the prior P(h) is not constrained in their analysis so that it can 
accommodate arbitrary flexibility across contexts. Hence in this work, P(h) = 1.

3 Results and Data Analysis     
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Danish concepts

D1 0   G         2-5
years

4 years   No No No

D2 0   G         
5-6
years 1 year   No No No

D3 1   G         6-7
years

6 years 6 years No No No

D4 2 A G       1 
12-13
years

3-4
years

9-10
years No No No

D7 3 C V       2A 16-30
years

3-5
years

14
years

Yes No No

D19 5 B   Short 1st   3A, 3C
18-50
years

0,5-4
years

13-15
years No Yes Yes

D20 5 B   Short 1st   3A, 3C 20-30
years

2-3
years

14
years

No No No

D21 5 A   Medium 1st
Bache-
lor 3A

18-50
years

2-4
year

13-15
years No Yes Yes

D22 5 A   Medium 1st Bache-
lor

3A 20-30
years

3-5
years

16
years

Yes No No

D23 5 A   Medium 1st
Bache-
lor 3A

20-30
years 3 years

15-16
years No No No

Japanese Concepts

J35 5 B   Short Inter-
mediate

  3 ABC 18 2-3 14-15 No No No

J36 5 B   
Short 
Medium

Inter-
mediate   5B 20 1+ 15+ No No No

J37 5 B   Short Inter-
mediate

  3 18 2-3 14-15 No No Yes

J38 5 B   Short
Inter-
mediate   3 18 2 14 No No No

J40 5 B         3 18 1+ 13+ No No No

J41 5 A   Medium 1st Bache-
lor

3 18 4 16 No No No

J42 5 A   Long 1st
Bache-
lor 3 18 6 18 No No No

J44 5 A   Long Inter-
mediate

  5A 
1st,M

22 1+ 17+ No No No

Table 1. Example of original datasets obtained from UIS: feature structure of selected 
concepts. The shadowed columns are feature values that are considered only for a graphs in 

Figures 1-2 



Fig. 1.  Similarity scores: J38: college of technology as referent

Fig. 2. Similarity scores: J41: University, undergraduate as referent

Although the datasets obtained from UIS have been developed for the purpose of 
statistical comparative analysis and mapping of the educational concepts among the 
Member States, no definite mapping pairs are proposed in a concrete form. This im-
plies that the judgment of mapping depends on human evaluators in the respective 



Member States countries. Consequently, the evaluation of results in this work focuses 
on a qualitative analysis, e.g. what kind of feature structures affect the results of simi-
larity computation, instead of a quantitative analysis, e.g. recall-precision measures.   

Figures 1 and 2, respectively, show similarity scores of the Japanese concepts, 
“J38: college of technology, regular course ( : Koto-Senmon-Gakko, 
Honka)” and “J41: university, undergraduate ( : Daigaku Gakubu)” against all 
accessible Danish concepts listed in the UIS dataset. The Japanese concept J38 is, 
from the authors’ own subjective point of view, an “atypical” concept compared to 
the more universally used concepts such as J41. While the upper part of the figures 
marked as a are the similarity scores computed based on feature dimensions/values 
including the numeric feature values described in Section 2, the lower part of the fig-
ures marked as b are computed without these feature dimensions/values. 

The first thing to be noticed between the a and b graphs in general, is that the high-
er the number of feature values that are possessed by two concepts in question, i.e. in 
case of the a graphs, the lower the similarity scores. In particular, the first to third 
similarity scores in the a graphs show rather flat and ambiguous results. This is be-
cause the way the datasets have been created for mapping the feature values of di-
mensions such as “starting age” and “cumulative duration of education” simply in-
creases the number of features. Among these, distinctive features will act as noise in 
the similarity computation, and hence the similarity scores decrease. In contrast to the 
first three similarity measures, the size principle in the fourth algorithm (BMG) effec-
tively identifies specific concepts that are more similar than others, in all figures. For 
example for both J38, “D19: Tertiary, short cycle, open education” and “D20: Ter-
tiary, short cycle education”; and for J41, “D21: Tertiary, post secondary open educa-
tion”, “D22: Tertiary, medium cycle education”, and “D23: Bachelor” are respective-
ly identified as the most similar concepts. On the other hand, the first to third similari-
ty measures indicate that the aforementioned Danish concepts are only slightly more 
similar than the others. In addition, other Danish concepts referring to the pre-primary 
to lower secondary educations, i.e. D1-D4 are also considered slightly more similar 
than the others. Finally, the fourth similarity measure in Figure 1-a also identify that 
the Danish concepts referring to the vocational upper secondary educations, i.e. D7-9
are more similar than the others.

The results shown in Figures 1-2 indicate that the fourth similarity measure (BMG) 
seems to be the most effective algorithm. However, to conclude on this observation, it 
is necessary to investigate how the feature structures of each concept reflect the simi-
larity computation. Table 1 shows the feature structures of selected concepts that are 
affected in the similarity results shown in Figures 1-2. Table 1 explains why the Dan-
ish concepts referring to the pre-primary to lower secondary educations, i.e. D1-D4 
score higher with the first to third algorithms. There are two reasons for this. The first 
reason that apply especially for the first and second algorithms is that these algorithms 
consider distinctive features possessed by Danish concepts (y: subject to comparison), 
while the third and fourth algorithms consider ones possessed only by Japanese con-
cepts (x: referent). Hence all feature values listed in the “programme orientation” 
column possessed by the Danish concepts strongly affect the similarity scores. The 
second reason is that the first to third algorithms equally consider all features that are 



shared between two concepts in question based on additive functions. It means that 
for example all feature values with “no” that are matched between the two concepts 
are counted as “1”. On the other hand, the BMG consider a feature value that is 
shared by many concepts as less important, which reduces similarity scores of all less 
relevant concepts such as pre-primary and primary education concepts. Another point 
is that the BMG detects that “J38: college of technology” is relatively similar to the 
Danish concepts referring to the vocational upper secondary educations, i.e. D7-9 in 
Figure 1-a. This is in fact true since the Japanese college of technology is a higher 
educational institution that is targeted for students who have graduated from lower 
secondary school and wish to acquire vocational skills based on 5 years education 
which consists of 3 years of upper secondary education and 2 years of vocationally 
oriented post-secondary education. The relevance between J38 and D7-9 has been 
effectively detected by balanced effects of feature values, i.e. feature value “14” of 
“cumulative duration” affects as decisive feature and other less important features 
reduce similarity scores of other irrelevant Danish upper secondary concepts.    

Fig. 3. Similarity scores: D19; D20; D21; D22; D23 as referent

Finally, equation (2) of the BMG theoretically explains that the model computes 
probabilities that a new object y falls under a hypothesized categorical region C pro-
vided that example x (prior knowledge) is observed. It means that by replacing varia-
bles x and y, it is possible to compute similarities from the Danish side, i.e. how a 
person who has prior knowledge of the Danish educational system selects the most 
similar Japanese concept as a feedback function. The results in Figure 3 show that 
Japanese concepts J35-37 referring to short cycle higher education provided at junior 
colleges and “J39: college of technology”, are identified as the most similar concepts 
for Danish concepts “D19: Tertiary short cycle open education” and “D20: Tertiary 
short cycle education”. In the same way, J41, J42 and J44, all of which are the Japa-
nese bachelor degree programmes are detected as the most similar concepts for the 
Danish concepts “D21: Tertiary post-secondary open education”, “D22: Tertiary me-
dium cycle education” and “D23: Bachelor”. These results demonstrate that, in these 
standardized datasets, uni-directional similarity relations from both the Japanese- and 
the Danish sides, are effectively computed. The feedback function of computing simi-
larities from a Japanese or a Danish evaluator’s viewpoint may be useful for detecting 



asymmetric similarity relations, when mapping independent ontologies in a culturally 
influenced domain [1]. The theoretical argument of applying asymmetric similarity 
measures considering human prior knowledge is further discussed from a cognitive- 
and pragmatic point of view in [10].

4 Conclusions 

In this work, four feature-based similarity measures are applied to the standardized 
datasets consisting of pre-defined feature dimensions/values developed by the UIS. 
The purpose of this comparison is to verify the similarity measures based on the ob-
jectively developed datasets. The results demonstrate that the BMG provides for the 
most effective cognitive model for identifying the most similar corresponding con-
cepts existing for a targeted socio-cultural community.  
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6. Application of the Infinite Relational 
Model combined with the Bayesian Model 
of Generalization for effective cross-
cultural knowledge13

This paper investigates an optimal strategy of applying the IRM 
(Kemp et al., 2006) for the purpose of CSC mapping. More specifical-
ly, three strategies are tested: 1) applying the IRM directly to two 
CSC-feature matrices, respectively representing the educational do-
main knowledge in Japan and Denmark for first categorizing them 
into categorical classes that are to be subsequently compared and 
aligned; 2) applying the IRM directly to a matrix where the two CSC-
feature matrices respectively representing the Danish- and Japanese 
educational domain knowledge are merged; and 3) applying the BMG 
to directly compute similarity relations between CSCs in the two cul-
tures at hand, thereafter to apply the IRM for clustering CSCs in the 
respective cultures into categorical classes. The strategies 1-3 respec-
tively correspond to the following figures: Figs. 5-2, 5-3 and 5-4.

                                                    
13 In: International Organized Session – Application Oriented Principles of Machine 
Learning and Data Mining, The 26th Annual Conference of the Japanese Society for 
Artificial Intelligence, 12-15 June, 2012, Yamaguchi, Japan
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Figure 5-2: Step 2 Application of the IRM – Strategy 1

Figure 5-3: Step 2 Application of the IRM – Strategy 2
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Figure 5-4: Step 2 Application of the IRM – Strategy 3
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This paper investigates how the Infinite Relational Model (IRM) [Kemp 2006], a novel unsupervised machine learning 
method, is effectively applied to loosely-structured datasets consisting of concepts and features for the purpose of mapping 
Culturally Specific Concepts (CSCs) in a multi-cultural context. The aim of this investigation is two-fold: i) to identify an 
effective strategy of applying the IRM for the purpose of CSC-mapping; and ii) to investigate possibilities of applying the 
IRM for efficiently constructing feature-based ontologies that are multi-culturally interoperable. Accordingly, three strategies 
are tested in our experiments: 1) applying the IRM directly to two CSC-feature matrices, respectively representing the 
educational domain knowledge in Japan and Denmark for first categorizing them into categorical classes that are to be 
subsequently compared and aligned; 2) applying the IRM directly to a matrix where the two CSC-feature matrices 
respectively representing the Danish- and Japanese educational domain knowledge are merged; and 3) applying the Bayesian 
Model of Generalization (BMG) [Tenenbaum 2001] to directly compute similarity relations between CSCs in the two 
cultures at hand, thereafter to apply the IRM for clustering CSCs in the respective cultures into categorical classes. The 
results indicate that the third strategy seems to be the most effective approach for not only clustering CSCs into more specific 
and appropriate categorical classes but also for capturing complex relationships between each categorical classes existing in 
the two cultures.      

1. Introduction

The recent internet revolution with its fast-paced globalization 
has brought about new possibilities for people located thousands 
of miles apart to real-time communicate with each other.  
Although we mostly use English as a common communication 
code, misunderstandings are almost unavoidable in contemporary 
cross-cultural communications. This implies that multilinguality 
is inherently challenged to effectively support human perception 
of concepts existing in diverse socio-cultural communities. 
Within the ontology research domain, there are several large-
scale frameworks that link multi-cultural information in a 
complex manner. [Cimiano, 2011] compares these multilingual
ontology frameworks such as the KYOTO project [Vossen, 
2008] and the MONNET project [Declerck, 2010] based on a 
number of dimensions used in categorizing different types of 
ontology localization projects [Espinoza, 2009]. These 
dimensions are: international (standardized) vs. culturally 
influenced domains; functional vs. documental localization; and 
interoperable vs. independent ontology [Cimiano, 2011].  

In [Glückstad, 2012-a], [Glückstad, 2012-b], potentially 
applicable feature-based similarity measures that can be used for 
mapping independent ontologies in a culturally influenced 
domain in a functional manner are compared based on qualitative 
analyses. These analyses identified that the Bayesian Model of 
Generalization (BMG) [Tenenbaum 2001] is the most intuitive 
and effective measure of mapping CSCs existing in two cultures. 
The application of the BMG requires highly appropriate datasets 
consisting of CSCs and their definitional features. In [Glückstad,

2012-a], an empirical study was performed with datasets 
obtained from a semi-automatic feature-based ontology 
construction method known as Terminological Ontology (TO) 
proposed by [Madsen 2004]. The results from that study 
indicated that particularly strict rules for constructing TOs may 
risk causing the elimination of important features. It means that 
the original TO-approach may require a more flexible taxonomic 
organization of feature structures. 

Inspired by the previous works, we here investigate how the 
Infinite Relational Model (IRM) [Kemp 2006], a novel 
unsupervised machine learning method, is combined with the 
BMG for efficiently mapping CSCs and is applied for 
constructing more flexible feature structures of taxonomies. Both 
the IRM and the BMG applied in this work are originally 
proposed by cognitive scientists [Kemp, 2006] and [Tenenbaum, 
2001]. While [Kemp, 2006] emphasizes that the IRM considers 
the semantic knowledge problem from the viewpoint of: how 
representations of semantic knowledge are acquired,
[Tenenbaum, 2001] addresses three crucial questions of learning 
raised by [Chomsky, 1986]: 1) What constitutes the learner’s 
knowledge?; 2) How does the learner use that knowledge to 
decide how to generalize; and 3) How can the learner acquire 
that knowledge from the example encountered? Thus, the 
combination of the IRM and the BMG is potentially an 
interesting attempt from a philosophical point of view. However, 
in this paper we focus on how the IRM and the BMG are 
efficiently combined from a practical point of view, and the 
philosophical and pragmatic discussions are dealt with in a 
subsequent research report [Glückstad, 2012-c]. 

  Relevant works that apply the BMG to a practical problem 
of mapping ontologies do not exist to our knowledge. However, Contact: Fumiko Kano Glückstad, CBS, DK-2000 

Frederiksberg, Denmark, E-mail: {fkg.ibc | fkg.isv}@cbs.dk
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Tversky’s set-theoretic model [Tversky, 1977] on which the 
BMG is based, is widely known in the area of ontology matching 
such as shown in [Huang, 2010] and [de Souza, 2004]. The IRM 
has been applied to diverse research domains among others in the 
area of neuroimaging where functional groups and their 
interactions are extracted by the IRM [Mørup, 2010] and in the 
area of collaborative filtering and topic modeling [Xu, 2006], 
[Hansen, 2011]. 

In the next section, the experimental settings and strategies 
employed in this work are explained in detail, followed by brief 
reviews of the BMG and the IRM in Section 3. Section 4 
analyzes the results obtained from the three experimental 
strategies. In Section 5, we discuss some critical issues and future 
perspectives, followed by conclusions in Section 6.    

2. Experimental settings 

2.1 Data source

In this work, we first create two datasets, respectively 
representing the Danish educational domain knowledge and the 
Japanese educational domain knowledge. The datasets consists of 
educational terms and their definitional features that are 
manually extracted from text corpora. The Japanese corpora used 
for this experiment are: 1) “Outline of the Japanese School 
System” published by the Center for Research on International 
Cooperation in Educational Development (CRICED), University 
of Tsukuba, Japan; and 2) “Higher Education in Japan” published 
by the Japanese Ministry of Education, Culture, Sports, Science 
and Technology (MEXT). The Danish documents are 
downloaded from the Euridice web-site published by the 
Education, Audiovisual and Culture Executive Agency under the 
EU commission. These corpora are written in English and hence 
it is feasible to identify original expressions of educational terms 
in the respective languages from existing parallel- or content 
aligned corpora. This enables us to eventually achieve translation 
between Japanese CSCs and Danish CSCs through the English 
term mapping. 

The CSCs and their definitions, all written in English, are 
manually extracted from the text corpora, e.g. the Danish CSC
“municipal school (DA: folkeskole)” and its definition “a
comprehensive school covering both primary and lower 
secondary education, i.e. one year of pre-school class, the first 
(grade 1 to 6) and second (grade 7-9/10) stage basic education, 
or in other words it caters for the 6-16/17-year-olds”. From this 
definition, we create a feature list consisting of “comprehensive 
school” “primary and lower secondary education” “basic 
education” “targeted for 6-16/17 years old”. This definition also 
implies that “municipal school” is categorized into three sub-
CSCs “preschool class”, “first stage” and “second stage”, 
respectively having their features “one year preschool education” 
“1-6 grades” and “7-9/10 grades”. These sub-CSCs are supposed 
to inherit features defined in the subordinate CSC, in this case 
“municipal school”. In this way, 59 Danish CSCs and 54 
Japanese CSCs and their features all written in English are listed 
up. In addition, some features are manually standardized, e.g. a 
feature “continuing education for adults” in Denmark is
standardized with a feature “opportunities for life-long learning” 
in Japan. Finally, the following operations are manually 

implemented: a) If a feature value in one country is completely 
included in a feature value in the other country (e.g. the feature 
“6-12 y.o.” in Japan is completely included in the feature “6-17
y.o.” in Denmark), a CSC possessing the feature that includes the 
other feature (a CSC possessing “6-17 y.o.” should also possess 
“6-12 y.o.”; and b) If two features from the respective countries 
are partly overlapping (e.g. “13-15 y.o.” in Japan and “14-17 
y.o.” in Denmark are partly overlapping), a dummy feature 
referring to the exact overlapping range (e.g. “14-15 y.o.”) is 
created. In this example, a Japanese CSC possessing “13-15 y.o.” 
should also possess the dummy feature “14-15 y.o.”. In the same 
way, a Danish CSC possessing “14-17 y.o.” should also possess 
the dummy feature “14-15 y.o.”. 

Accordingly, in total 229 features are registered in the two 
matrices, respectively representing the Danish- and Japanese 
educational systems. In each matrix, if a feature is possessed by a 
CSC, the numeric value “1” appears, otherwise “0” is assigned.
In these matrices, the Danish- and Japanese CSCs are 
respectively denoted as Di and Jj and feature IDs are assigned as 
fk. Both the Danish- and Japanese CSCs and their features are 
alphabetically registered. Hence, it requires systematic 
taxonomic organization of CSCs for achieving effective CSC-
mapping between the two cultures.

2.2 Experimental strategies

[Kemp 2006] emphasizes that the IRM considers the semantic 
knowledge problem from the viewpoint of: how representations 
of semantic knowledge are acquired, instead of starting from the 
viewpoint of how these systems can be represented. This has 
inspired us to investigate how semantic knowledge is acquired 
from the limited domain text corpora and how this can 
effectively be represented for the purpose of cross-cultural 
knowledge transfer. Accordingly, three strategies are tested in the 
experiments: 1) applying the IRM directly to the respective CSC-
feature matrices for first categorizing them into categorical 
classes that are to be subsequently compared and aligned; 2)
applying the IRM directly to a matrix where the two CSC-feature 
matrices, respectively representing the Danish- and Japanese 
educational domain knowledge are merged; and 3) applying the 
BMG to directly compute similarity relations between CSCs in 
the two cultures, and thereafter to apply the IRM for clustering 
CSCs in the respective cultures into categorical classes. This 
implies that, in case of strategy 1) and 2), the IRM clusters CSCs 
based on CSC-feature links, whereas, in case of strategy 3), the 
clustering is based on CSC-CSC links between Danish and 
Japanese CSCs which are identified by the BMG. These three 
strategies are compared in Section 4 and 5. 

3. Methods

3.1 The Bayesian Model of Generalization (BMG)

The BMG [Tenenbaum 2001] is a cognitive model, which 
uniquely unifies the two following classically opposing 
approaches to similarity and generalization: Tversky’s set 
theoretic model of similarity [Tversky 1977] and Shepard´s 
continuous metric space model of similarity and generalization
[Shepard 1987]. The philosophical background of the BMG 
described in [Tenenbaum 2001] is reviewed in [Glückstad, 2012-
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c]. A key point in the BMG is to compute the conditional 
probability that y falls under C (Consequential Region) given the 
observation of the example x based on the following formula: 

 (1) 

The consequential region C in our work indicates the 
categorical region where a new object y belongs. In equation (1), 
a hypothesized subset h is defined as the region where a concept 
belongs to h, if and only if, it possesses feature k [Tenenbaum 
2001]. It means, for our work, that y is considered as a newly 
encountered object existing in a Source Culture (SC) domain 
when y is introduced to a Target Culture (TC) audience and the 
TC audience compares this new object y with an observed data x
which is part of his/her prior knowledge (referent dataset). 

Another unique point of the BMG is that P(h, x) = P(x|h)P(h)
in equation (1), represents the weight assigned to the 
consequential subset h in terms of the example x. This can be 
achieved by specifically assigning the weight P(h, x) based on 
the strong sampling scheme defined in [Tenenbaum 2001] as 
follows: 

 (2) 

Here, |h| indicates the size of the region h [Tenenbaum 2001]. In 
our work, the number of objects possessing the kth feature in the 
referent dataset is considered as the size of the region h.
[Tenenbaum 2001] explains that the prior P(h) is not constrained 
in their analysis so that it can accommodate arbitrary flexibility 
across contexts. Hence in this work, P(h) = 1. 

3.2 The Infinite Relational Model (IRM)

According to [Kemp, 2006], a key feature of the IRM is to 
automatically choose an appropriate number of clusters using a 
prior that favors small numbers of clusters, but has access to a 
countably infinite collection of clusters. In [Kemp 2006], the 
observed data are considered as m relations involving n types. 
For the experimental strategies 1), 2) and 3) in our work, we 
apply the simplest model: dealing with two types with a single 
two-place relation R: T1 x T2 �� &�"� '(�� )�
�� ������������, in 
strategies 1) and 2) T1 corresponds to either Danish and/or 
Japanese CSCs and T2 corresponds to definitional features, while 
in strategy 3), T1 and T2 respectively corresponds to Danish CSCs 
and Japanese CSCs.

The principle of generating clusters in the IRM, according to 
[Kemp, 2006], is based on a distribution over partitions induced 
by a so-called Chinese Restaurant Process (CRP) [Pitman, 2002]. 
The CRP starts a partition process with a single cluster 
containing a single object. The ith object has possibilities to 
belong to either of the following: 

� A new cluster with probability: � / (i-1+ �)
� An existing cluster with probability: na / (i-1+ �)

Here, na is the number of objects already assigned to cluster a,
and � is a parameter [Kemp, 2006]. The CRP continues until all 
the objects belong to clusters. Hence, the distribution over 

clusters for object i conditioned on the cluster assignments of 
objects 1, …, i-1 is defined as [Kemp, 2006]: 

 (3) 

[Kemp, 2006] explains that the distribution on z induced by the 
CRP is exchangeable: the order in which objects are assigned to 
clusters can be permuted without changing the probability of the 
resulting partition. P(z) can therefore be computed by choosing 
an arbitrary ordering and multiplying conditional probabilities. 
Since new objects can always be assigned to new clusters, the 
IRM effectively has access to a countably infinite collection of 
clusters.

From the clusters generated by the CRP, relations are 
generated based on the following generative model: 

� As described above, for the cluster assignment of objects
z | � ~ CRP (�)    

� For link probabilities between clusters
	 (a, b) | � ~ Beta (�, �)  

� For links between objects
R (i, j) | z,	 ~ Bernoulli (	 (zi, zj))  

In the above generative model, we set parameters �=1, and   
�=log (Ji) where Ji is the number of concepts in each mode.  

In here, relationships are assumed to be conditionally 
independent given cluster assignments [Kemp, 2006]. The 
eventual purpose of the generative model is to identify a cluster z
that maximizes P(z|R). Based on the generative model defined 
above, relations from clusters are generated by: 

 (4) 

where m+
ab refers to the total number of links between 

categorical classes a and b; and m-
ab refers to the total number of 

non-links between categorical classes a and b. The conjugate 
prior 	ab is in the aforementioned generative model defined as: 
	(a, b) | � ~ Beta(�, �). Accordingly, the conjugate prior 	ab is 
integrated out in the following: 

 (5) 

From formulae (3) and (5), the IRM identifies z that 
maximizes: P (z|R) GW P (R|z) P(z). According to [Kemp, 2006], 
the expected value of 	ab given z is: 

(6) 

The procedure for the inference is further described in 
[Mørup 2010]. The solutions displayed in the following are based 
on the sample with highest likelihood. 

4. Results 

Based on the BMG and the IRM reviewed above, empirical 
studies are performed based on the experimental strategies 
described in Section 2. 
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4.1 Experimental strategy 1

The first experimental strategy is in a way the most natural 
approach to judge how an ontology is learned from data 
consisting of CSCs and features that respectively represent 
specific domain knowledge existing in two cultures. Thus the 
IRM is directly applied to the CSC-feature matrices, respectively 
created from the aforementioned English corpora describing the 
Danish- and the Japanese educational systems. Accordingly, 59 
Danish CSCs and 229 features are simultaneously clustered into 
5 and 10 categorical classes in Figure 1-a. In the same way, 54 
Japanese CSCs and 229 features are respectively clustered into 6 
and 11 categorical classes in Figure 1-b. In both Figure 1-a and 
1-b, the unsorted graph shows the relations between the CSCs 
and their features. It means that each dot represents a relation that 

a CSC possesses a specific feature in the matrix. The upper right 
graphs in the figures show the graph sorted according to 
extracted assignments of clusters computed by the IRM 
algorithm. The bottom-left graphs show the distribution of CSCs 
over the extracted categorical classes, and the bottom-right 
graphs show the distribution of features over the extracted 
clusters. The bottom-center graphs correspond to the graphs 
sorted according to extracted assignments of clusters, which 
indicates the density of relationships between a Danish (or a 
Japanese) categorical class and a feature cluster. In Figure 2, all 
members (i.e. specific CSCs) for each categorical class are 
respectively listed for the Danish and Japanese educational 
domain knowledge. 

Figure 1: IRM clustering based on the Strategy 1 (Left: Danish CSCs * features / Right: Japanese CSCs * features)

Figure 2: CSC members that constitute each categorical class based on Strategy 1 (Left: Danish / Right: Japanese)

For convenience, each categorical class has been named in 
Figure 2 within a parenthesis based on members that constitute 
the specific categorical class in question. As Figure 2 shows, 
some categorical classes (e.g. Danish classes 3, 4 and 5; and 

Japanese classes 1, 3, 5, and 6) are successfully formed only with 
CSCs that are related to the respective categorical classes such as 
“upper secondary”, “open education”, “secondary”, and “lower 
secondary”. However, the rest of the categorical classes are 
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partly formed with CSCs that represent different categorical 
classes. For example, the Danish categorical class 1 consists of 
CSCs that are supposed to belong to “pre primary” and “adult 
education” and Japanese categorical class 2 consists of CSCs that 
are supposed to belong to “tertiary” and “primary”. When 
observing Figure 1-a, the successful Danish categorical class 3 
“upper secondary” has a very dense relationship with feature 
cluster 7 consisting of “16-18 years old” and “post compulsory 
education” and with feature cluster 10 consisting of “upper 
secondary education” and “vocational perspectives”. In the same 
way; the Danish categorical class 5 representing degree programs 
targeted for adults has a dense relationship with feature cluster 6 
consisting of features: “opportunities for lifelong learning”, “part 
time”, “possibilities for combining education and work”,
“occupational function”, and “open education”. Figure 1-b shows 
another notable point that the Japanese categorical classes 1 and 
3 both have a dense relationship with feature cluster 9 consisting 
of “non-compulsory educational school” and “post-compulsory
education”. However, the Japanese categorical class 1 - “upper 
secondary” - has also a strong relationship with feature cluster 8 
consisting of “16-18 years old”. Also the Japanese categorical 
class 3 - “alternative post compulsory” - has another relationship 
with feature cluster 10 consisting of “education + practical 
training”. This indirectly indicates that the Japanese categorical 
classes 1 and 3 both belong to a super-ordinate category 

(although it does not exist in the dataset) referring to “post-
compulsory education”. This kind of information could be useful 
for representing knowledge in a taxonomical structure, e.g. for 
constructing Terminological Ontologies [Madsen 2004]. 

The results of experimental strategy 1 indicate that if few 
decisive features exist for representing a categorical class, the 
IRM effectively sorts CSCs that relate to these decisive features. 
However, when relationships between categorical classes and 
feature clusters are weak, there is a tendency that CSCs that 
belongs to different categorical classes start to be mixed into one 
class.  

4.2 Experimental strategy 2

The second strategy is to apply the IRM directly to the matrix 
where the two CSC-feature matrices respectively representing 
the Danish- and Japanese educational domain knowledge are 
merged. The aim of this second strategy is to assess whether the 
IRM can directly be used for mapping CSCs existing in two 
cultures. Accordingly, in total 113 CSCs (59 Danish and 54 
Japanese) and 229 features are respectively clustered into 8 
categorical classes and 16 feature clusters as shown in Figure 3. 
Figure 4 lists 8 categorical classes and their cluster members.

Figure 3: IRM clustering based on Strategy 2 (Danish + Japanese CSCs * features)

The results in Figure 4 show that 3 out of 8 categorical classes 
are mono-cultural categories. More specifically, class 4 solely 
consists of Danish CSCs referring to the Danish adult education; 
and the classes 7 and 8 solely consist of Japanese CSCs 
respectively referring to the Japanese alternative post-
compulsory education and graduate school. It means that the 
purpose of mapping CSCs existing in the two cultures has not 
been achieved in terms of these three categorical classes. On the 

other hand, one interesting finding is that the Danish mono-
cultural categorical class 4 and the Japanese mono-cultural 
categorical class 7 share feature cluster 15 consisting of 
“opportunities for lifelong learning” according to the 	-sorted 
graph in Figure 3. Although concepts existing in different 
cultures have not been grouped in the same class, the IRM 
enables us to identify a relationship indicating which categorical 
class share which feature cluster in the 	-sorted graph. This type 
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of information is highly useful for constructing feature-based 
ontologies as well as for CSC-mappings. Finally, the rest of the 
five bi-cultural categorical classes result in rather ambiguous 
categories. For example, categorical class 2 that is the group of 
upper secondary CSCs, consists of the most abstract Danish 
upper secondary CSCs and all concrete Japanese upper 
secondary CSCs. On the contrary, categorical class 3 that is also 
the group of upper secondary CSCs representing concrete Danish 

upper secondary education for both general and vocational 
purposes are grouped together with the Japanese college of 
technologies (JP: Koto Senmon Gakko) which provides 5 years of 
practical and vocational education consisting of 3 years upper 
secondary and 2 years post-secondary education. Accordingly, 
the mapping results obtained from the second strategy seems not 
to be optimal. 

Figure 4: CSC members that constitute each categorical class based on Strategy 2 (Danish + Japanese concepts)

Figure 5: IRM clustering based on the Strategy 3 (BGM + IRM)
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Figure 6: CSC members that constitute each categorical class based on Strategy 3 (Left: Danish / Right: Japanese)

4.3 Experimental strategy 3

The third strategy is to apply the BMG to directly compute 
similarity relations between CSCs existing in the two cultures, 
and thereafter to apply the IRM in order to cluster CSCs in the 
respective countries into categorical classes. This enables us not 
only to observe the inter-relations of categorical classes existing 
in the two cultures, but also to instantly scrutinize more specific 
similarity relations between each category member (i.e. CSCs) 
existing in the two cultures. Accordingly, 59 Danish CSCs and 
54 Japanese CSCs are simultaneously clustered into 11 and 9 
categorical classes, respectively shown in Figure 5. In this figure, 
the unsorted graph shows existing links between the Danish 
CSCs and the Japanese CSCs identified by the computation of 
the BMG. It means that each dot represents a link established 
between a Danish CSC and a Japanese CSC, when they share at 
least one common feature. The upper right graph in Figure 5 
shows the graph sorted according to extracted assignments of 
categorical classes computed by the IRM algorithm. The bottom 
left- and right graphs show the distribution of concepts over the 
extracted categorical classes, respectively for the Danish- and 
Japanese CSCs. The bottom center graph corresponds to the 
graph sorted according to extracted assignments of categorical 
classes, which indicates the density of relationships between a 
Danish categorical class and a Japanese categorical class. 

The results in Figure 6 show that both the Danish- and the 
Japanese CSCs are clustered into a more fine-grained level 
compared with the results obtained from the first- and second 
experimental strategies. Almost all members in each categorical 
class in Figure 6 are grouped together with other members that 

are supposed to belong to the same categorical class. For 
example, some CSCs such as the Japanese “J3: college of 
technology (JP: koto-senmon-gakko)” and the Danish “D36: 
municipal school (DK: folkeskole)” are CSCs that are difficult to 
be categorized in a multi-cultural context. While, in the first- and 
second experimental strategies, these CSCs have been included 
in a more ambiguous larger categorical class where CSCs that are 
supposed to belong to different categorical classes have been 
grouped together, J3 and D36 are respectively grouped into a 
more specific and independent categorical class, i.e. the Japanese 
categorical class 6 and the Danish categorical class 4, in this third 
strategy. One of the noteworthy points in the third strategy is that, 
when observing the 	-sorted graph in Figure 5, it is possible to 
study more complex relationships of categorical classes in a
cross-cultural context. For instance, the Japanese categorical 
class 6 where “J3: college of technology” belongs, has a strong 
relationship with the Danish categorical class 2 “upper 
secondary” class, but also has a little weaker relationship with 
both the Danish categorical classes 7 and 8, which respectively 
represent “vocational academy” and “vocational college” 
categories providing a 2 years post-secondary degree in Denmark. 
The observation of the 	-sorted graph in Figure 5 further provide 
a clear picture of how each country-specific categorical class is 
related to categorical classes existing in another country in a very 
complex and comprehensible manner. This kind of overview of 
how categorical classes in different cultures are inter-related is 
highly useful and valuable not only for mapping CSCs but also 
for constructing ontologies in a multi-cultural context. 
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Figure 7: BMG similarity relations between the category members of Japanese categorical class 6 and all the Danish concepts

5. Discussions and future perspectives

The experimental results presented in this work indicate that 
the third strategy seems to be the most effective approach for 
clustering CSCs into more specific and appropriate categorical 
classes. In addition, this strategy enables us to capture complex 
relationships existing between each categorical class in the two 
cultures. However, the drawback of the third strategy is that it is 
not able to assess how each categorical class is related with 
features. On the other hand, the first- and second strategies 
enable us to analyze how features and each categorical class are 
related to each other. The shortcoming of these strategies is that 
the clustered categorical classes are rather ambiguous and some 
categorical classes are mixed with members that are supposed to 
belong to other categorical classes.  

Another advantage of the third strategy is that the direct 
application of the BMG enables us to analyze further specific 
similarity relations between category members of the respective 
categorical classes existing in the two cultures. Figure 7 
illustrates how the category members of the Japanese categorical 
class 6 in Figure 6 are related with the category members of the 
Danish categorical classes 2, 7 and 8. As discussed in the 
previous section, the 	-sorted graph in Figure 5 shows that the 
Japanese categorical class 6 has the strongest relationship with 
the Danish categorical class 2 and slightly weaker relationship 
with the Danish categorical classes 7 and 8. Figure 7 explains 
these relationships between the classes by showing that all the 
category members of the Danish categorical class 2 share at least 
one feature with all the category members of the Japanese 
categorical class 6, while only 75% of the category members of 
the Danish categorical classes 7 and 8, respectively, share at least 

one feature with 75% of the category members of the Japanese 
categorical class 6. On the other hand, when observing individual 
relationships between category members between the Japanese- 
and the Danish categorical classes, similarity relationships are 
not necessarily strong in most of the combinations. Here, the 
selection of feature-based similarity measures plays in to the 
considerations. 

In this work, we have selected the BMG as the most suitable 
feature-based similarity measure. However, for implementing the 
IRM based on the third experimental strategy, it is possible to 
apply other feature-based similarity measures, such as the 
Jaccard similarity coefficient [Tan, 2005], [Jaccard, 1901] and 
Tversky´s set-theoretic model [Tversky, 1977], which compute 
similarities based on common features and distinctive features 
possessed by the two CSCs in question. Comparative qualitative 
analyses of applying different feature-based similarities to CSC- 
mapping are further discussed in [Glückstad, 2012-a] and 
[Glückstad, 2012-b], and our arguments of applying the BMG 
from both cognitive- and pragmatic point of views are discussed 
in details in another session of this conference [Glückstad, 2012-
c]. Thus, in this work, we focus on how to interpret the results 
obtained from the BMG shown in Figure 7. As explained in 
Section 2, equation (1) computes the conditional probability that 
a new observed object y falls under a consequential region C
given the learner’s prior knowledge that have already been 
observed as x. It means that in relation to Figure 7, a scenario 
could be that a Japanese person who has prior knowledge of the 
Japanese educational system is learning the Danish educational 
system by comparing similarities of individual Danish 
educational CSCs. Thus, all the knowledge about Japanese CSCs 
are considered as x and the individual Danish CSC as y in

Cluster 2
Cluster 7 Cluster 8
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equations (1) and (2) in Section 2. In other words, it can be 
interpreted that all definitional features possessed by a Japanese 
CSC are considered as prior knowledge of the Japanese learner 
and can act as noise (or cultural bias) if a feature is not possessed 
by a Danish concept taken in comparison. In addition, the 
uniqueness of the BMG is to reflect the importance of features 
for the similarity computation by considering features that are 
possessed by many concepts as less important and features that 
are possessed by fewer concepts as more important and decisive.
In case of “J5: college of technology – industrial course (JP: 
Koto-senmon-gakko, sangyo-koosu)”, Danish CSCs - “D31: HTX 
(Danish upper education that is specialized in technical and 
natural science)”, “D55: vocational college (Danish educational 
institution that offer vocationally-oriented upper- and 2 year 
post-secondary education)”, and “D8: technical college (Danish 
vocational college specialized in technical and natural science)” 
– they are identified as the most similar concepts. In the 
respective cases, one or few decisive features such as 
“specialized in technical and natural science”, “offering 2 year 
post-secondary degree” strongly influence the similarity 
computation and differentiate the confidence levels of similarity 
from other concepts. Another interesting pattern of applying the 
BMG as shown in Figure 7 is related to “J34: post-compulsory 
educational institution (JP: Gimu-kyoiku-go-no-kyoiku-kikan)”. 
The J34-CSC is a very abstract concept only possessing two 
features. It means that no other distinctive features influence as 
noise in the similarity computation. Accordingly, the result 
indicates that the Japanese CSC, J34, likely covers all category 
members of the Danish categorical class 2 as the most similar 
concepts identified in the Danish culture. In this way, the 
combination of the BMG and the IRM could possibly be used for 
first capturing the abstract relationship between categorical 
classes and next for further analyze the individual similarity 
relationship between CSCs in order to achieve more fine-grained 
CSC-mappings. 

A critical point in this work is that the datasets have been 
created in a way where the authors systematically but manually 
extracted CSCs and definitional features from the applied text 
corpora. Although the procedure has been systematized, it is 
hence not possible to perfectly eliminate human subjectivities. 
Accordingly, one of our future challenges is to further investigate 
what types of datasets are suitable for CSC-mapping applying the 
BMG+IRM solution. One possibility would be to apply this 
solution to a more complex dataset obtained from other major 
multilingual ontology projects such as the Monnet project 
[Declerck, 2010]. Another possibility is to apply the BMG+IRM 
solution to datasets consisting of CSCs and features that are 
automatically extracted from text corpora [Lassen, 2012]. This 
may eventually lead to not only an automated CSC-mapping but 
also to an automatic ontology learning applying the IRM.     

Another aim of this work is, as briefly mentioned in the 
previous paragraph, to investigate possibilities of applying the 
IRM for efficiently constructing feature-based ontologies that are 
multi-culturally interoperable. From this viewpoint, the method 
of constructing Terminological Ontologies (TOs) in [Madsen, 
2004] that are in accordance with [ISO 2000] could be highly 
suitable for the IRM application. The uniqueness of the TO 
method is its feature specifications and subdivision criteria 

[Madsen 2004], [Madsen 2005]. While the use of feature 
specifications is subject to principles and constraints, the TO-
approach allows for so-called poly-hierarchy structures. It means 
that one CSC may be related to two or more super-ordinate CSCs.
Accordingly, the IRM could potentially be used as an effective 
pre-processing step of constructing TOs that are interoperable in 
a multi-cultural context. Mainly for two reasons: 1) the IRM may 
indicate which features influence the formation of categorical 
classes as the results from the first- and second experimental 
strategies in this work have shown; and 2) the IRM based on the 
third experimental strategy may cluster CSCs into more specific 
and appropriate categorical classes that may capture complex 
relationships between each categorical classes existing in the two 
cultures. Hence, we need a solution to achieve these strategies at 
one time. Here, it is important to remind that the design we have 
chosen for this work is the simplest design of the IRM dealing 
with two types with a single two-place relation R: T1 x T2 ��&�"�
1}, and as described in [Kemp, 2006], the IRM design can be a 
more complex model clustering three relations simultaneously. 
Accordingly, our obvious future challenge would be to 
investigate what kind of complex model is applicable for 
constructing ontologies in collaboration with the automatic TO 
construction project [Madsen, 2010].      

6. Conclusions

In this work, we investigated the application of the IRM 
[Kemp 2006] to the loosely-structured datasets consisting of 
CSCs and features representing two cultures for the purpose of 
mapping CSCs in a multi-cultural context. The results from the 
three applied experimental strategies indicate that the 
combination of the BMG and the IRM seems to be the most 
effective approach for not only clustering CSCs into more 
specific and appropriate categorical classes but also for capturing 
complex relationships between each categorical classes existing 
in the two cultures. In addition, the direct application of the 
BMG to the datasets enables us to effectively analyze further 
specific similarity relations between category members existing 
in the two cultures. However, in order to conclude on this, it is 
necessary to investigate the performance of the BMG+IRM 
solution with different types of datasets that are purely 
objectively generated. Another important finding is the potential 
application of the IRM for the automatic construction of feature-
based ontologies among others, TOs [Madsen 2004]. The results 
obtained from the first- and second experimental strategies 
indicate that this may potentially be achieved by designing a 
more complex IRM. Although further research is required, the 
application of the IRM to the multi-cultural ontologies seems to 
provide a diverse potential in this research domain. 
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This paper compares the two methods of representing knowledge: 
“TO” (the TO+BMG approach) and the “non-TO” (the BMG+IRM 
approach) and an assessment of advantages and disadvantages of the 
TO under the controlled settings. The empirical study conducted in 
this paper, respectively, corresponds to Modules 1-8 and Modules 1-5
for the TO+BMG approach and the BMG+IRM approach. 

Figure 5-5: Workflow for Step 2 in the COM framework

(Step 2: comparison of the knowledge representation method)
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Abstract. This work compares methods for constructing feature-based ontolo-
gies that are supposed to be used for culturally-specific knowledge transfer. The 
methods to be compared are the Terminological Ontology (TO) [1], a method of 
constructing ontology based on strict principles and rules, and the Infinite Rela-
tional Model (IRM) [2], a novel unsupervised machine learning method that 
learns multi-dimensional relations among concepts and features from loosely 
structured datasets. These methods are combined with a novel cognitive model, 
the Bayesian Model of Generalization (BMG) [3] that maps culturally-specific 
concepts existing in two cultures in an effective and intuitive manner.

1 Introduction

The fast-paced globalization driven by the current internet revolution has brought 
about new possibilities for people scattered around the planet to dynamically com-
municate with each other anytime and anywhere. It has become a familiar situation 
where e.g. an Asian- and a European are communicating at online channels via a 
transit of their second language - English - as the most common communication 
“code”.  However, even though the majority of us are using the most common lan-
guage – English – while communicating internationally, misunderstandings are com-
monly occurring with all its derived challenges that are almost unavoidable in cross-
cultural communications. When it comes to translations between an Asian and a Eu-
ropean language, the problems are, without doubt, magnified tremendously. There are 
at least two major reasons for such cross-cultural misunderstandings: 1) often, it is 
impossible to identify a semantically 100% equivalent culturally-specific concept 
(CSC) for the other culture at hand; and 2) prior-knowledge of CSCs that is deeply 
rooted in one’s own cultural background such as traditions, social systems etc. inher-
ently influences any inter-cultural communication scenario. For example, if an Asian 
and a European are discussing about the educational system in general, their prior 
knowledge in this communication is deeply influenced by their respective prior 
knowledge about how educational systems are functioning in their respective coun-



tries. Hence, the question might immediately arise on how we can possibly improve 
the transfer of the original conceptual meanings of Source Language (SL) concepts to 
a Target Language (TL) audience, when there are no 100% equivalent concepts exist-
ing in the two cultures in consideration? 

One of the major multilingual ontology frameworks, the MONNET project on 
Multilingual Ontologies for Networked Knowledge1

Our work here addresses these issues based on pragmatic and cognitive theories:
the Relevance Theory of Communication [7] and the Knowledge Effects involved in 
category-based inductions [8] discussed in [9]. The main idea in these theories is that 
a symmetric choice of code and context is unrealistic in cross-cultural communication 
because the two communicating parties are unlikely to share identical cognitive envi-
ronments [7]. If a new object existing in a Source Language (SL) culture is introduced 
to an audience in a Target Language (TL) culture, the audience compares the new 
object with something it knows in advance. This implies that feature-based asymmet-
ric similarity measures play an important role when bridging semantic knowledge 
existing in two cultures. In [10] and [11], potentially applicable feature-based simi-
larity measures that could be used for mapping independent ontologies in a culturally 
influenced domain are compared based on qualitative analyses. These analyses identi-
fy that the Bayesian Model of Generalization (BMG), a novel cognitive model pro-
posed by  [3] is the most intuitive and effective measure of mapping CSCs in two 
cultures. 

, addresses this problem by defin-
ing “multilingual ontology localization” based on different dimensions: international 
(standardized) vs. culturally influenced domains; functional vs. documental localiza-
tion; and interoperable vs. independent ontology [4]. Within the MONNET frame-
work, Declerck et al. [5] employ a standardized domain-specific ontology (i.e. XBRL 
taxonomies) linked with linguistic information from the domain lexicon and Aguado-
de-Cea et al. [6] addresses the multilingual problems in culturally influenced domains 
by focusing on interoperability among geospatial resources in different natural lan-
guages.  

Accordingly, our standpoint here is to identify what kind of taxonomical datasets is 
suitable for the application of the BMG. The application of the BMG requires highly 
appropriate datasets consisting of CSCs and their features. In [10], the BMG was 
applied to datasets obtained from a semi-automatic feature-based ontology construc-
tion method known as Terminological Ontology (TO) by Madsen et al. [1]. The re-
sults from [10] indicate that particularly strict rules for constructing TOs may risk 
causing the elimination of important features. It means that the original TO-approach 
may require a more flexible taxonomic organization of feature structures. 

Inspired by the previous works, we investigate in [12] how the Infinite Relational 
Model (IRM) [2], a novel unsupervised machine learning method, can be applied to 
loosely-structured datasets consisting of CSCs and features that are manually extract-
ed from text corpora. In [12], three strategies have been tested in the experiments: 1)
applying the IRM directly to two CSC-feature matrices respectively representing the 
educational domain knowledge in Japan and Denmark for first categorizing them into 

1  http://www.monnet-project.eu



categorical classes that are to be afterwards compared and aligned; 2) applying the 
IRM directly to a matrix where the two CSC-feature matrices respectively represent-
ing the Danish- and Japanese educational domain knowledge are merged; and 3) ap-
plying the BMG [3] to directly compute similarity relations between CSCs in the two 
cultures, thereafter applying the IRM for clustering CSCs in the respective cultures 
into categorical classes. The results from the three experimental strategies indicate 
that the third strategy - the combination of the BMG and IRM seems to be the most 
effective approach for not only clustering CSCs into more specific and appropriate 
categorical classes but also for capturing complex relationships between each of the 
categorical classes existing in the two cultures. In addition, the direct application of 
the BMG to the datasets enables one to effectively analyze further specific similarity 
relations between category members existing in the two cultures. These results imply
that loosely-structured datasets are sufficient for mapping CSCs in a multilingual 
context.

Interestingly, Kemp et al. [2] points out that researchers who start with the view-
point of - how the semantic knowledge should be represented as a system of relations
- often devise complex representational schemes. On the contrary, Kemp et al. [2]
challenges this issue from the viewpoint of - how representations of semantic 
knowledge are acquired. This viewpoint of [2] and the results obtained from [12]
motivate us to further analyze what are the advantages and disadvantages of repre-
senting semantic knowledge in accordance with rather strict principles of constructing 
ontologies for the purpose of cross-cultural knowledge transfer. Accordingly, in this 
work, CSC mapping results obtained from the application of the BMG to datasets 
obtained from TOs (the TO+BMG approach) is compared against the direct applica-
tion of the BMG to datasets obtained from text corpora, of which results are subse-
quently clustered by the IRM application (the BMG+IRM approach). 

In the next section, we first review our previous work applying the BMG+IRM ap-
proach in [12], followed by the experimental settings of applying the TO+BMG ap-
proach in Section 3. Section 4 analyzes results obtained from the experiment followed 
by discussion and future perspective in Section 5 and conclusions in Section 6.

2 The BMG+IRM approach

2.1 Datasets creation

The data source used for the BMG+IRM approach in [12] consists of educational 
terms and their definitional features that are manually extracted from text corpora
respectively describing the Japanese and the Danish educational system. The Japanese 
corpora are published by Center for Research on International Cooperation in Educa-
tional Development, University of Tsukuba, Japan and the Japanese Ministry of Edu-
cation, Culture, Sports, Science and Technology. The Danish corpora are published 
by the Education, Audiovisual and Culture Executive Agency under the EU commis-
sion. These corpora are all written in English and it is feasible to identify original 
expressions of educational terms in the respective languages from existing parallel- or 



content aligned corpora. This enables us to eventually achieve translation between 
Japanese CSCs and Danish CSCs through the English term mapping.

CSCs and their definitions all written in English are manually extracted from the 
text corpora, e.g. the Danish CSC “municipal school (DA: folkeskole)” and its defini-
tion “a comprehensive school covering both primary and lower secondary education, 
i.e. one year of pre-school class, the first (grade 1 to 6) and second (grade 7-9/10)
stage basic education, or in other words it caters for the 6-16/17-year-olds”. From 
this definition, we create a feature list consisting of “comprehensive school” “primary 
and lower secondary education” “basic education” “targeted for 6-16/17 years olds”. 
This definition also implies that “municipal school” is categorized into three sub-
CSCs “preschool class”, “first stage” and “second stage” respectively having their 
features “one year preschool education” “1-6 grades” “7-9/10 grades”. These sub-
CSCs are supposed to inherit features defined in the subordinate CSC, in this case 
“municipal school”. In this way, 59 Danish CSCs and 54 Japanese CSCs and their 
features all written in English are listed. In addition, some features are manually 
aligned, e.g. the feature “continuing education for adults” in Denmark is aligned with 
the feature “opportunities for life-long learning” in Japan. Finally, in order to handle 
feature values which the system does not inherently handle, the following operations 
are manually implemented: a) If a feature value in one country is completely included 
in a feature value in the other country (e.g. the feature “6-12 y.o.” in Japan is com-
pletely included in the feature “6-17 y.o.” in Denmark), a CSC possessing the feature 
that includes the other feature (a CSC possessing “6-17 y.o.” should also possess “6-
12 y.o.”; and b) If two features from the respective countries are partly overlapping 
(e.g. “13-15 y.o.” in Japan and “14-17 y.o.” in Denmark are partly overlapping), a 
artificial feature referring to the exact overlapping range (e.g. “14-15 y.o.”) is created. 
In this example, a Japanese CSC that possesses “13-15 y.o.” should also possess the 
artificial feature “14-15 y.o.”. In the same way, the Danish CSC that possesses “14-17 
y.o.” should also possess the artificial feature “14-15 y.o.”.

Accordingly, in total 229 features are registered in the two matrices respectively 
representing the Danish and Japanese educational systems. In each matrix, if a feature 
is possessed by a CSC, the numeric value “1”, otherwise “0” is assigned. In these 
matrices, the Danish and Japanese CSCs are respectively denoted as Di and Jj and
feature IDs are assigned as fk. Both the Danish- and Japanese CSCs and their features 
are alphabetically registered. To these datasets, the BMG is first applied, and thereaf-
ter the IRM is applied to the obtained BMG results for simultaneously clustering re-
spective Danish- and Japanese CSCs based on CSC-CSC links which are identified by 
the BMG. 

2.2 Bayesian Model of Generalization (BMG)

The BMG [3] is a cognitive model, which uniquely unifies two classically opposing 
approaches to similarity and generalization: Tversky’s set theoretic model of similari-
ty [13] and Shepard´s continuous metric space model of similarity and generalization 
[14]. The philosophical background of BMG is reviewed in [9]. A key point in BMG 



is to compute the conditional probability that y falls under C (Consequential Region) 
given the observation of the example x based on the following formula:

� (� � Q|�) = 1 [1 +  � S(�,�)T:U�T,V�T
� S(�,�)T:U,V�T ]!   (1) 

The consequential region C in our work indicates the categorical region where a 
new object y belongs. In equation (1), a hypothesized subset h is defined as the region 
where a concept belongs to h, if and only if, it possesses feature k [3]. It means that, in 
our work, y is considered as a newly encountered object existing in a SL domain 
when y is introduced to a TL audience and the TL audience compares this new object 
y with an observed data x which is part of his/her prior knowledge (referent dataset). 

Another unique point in the BMG is that P(h, x) = P(x|h)P(h) in equation (1) repre-
sents the weight assigned to the consequential subset h in terms of the example x. This 
can be achieved by specifically assigning the weight P(h, x) based on the strong sam-
pling scheme defined in [3] as follows:

�(� |�) = �1 |�|!  �� � � �
0  "#�$%&��$

' (2) 

Here, |h| indicates the size of the region h [3]. In our work, the number of objects 
possessing the kth feature in the referent dataset is considered as the size of the region 
h. [3] explains that the prior P(h) is not constrained in their analysis so that it can 
accommodate arbitrary flexibility across contexts. Hence in this work, P(h) = 1.

2.3 Infinite Relational Model (IRM)

According to [2], a key feature of the IRM is to automatically choose an appropriate 
number of clusters using a prior that favors small numbers of clusters, but has access 
to a countably infinite collection of clusters. In [2], the observed data are considered 
as m relations involving n types. The experiments performed in [12] apply the sim-
plest model: dealing with two types with a single two-place relation R: T1 x T2 ��&�"�
1}. More specifically, in the BMG+IRM approach shown below, T1 and T2 respective-
ly corresponds to Danish CSCs and Japanese CSCs. 

The principle of generating clusters in IRM, according to [2], is based on a distri-
bution over partitions induced by a so-called Chinese Restaurant Process (CRP) [15]. 
The CRP starts a partition process with a single cluster containing a single object. The 
ith object has possibilities to belong to either of the two options in equation (3). Hence, 
the distribution over clusters for object i, conditioned on the cluster assignments of 
objects  1, …, i-1 is defined as: 

�(-.  = 2|-3, … , -.43) =  56 (�  1 +  6)  7 2 is a new cluster 89 (�  1 +  6)  89 > 0                    7 ' (3) 

Here, na is the number of objects already assigned to cluster a, and � is a parameter 
[2]. The CRP continues until all the objects belong to clusters. [2] explains that the 
distribution on z induced by the CRP is exchangeable: the order in which objects are 



assigned to clusters can be permuted without changing the probability of the resulting 
partition. P(z) can therefore be computed by choosing an arbitrary ordering and mul-
tiplying conditional probabilities. Since new objects can always be assigned to new 
clusters, the IRM effectively has access to a countably infinite collection of clusters.

From the clusters generated by the CRP, relations are generated based on the fol-
lowing generative model:  

o For the cluster assignment of objects
z | �  ~ CRP (�)    

o For link probability between clusters
	 (a, b) | � ~ Beta (�, �)

o For links between objects
R (i, j) | z,	 ~ Bernoulli (	 (zi, zj))

In the above generative model, we set parameters �=1, and   �=log (J(i)) where J(i) is
the number of concepts in the i'th mode. In here, relationships are assumed to be con-
ditionally independent given cluster assignments [2]. The eventual purpose of the 
generative model is to identify a cluster z that maximizes P(z | R). Based on the gen-
erative model defined above, relations from clusters are generated by:

�(� |-, ;) = Z (;9?)@ABC
9? (1   ;9?)@ABD

(4) 

where m+
ab refers to the total number of links between categorical classes a and b; and 

m-
ab refers to the total number of non-links between categorical classes a and b. From 

the conjugate prior 	ab defined above, 	ab is integrated out in the following: 

�(� |-) = Z \^_9(@ABC FO,@ABD FO)
\^_9 (O,O)9,?�N   (5) 

From formulae (3) and (5), the IRM identifies the z that maximizes: 
P (z|R) GWP (R|z) P(z). According to [2], the expected value of 	ab given z is:

@ABC FO
@ABD F@ABC F`O (6) 

The procedure for the inference is further described in [16]. The solutions displayed 
in the following are based on the sample with highest likelihood.

2.4 Brief reviews of the CSC mapping

As reported in [12], 59 Danish CSCs and 54 Japanese CSCs are simultaneously clus-
tered into 11 and 9 categorical classes by applying first the BMG and subsequently 
the IRM. In Figure 1, the unsorted graph shows existing links between the Danish 
CSCs and the Japanese CSCs identified by the computation of the BMG. It means that 
each dot represents a link established between a Danish CSC and a Japanese CSC, 
when they share at least one common feature. The upper right graph in Figure 1 
shows the graph sorted according to extracted assignments of categorical classes 
computed by the IRM algorithm. The bottom left- and right graphs show the distribu-



tion of concepts over the extracted categorical classes, respectively for the Danish- 
and Japanese CSCs. The bottom center graph corresponds to the graph sorted accord-
ing to extracted assignments of categorical classes, which indicates the density of 
relationships between a Danish- and a Japanese categorical class.

Fig. 1. IRM clustering based on the BMG+IRM approach (adapted from ref. [12])

The results in Figure 2 show cluster members that constitute each categorical class.
Almost all members in each categorical class in Figure 2 are grouped together with 
other members that are supposed to belong to the same categorical class. For example, 
some CSCs such as the Japanese “J3: college of technology (JP: koto-senmon-
gakko)” and the Danish “D36: municipal school (DK: folkeskole)” are CSCs that are 
difficult to categorize in a multi-cultural context. Compared with the other two exper-
imental strategies conducted in [12], these CSCs (J3 and D36) are respectively 
grouped into a more specific and independent categorical class, i.e. the Japanese cate-
gorical class 6 and the Danish categorical class 4. One of the noteworthy points is 
that, when observing the 	-sorted graph in Figure 1, it is possible to study more com-
plex relationships of categorical classes in a cross-cultural context. For instance, the 
Japanese categorical class 6 where J3 belongs, has a strong relationship with the Dan-
ish categorical class 2 “upper secondary” class, but also has a little weaker relation-
ship with both classes 7 and 8, which respectively represent “vocational academy” 
and “vocational college” categories providing a 2 years post-secondary degree in 
Denmark. The observation of the 	-sorted graph in Figure 1 further provides a clear 
picture of how each country-specific categorical class is related to categorical classes 
existing in another country in a very complex and comprehensible manner. This kind 
of overview of how categorical classes in different cultures are inter-related is highly 
useful and valuable not only for mapping CSCs but also for constructing ontologies in 
a multi-cultural context. 



Fig. 2. CSC members that constitute each categorical class [Left: Danish / Right: Japanese] 
(adapted from ref. [12])

Fig. 3. BMG similarity relations between the category members of Japanese categorical class 6
and all the Danish concepts (adapted from ref. [12])

Another advantage of the BMG+IRM approach is that the direct application of the 
BMG enables us to analyze further specific similarity relations between category 

Cluster 2

Upper secondary
Cluster 7
Vocational 
academy

Cluster 8 
Vocational 
college

J3: college of technology

J34: post compulsory ed.

J4: college of technology  
– IT management

J5: college of technology  
– industrial



members of the respective categorical classes existing in the two cultures. Figure 3 
illustrates how the category members of the Japanese categorical class 6 are related 
with the category members of the Danish categorical classes 2, 7 and 8. As discussed 
in the above, the 	-sorted graph in Figure 1 shows that the Japanese categorical class 
6 has the strongest relationship with the Danish categorical class 2 and slightly weak-
er relationship with the Danish categorical classes 7 and 8. Figure 3 explains these 
relationships between the classes by showing that all the category members of the 
Danish class 2 share at least one feature with all the category members of the Japa-
nese class 6, while only 75% of the category members of the Danish classes 7 and 8, 
respectively, share at least one feature with 75% of the category members of the Japa-
nese class 6. On the other hand, when observing individual relationships of category 
members between the Japanese- and the Danish classes, similarity relationships are 
not necessarily strong in most of the combinations. Here, the selection of feature-
based similarity measures plays in to the considerations. 

As explained in Section 2.2, equation (1) computes the conditional probability that 
a new observed object y falls under a consequential region C given the learner’s prior 
knowledge that have already been observed as x. It means that, in relation to Figure 3, 
a scenario could be that a Japanese who has prior knowledge of the Japanese educa-
tional system is learning the Danish educational system by comparing similarities of 
individual Danish educational CSCs. Thus, all the knowledge about Japanese CSCs is
considered as x and the individual Danish CSC as y in equations (1) and (2). In other 
words, it can be interpreted that all definitional features possessed by a Japanese CSC 
are considered as prior knowledge of the Japanese learner and can act as noise (or 
cultural bias) if a feature is not possessed by a Danish concept taken in comparison. In 
addition, the uniqueness of the BMG is to reflect the importance of features for the 
similarity computation by considering features that are possessed by many concepts 
as less important and features that are possessed by fewer concepts as more important 
and decisive. In case of “J5: college of technology – industrial course”, three Danish 
CSCs, “D31: HTX (upper education specialized in technical and natural science)”, 
“D55: vocational college (educational institution offering vocationally-oriented up-
per- and 2 year post-secondary education)”, and “D8: technical college (vocational 
college specialized in technical and natural science)”, are identified as the most simi-
lar concepts. In the respective cases, one or a few decisive features such as “special-
ized in technical and natural science”, “offering 2 year post-secondary degree” strong-
ly influence the similarity computation and differentiate the confidence levels of simi-
larity from other concepts. Another interesting pattern indicated in Figure 3 is that a
very abstract concept “J34: post-compulsory educational institution” likely covers all 
category members of the Danish categorical class 2 as the most similar concepts iden-
tified in the Danish culture. This is because J34 possesses only two features, which 
implies that no other distinctive features influence as noise in the similarity computa-
tion. In this way, the combination of the BMG and the IRM can possibly be used for 
first capturing the abstract relationship between categorical classes and next for fur-
ther analyzing the individual similarity relationship between CSCs in order to achieve 
more fine-grained CSC-mappings. 



3 The TO+BMG approach 

3.1 Data sources 

As described in Section 1, the main purpose of this work is to compare the TO+BMG 
approach against the aforementioned BMG+IRM approach. In order to identify weak-
nesses and strengths of the TO+BMG approach, a strict experimental setting has been 
defined. It means that TOs should be constructed from exactly the same data - consist-
ing of 59-Danish/54-Japanese CSCs and 229 features - employed in the BMG+IRM 
approach. This is indeed not a typical procedure for terminological ontologists, be-
cause the TO usually employs information about concepts identified from text corpora 
or in discussions with specialists in a particular subject field. Consequently, it turns
out to be an extremely difficult task for human to overview relations among concepts 
and feature values from the alphabetically listed data. Accordingly, information about 
the categorical classes identified by the BMG+IRM approach and their relations to 
features identified from the categorically sorted data in [12] is used as a hint of con-
structing TOs in accordance with the rules and principles explained in the following.

3.2 Terminological Ontology (TO)  

The principles of Terminological Ontologies have been developed in the research and 
development project called CAOS - Computer-Aided Ontology Structuring - whose 
aim has been to develop a computer system designed to enable semi-automatic con-
struction of ontologies [1]. The uniqueness of TO is given by its feature specifications 
and subdivision criteria [1]. A feature specification is presented as attribute-value pair 
- for example as shown in Figure 4, [FIELDS: technology]. Thus, a representation of 
a whole concept is a feature structure, i.e. a set of feature specifications corresponding 
to the unique set of characteristics that constitutes that particular concept [1]. In Fig-
ure 4, each box that represents a particular concept is divided into three layers: 1) top 
layer, lexical representation (term), 2) middle layer, dimension specifications, and 3)
bottom layer, feature structure (set of feature specifications). 



Fig. 4. Terminological Ontology

The use of feature specifications is subject to principles and constraints described 
in detail in [1]. Most importantly, a concept automatically inherits all feature specifi-
cations of its superordinate concepts. This approach is fairly intuitive and reasonably 
consistent with the hierarchical structure of categories that are generally discussed by 
cognitive scientists [1]. However, the principles of TO also defines more strict rules 
derived from the traditional view of terminology that aims at proper standardization. 
For example, the principle of uniqueness of dimension defines that a given dimension 
may only occur on one concept in an ontology. [1] argues that uniqueness of dimen-
sions contributes to create coherence and simplicity in the ontological structure, be-
cause concepts that are characterized by means of a certain common dimension must 
appear as descendants of the same superordinate concept. In the same way, [1] also 
defines the uniqueness of primary feature specifications as a given primary feature 
specification can only appear on one of the daughters. The argument is that these 
uniqueness principles make it possible to a certain extent to carry out automatic plac-
ing of concepts into an ontology. Another important principle is that the TO approach 
allows polyhierarchy structures so that one concept may be related to two or more 
superordinate concepts.  

Following the aforementioned principles, TOs representing the Danish- and the 
Japanese educational systems have been constructed. It means that, although some 
feature specifications are considered as very important in several categorical classes, 
the TO principles allow us to use them only once in the ontology. For example, fea-
tures defining the academic degree system such as “f40: Bachelor”, “f140: Master” 
are very common and decisive features that could be useful for mapping CSCs exist-
ing in different cultures. However, although there are two types of Bachelor or Master 
degree programmes provided as “university education” under “tertiary education” and 
as “open education” under “continuing education for adults” in the Danish education-
al system, the TO principles allow us to use this only once in the ontology. As a solu-
tion, terminological ontologists argue that this problem is solved by creating empty 



concepts (nodes) respectively possessing attribute-value pairs “degree: Bachelor” and 
“degree: Master” at a higher level of the ontology, from which the two “Bachelor” 
concepts belonging to different superordinate concepts can inherit “degree: Bachelor” 
in the polyhierarchical structure. Another important issue is as described above that 
the TO principles do not allow us to define the same dimension in several places in an 
ontology and to have conflicting attribute-value pairs in a hierarchy. It means that the 
number of features that are listed in an ontology by these strict TO principles is rather 
limited, whereas the BMG+IRM approach enables us to enlist all features identified in 
the text corpora without any constraints. Due to these strict TO principles, the number 
of CSCs for the Danish- and Japanese educational system, respectively, decrease to
47 and 50. Instead, 22 and 14 empty nodes have been added to the respective datasets.
The number of features is also reduced from 229 to 99 based on the TO principles.   

4 Results

Figure 5 shows the respective results of the BMG similarity computation obtained 
from the TO+BMG approach in the left column and from the BMG+IRM approach in 
the right column. Each graph can be interpreted in the same way as Figure 3 has been 
interpreted. It means that in relation to Figures 5, a scenario could be that a Japanese 
who possesses prior knowledge of the Japanese educational system is learning the 
Danish educational system by comparing similarities of individual Danish educational 
CSCs. The effects of feature weights also work in the same way as indicated by Fig-
ure 3. Thus features that are possessed by many Japanese CSCs are considered as less 
important and features that are possessed by fewer Japanese CSCs are considered as 
more important and decisive.

The first thing to notice in Figure 5 is that, since equation (1) of the BMG com-
putes only one feature “f75” (compulsory) possessed by the Japanese “empty-
compulsory” CSC, the “empty-compulsory” CSC in the TO column identifies six
Danish CSCs with the similarity score 1.0. Secondly, the TO+BMG approach identi-
fies “D19: first stage (primary)” as the most similar CSC to the Japanese “J12: ele-
mentary school” CSC, while the BMG+IRM approach identifies the four Danish 
CSCs: “D19: first stage (primary)”, “D36: private elementary school”, “D44: private 
school”, “D48: single structure education”. This indicates that the TO+BMG ap-
proach precisely identifies the Danish CSC which represents the exactly same target 
range of age, while the BMG+IRM approach identifies all the Danish CSCs which 
provide the primary education to children in the age range: 7-12 years old. When 
inspecting the feature structure of these CSCs in Table 1, it turns out that the 
TO+BMG approach computes similarities with Danish CSCs that possess either the 
feature “7-12” (years old) or “f75” (compulsory). Since f75 is possessed by many 
more Japanese CSCs, the feature weight is reduced based on equation (2) of the 
BMG. On the other hand, since the feature “7-12” is possessed by fewer Japanese 
CSCs, this feature is weighted higher in the computation. Accordingly D19 is identi-
fied as the most similar CSC, despite the fact that D19 shares only one feature “7-12” 
with J12. On the other hand, the BMG+IRM approach considers any of the features: 



“7-12”, “f65” (basic education) and “f75” (compulsory) that are possessed by Danish 
CSCs. Hence, the Danish CSCs that possess all three features are identified as the 
most similar CSCs to J12. A key point that should be noticed in Figure 5 is that the 
Danish CSCs in the TO do not simultaneously possess the two features “7-12” and 
“f75”. This is due to the strict principle of TO that a given dimension may only occur 
on one concept in an ontology [1]. The third example is that the TO+BMG approach
identifies “D12: continuing school” which is targeted for 14-17 years old children, 
and “D44: private school” as the most similar concepts to “J36: private elementary 
school”. In this case, the TO+BMG approach considers the Danish CSCs that possess 
the feature “f190” (private) together with “f75” (compulsory) as much more relevant 
CSCs than D19 which possesses the feature “7-12”. A problem here is that the attrib-
ute of the value “f190” (private) overshadows the age dimension of “7-12”. Thus the 
meaning of “elementary” in “J36: private elementary school” is not appropriately 
reflected in the similarity computation. On the contrary, the BMG+IRM approach
allows features that describe a specific CSC to be registered unlimitedly. Accordingly, 
D44 which possess both features “7-12” and “f190” together with “f75” are consid-
ered more similar than D12 which possess only “f190” and “f75”. 

Fig. 5. Comparison of results obtained from the TO+BMG and from the BMG+IRM            
J12: elementary school, J25: lower secondary school, J40: public elementary school,             

J41: public lower secondary school, J36: private elementary school

TO IRM



Table 1. List of feature values

TO IRM TO IRM

E F75 N/A D12 
14-17,16-17,  f75, 
f174, f190

14-15, 14-17, 16-
17, f18, f54, f75, 
f173, f174, f186, 
f190 

J12 7-12, f17, f36, f75
7-12, f17, f36, f65, 
f75, f82

D19 7-12, f174
7-12, f65, f75, 
f122, f174

J25 
13-15, f10, f75,  
f108 

13-15, 14-15, f10, 
f24, f36, f59, f60, 
f75, f84, f85, f108, 
f134, f187, f189 

D36 f75, f143, f174
13-15, 6-16, 7-12, 
f65, f75, f117, 
f143, f174

J40 
7-12, f17, f36, f75, 
f143 

7-12, f17, f36, f65, 
f75, f82, f143

D44 f75, f174, f190 
13-15, 16-17, 6-17,
7-12, f65, f75, 
f174, f184, f190

J36 
7-12, f17, f36, f75, 
f190 

7-12, f17, f36, f65, 
f75, f82, f190

D48 f174 
13-15, 6-16, 7-12,
f65, f75

5 Discussions

The results presented in Section 4 indicate that the TO+BMG approach, due to its 
strict principles, inherits a disadvantage of delimiting the registration of features that 
are potentially important for the multi-cultural CSC mapping. Terminological 
ontologists usually claim that the strict principles are an advantage for making it pos-
sible to a certain extent to carry out automatic placing of concepts into an ontology 
[1]. It may truly be applicable when the TO is used for sharing knowledge in a specif-
ic knowledge community. In addition, it should be emphasized that one of the ad-
vantages of TO is the clarification of domain knowledge in a specific knowledge 
community and the ability to compare the hierarchical structures across different
communities. For example, the TO approach enables us to generate a new concept in 
one community which exists in the other community. Such concept generation is not 
feasible based on the similarity computation approach, i.e. the BMG+IRM approach.
However, it should be noticed that, as stated in Section 1, our standpoint in this work 
has been to identify what kind of taxonomic datasets is suitable for the application of 
the BMG whose purpose is to deal with the problem of cross-cultural communication 
that are not symmetrically coordinated [7]. The CSC mapping in a multi-cultural con-
text is not the same as a mono-cultural knowledge sharing. A dimension which is 
considered important in one culture may not be equally important in the other culture. 
By eliminating some feature attributes and their values due to the strict rules, there is 
a substantial risk of eliminating important nuances hidden behind a concept. In this 
respect, the BMG which is a cognitive model of generalization is designed to compute 
such fuzzyness of the human mind by reflecting prior knowledge of a learner who 
compares a new object with something he/she knows in advance. 

As [2] points out, the IRM challenges the problem of knowledge representation
from the viewpoint of - how representations of semantic knowledge are acquired.



This viewpoint implies that, instead of directly challenging how the semantic 
knowledge should be represented as a system of relations, it may be an idea to inte-
grate the ontology learning model, i.e. the IRM, originating from the cognitive sci-
ences as a pre-processing to the ontology construction. This has been empirically 
indicated in this work where information about the categorical classes identified by 
the BMG+IRM approach and their relations to features identified from the categori-
cally sorted data in [12] was indeed very useful for constructing TOs. In addition, as 
shown in Figure 1, the IRM can provide an image of how the Danish- and the Japa-
nese categorical classes are inter-related. This kind of information could be highly 
useful if we are going to develop culturally-specific ontologies for the respective cul-
tures which are inter-operable in a multi-cultural context. This implies that, for exam-
ple, the features that influence the formation of categorical classes in both cultures 
could be prioritized as necessary feature dimensions when constructing TOs. This 
may prevent eliminating important features that could be used for computing similari-
ties based on the BMG. An attractive aspect of the IRM is that the model can be a 
more complex clustering of three or more relations simultaneously. Hence, this could
in principle be applied for multi-cultural modeling as well. These results imply that 
the integration of all methods, i.e. the BMG+IRM+TO approach, could be our future 
potential that enables us not only to map CSCs by respecting nuances of each concept 
existing in each respective culture, but also to construct TOs that are cross-culturally 
interoperable as well as mono-culturally clarified.  

6 Conclusions  

In this paper, two approaches of mapping CSCs are compared. The results show that 
the TO+BMG approach, due to its strict principles, has a disadvantage of delimiting 
dimensions that are potentially important for the CSC mapping. On the contrary, the 
BMG combined with the IRM, both of which originate from the cognitive sciences, is
designed to compute the fuzzyness of human mind by reflecting prior knowledge of a 
learner who compares a new object with something he/she knows in advance. By 
considering the advantage of the TO that is the clarification of domain knowledge in a 
mono-cultural knowledge community, the BMG+IRM+TO approach may be an opti-
mal solution, which may enables us not only to map CSCs by respecting nuances of 
each concept in the respective cultures, but also to construct TOs that are multi-
culturally interoperable. This remains as a grand future challenge. 
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Chapter 6.   

Discussions

1. Summary of the empirical results

The raised key research question in this thesis has been: How should 
the background knowledge possessed by an SL communicator and 
a TL receiver be represented and linked in light of various cogni-
tive processes involved in cross cultural communication?

As previously explained, my hypothesis started by the assumption 
that the TO method (Madsen et al., 2004) could potentially be used for 
representing prior-knowledge of the culturally-specific domain 
knowledge, which is required for the inference process in a cross-
cultural human communication scenario. I investigated this research 
issue from the view of two dimensions: a) what algorithms are suit-
able for mapping TOs? and b) within the defined framework of COM, 
what are the advantages or disadvantages of using the TO approach 
compared with other approaches for systematically representing and 
organizing conceptual features as culturally-dependent prior-
knowledge? 

In order to answer the first sub-question posed in a), I considered
several cognitive models originating from the categorization and con-
cept learning research as potential ontology mapping algorithms, 
which reflect the inference process involved in cross-cultural commu-
nication. I implemented several preliminary studies of mapping two 
culturally-dependent TOs. The empirical studies started from a very 
primitive and manual feature-mapping approach, gradually applying a 
rather basic cognitive model, Tversky’s Ratio model (Tversky, 1977) 
by assigning three different patterns of parameter settings, and eventu-
ally identifying a further advanced algorithm that has been well-
recognized as a novel cognitive model, the Bayesian Model of Gener-
alization (BMG) (Tenenbaum & Griffiths, 2001) as the best possible 



Chapter 6: Discussions

174

algorithm for the COM framework. The fourth and fifth empirical 
studies in Chapter 5 indicated that the BMG with the “strong sampling 
scheme” sensitively reflects the feature structure of concepts in com-
parison, and both intuitively and effectively identified the most similar 
concepts by reflecting on the learner’s prior knowledge.

For addressing the second sub-question posed in b), I implemented 
two types of comparative analyses by applying the Infinite Relational 
Model (IRM) (Kemp et al., 2006), a novel unsupervised machine 
learning method, to loosely structured datasets consisting of CSCs and 
features that are manually extracted from text corpora. In the sixth
empirical study in Chapter 5, three strategies of applying the IRM 
have first been tested: 1) applying the IRM directly to two CSC-
feature matrices, respectively representing the educational domain 
knowledge in Japan and Denmark for first categorizing them into 
categorical classes that were to be subsequently compared and 
aligned; 2) applying the IRM directly to a matrix where the two CSC-
feature matrices, respectively representing the Danish- and Japanese 
educational domain knowledge were merged; and 3) applying the 
BMG to directly compute similarity relations between CSCs in the 
two cultures, thereafter applying the IRM for clustering CSCs in the 
respective cultures into categorical classes (the BMG+IRM approach). 
The results from the three experimental strategies indicated that the 
third strategy - the BMG+IRM approach - seemed to be the most ef-
fective approach for not only clustering CSCs into more specific and 
appropriate categorical classes but also for capturing complex rela-
tionships between each of the categorical classes existing in the two 
cultures. In addition, the direct application of the BMG to the datasets 
enabled me to effectively analyze further specific similarity relations 
between category members existing in the two cultures. These results 
indicated that loosely-structured datasets seemed to be sufficient for 
mapping CSCs in a multi-cultural context. The seventh empirical 
study further analyzed what were the advantages and disadvantages of 
representing semantic knowledge in accordance with rather strict prin-
ciples of constructing ontologies for the purpose of cross-cultural 
knowledge transfer. More specifically, CSC mapping results obtained 
from the application of the BMG to datasets obtained from TOs (the 
TO+BMG approach) was compared against the direct application of 
the BMG to datasets obtained from text corpora, of which results were 
subsequently clustered by the IRM application (the BMG+IRM ap-
proach). The results indicated that the TO+BMG approach, due to its 
strict principles, has a disadvantage of delimiting the dimensions that 
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may potentially be important for the CSC mapping. Although some
feature specifications are considered as very important in several cate-
gorical classes, the TO principles allow us to use them only once in 
the ontology. For example, features defining the academic degree sys-
tem such as “bachelor” and “master” are very common and decisive 
features that could be useful for mapping CSCs existing in different 
cultures. However, although there are several types of Bachelor- or 
Master degree programmes provided as e.g. “university education” 
under “tertiary education” and as “open education” under “continuing 
education for adults” in the Danish educational system, the TO princi-
ples allow us to use this only once in the ontology. Terminological on-
tologists argue that this problem is solved by creating empty concepts 
(nodes) respectively possessing attribute-value pairs “degree: Bache-
lor” and “degree: Master” at a higher level of the ontology, from 
which the two “Bachelor” concepts belonging to different superordi-
nate concepts can inherit “degree: Bachelor” in a poly-hierarchical 
structure. In addition, it should be emphasized that one of the advan-
tages of TO is the clarification of domain knowledge in a specific 
knowledge community and the ability to compare the hierarchical 
structures across different communities. The aforementioned principle 
of poly-hierarchical structures enables us to generate a new concept in 
one community which exists in the other community. Such concept 
generation is not feasible based on the similarity computation ap-
proach, i.e. the BMG+IRM approach. On the contrary, the BMG com-
bined with the IRM, both of which originate from the cognitive sci-
ences, was designed to compute the fuzziness of the human mind by 
reflecting prior knowledge of a learner who compares a new object 
with something he/she knows in advance.

In the next section, I discuss how the aforementioned results can be 
interpreted in contrast to the Relevance Theory of Communication 
(Sperber & Wilson, 1986) and the Knowledge Effects (Murphy, 2004) 
which are naturally fostering the ground theories that support the 
COM framework.
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2. Contrast to the Relevance Theory of 
Communication and the Knowledge Ef-
fects

What I aimed at demonstrating, by the series of empirical studies, is 
the simulation of asymmetric relations in cross-cultural communica-
tion between a communicator and a receiver. This has been achieved 
under the framework of COM that can be best described as a merger 
of the Relevance Theory of Communication (RTC) (Sperber & Wil-
son, 1986) and the so-called Knowledge Effects (Murphy, 2004).  

The first point emphasized in the COM framework, based on the 
RTC and the Knowledge Effects, is that the symmetric choice of code 
and context is unfeasible to apply for a cross-cultural communication 
scenario, because the communicating parties are for obvious reasons 
unlikely to share identical cognitive environments. Due to the use of 
different languages, different conceptualization of society, different 
domain knowledge rooted in their respective cultures etc., the asym-
metric coordination of code and context between the cross-cultural 
communicators comprise a significantly more realistic view (Sperber 
& Wilson, 1986). 

Secondly, in the RTC, Sperber & Wilson (1986) raise two im-
portant dimensions in terms of relevance. In short, those are: i) how to 
assess the degree of relevance; and ii) how the contexts are chosen. In 
a way, these dimensions, respectively, correspond naturally to my 
posed sub research questions in this thesis: a) what algorithms are 
suitable for mapping TOs? ; and b) within the defined framework of
COM, what are the advantages or disadvantages of using TO com-
pared to other approaches for systematically representing and organi-
zing conceptual features as culturally-dependent prior-knowledge? 

In terms of question i) above, Sperber & Wilson (1986) argue that 
there are two factors to be taken into account for assessing the degree 
of relevance. The first factor is obviously the contextual effects which 
is new knowledge generated based on the union of new information P
and background information C. From Murphy’s viewpoint, our back-
ground knowledge is structured in our memories based on our past 
experiences that correspond to the background information C. When a 
new object P is observed, we compare and categorize it in relation to 
concepts stored in our memory as prior knowledge C, and outline a 
new form of concept Q. Hence, according to Sperber & Wilson 
(1986), a new object P is relevant in a context C to the extent that its 
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contextual effects in this context C are large; and a new object P is 
relevant in a context C to the extent that the effort required to process 
it in this context C is small. For addressing the aforementioned sub-
question a), I applied, in the series of empirical studies in Chapter 5, 
Tversky’s Ratio model rooted in the Prototype Approach (Rosch & 
Mervis, 1975) and the BMG that supports the Knowledge Approach 
(Murphy, 2004). The results obtained from these studies indicated that 
the BMG with the strong sampling scheme sensitively reflects the fea-
ture structure of concepts under comparison, and both intuitively and 
effectively identifies the most similar concepts by reflecting on the 
learner’s prior knowledge. Indeed, the interpretation of the results is 
highly inspired by the way Tenenbaum & Griffiths originally formu-
lated the BMG and their subsequent analysis of the BMG against 
Tversky’s model (Tenenbaum & Griffiths, 2001): 

1) Interpreting this formal correspondence between our Bayes-
ian model of generalization and Tversky’s set-theoretic 
models of similarity [equation (5) and (4) in Chapter 4 in 
this thesis] is compared by the fact that in general the rela-
tion between similarity and generalization is not well un-
derstood. A number of authors have proposed that similar-
ity is the more primitive cognitive process and forms (part 
of) the basis for our capacity to generalize inductively 
(Quine, 1969; Rips, 1975; Osherson et al., 1990). But from 
the stand point of reverse-engineering the mind and ex-
plaining why human similarity of generalization computa-
tion take the form that they do, a satisfying theory of simi-
larity is more likely depending upon a theory of generaliza-
tion than vice versa. The problem of generalization can be 
stated objectively and given a principled rational analysis, 
while the question of how similar two objects are is notori-
ously slippery and underdetermined (Goodman, 1972). We 
expect that, depending on the context of judgment, the simi-
larity of y to x may involve the probability of generalizing 
from x to y, or from y to x, or some combination of those 
two. It may also depend on other factors altogether. Quali-
fications aside, interesting consequences nonetheless follow 
just from the hypothesis that similarity somehow depends 
on generalization, without specifying the exact nature of the 
dependence. 
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2)   Most fundamentally, our Bayesian analysis provides a ra-
tional basis for the qualitative form of set-theoretic models 
of similarity. For instance, it explains why similarity should 
in principle depend on both the common and the distinctive 
features of objects. Tversky (1977) asserted as an axiom 
that similarity is a function of both common and distinctive 
features, and he presented some empirical evidence consis-
tent with that assumption, but he did not attempt to explain 
why it should hold in general. … Our rational analysis [
equation (5) in Chapter 4 in this thesis], in contrast, ex-
plains why both kinds of features should matter in general, 
under the assumption that similarity depends on generaliza-
tion. The more hypothesized consequential subsets that con-
tain both x and y (common features of x and y), relative to 
the number that contain x (distinctive features of x), the 
higher the probability that a subset known to contain x will 
also contain y.

3) The hypothesis that similarity depends in part on generali-
zation explains why similarity may in principle be an 
asymmetric relationship, that is, why the similarity of x to y 
may differ from the similarity of y to x. Tversky (1977) pre-
sented compelling demonstrations of such asymmetries and 
showed that they could be modelled in his set-theoretic 
framework if the two subsets of distinctive features X-Y and 
Y-X have different measures under f and are given different 
weights in [equations (1) and (4) in Chapter 4 in this thesis].
But Tversky’s formal theory does not explain why those two 
subsets should be given different weights; it merely allows 
this as one possibility. In contrast, the probability of gener-
alizing from x to y is intrinsically an asymmetric function, 
depending upon the distinctive features of x but not those of 
y. To the extent that similarity depends on generalization, it 
inherits this intrinsic asymmetry.  

Up to now, the issue of similarity and generalization has ambiguously 
been dealt with in both the revised RTC and the COM frameworks 
proposed in this thesis. After considering Tenenbaum & Griffiths’ 
view of similarity and generalization, a cross-cultural communication 
scenario can be drawn in the revised RTC  framework and illustrated 
in a more concrete way. Figure 6-1 shows how a Danish audience, 
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who is told by a Japanese communicator that “A Japanese omelet will 
be served today”, will generalize the meaning of the original Japanese 
source concept “Okonomi-yaki” from the English stimulus “Japanese 
omelet”. Each Dane has no idea how “Okonomi-yaki” looks like and 
he/she only knows that the dish is referred to as “Japanese omelet” in 
English (as pivot). His/her conceptualization of the cuisine is obvi-
ously rooted in the Danish culture. Hence, when he/she hears the word 
“omelet”, he/she first induces from category labels on how “omelet”
looks like, i.e. “made of egg”, “fried on a pan”,  “optional ingredients 
can be chosen” naturally rooted in his/her prototype image of “ome-
let”, as illustrated in Figure 6-1. This mental process is emphasized by 
Murphy (2004) by stating that category-based inductions are extreme-
ly common in communication. Consequently, what a Danish receiver 
generalizes from the word “omelet” may very well end up in a mental 
picture that better corresponds to “Japanese ome-rice” which is com-
pletely different from what the Japanese communicator originally in-
tended to convey - i.e. the true meaning of “Okonomi-yaki”. Hence,
the probability of generalizing from “omelet” to either “Okonomi-
yaki” or “Japanese ome-rice” can rationally be computed, from the 
viewpoint of Tenenbaum & Griffiths (2001), in the framework of the 
revised RTC which inherits the asymmetric coordination of communi-
cation. Of course, in a real communication scenario, a Danish audi-
ence does not know what the Japanese communicator intends to con-
vey. Although the following “gedanken experiment” is rather hypo-
thetical, let us assume that we, from a third party’s viewpoint (aka
“helicopter perspective”), already know what the Japanese communi-
cator intends to convey in terms of the true meaning of “Okonomi-
yaki” and let us assume we also have access to both the Danish audi-
ence’s and the Japanese communicator’s taxonomic organizations of 
food categories. Thus, we can see the whole feature structure of all 
Japanese food categories in the taxonomy. Then, what we are comput-
ing with the BMG (Tenenbaum & Griffiths, 2001) is the probability of 
generalizing a Japanese food category from a given English stimulus 
“omelet”. If the Danish audience generalizes to other food categories 
with much higher probability than “Okonomi-yaki”, this communica-
tion may likely end up in a huge misunderstanding. That is exactly the 
scenario I have tried to illustrate in Figure 6-1. Then, what we really 
need in order to help the communicating parties here, is to identify a 
Danish food category that inherently comprise a higher probability of 
generalizing to the original Japanese “Okonomi-yaki”. In other words, 
and based on Tenenbaum & Griffiths constructions, we should some-
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how “reverse-engineer” which Danish context C that can eventually 
generate an optimal contextual effect for introducing the Danish audi-
ence to the new information P, i.e. “Okonomi-yaki”. The label repre-
senting such an optimal context C ought to be the most effective trans-
lation that can convey the original meaning of “Okonomi-yaki” for the 
Danish audience. We can even add a supplemental description on how 
the new information P “Okonomi-yaki” and the most optimal context 
C, differ by explaining distinctive features between them. 

Figure 6-1: Example of asymmetric relations in cross-cultural 
communication between a communicator and an audience

Another key point of the BMG is that the aforementioned Knowl-
edge Effects is nicely explained in this generalization process. As 
Murphy (2004) points out, the relation between a new concept and the 
prior knowledge is bi-directional: i.e. the learning process of a new 
concept can be highly influenced by the prior knowledge, while the 
novel information of this newly introduced concept may also influ-
ence the prior knowledge. The Knowledge Approach considers con-
cepts as part of our general knowledge of the world. It means that 
concepts should be consistent with whatever else we know (Keil 1989; 
Murphy and Medin 1985). In order to maintain such consistency, peo-
ple use their prior knowledge to reason about a new object and to de-
cide on what category it is, or whether to learn a new category. In such
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situations, subjects use their prior knowledge when learning catego-
ries. Therefore, people are primarily learning how features are relat-
ed to the different categories (Murphy & Wisnienski, 1989). For the 
computation of the BMG, prior knowledge has been considered as 
taxonomically organized feature lists. In the empirical studies of simu-
lating the COM framework, either a communicator or an audience’s 
prior knowledge has been considered as feature-sets that are created 
by TOs or are directly extracted from text corpora. Subsequently, the 
feature weights have been assigned based on the size principle defined 
by Tenenbaum & Griffiths (2001) for the prior knowledge of the par-
ties in question. The comparative analysis in the fourth and fifth em-
pirical studies of this thesis demonstrated that if feature-sets are ap-
propriately prepared, the size principle effectively works e.g. as can be 
seen by the example illustrated in Figure 6-2.

Figure 6-2: Probability of generalizing Danish “kindergarten” 
based on a German reader’s prior knowledge
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Although it is absolutely necessary in the future to conduct and ver-
ify whether the cognitive model proposed by Tenenbaum & Griffiths 
can be applied to real human cross-cultural communication, their ar-
guments and theory beautifully explain the revised RTC framework in 
some of my empirical simulations employing corpora-based datasets.

A challenging issue is then – as posed on page 176 in sub-question 
ii): how contexts are chosen, i.e. how human prior knowledge is rep-
resented, and how appropriate feature-sets are obtained. I challenged 
this question by assuming that the TO method (Madsen et al., 2004) 
could potentially be used for representing prior-knowledge of cultur-
ally-specific domain knowledge. However, my seventh empirical 
study in Chapter 5 indicated that the TO method combined with the 
BMG, due to its strict principles, has a disadvantage of delimiting fea-
ture-dimensions that are potentially important for linking cross-
cultural concepts. On the contrary, the direct application of the BMG 
to the loosely structured datasets considers all available feature-
dimensions without restriction, which enabled the computation of the 
“fuzziness” inherent to the human mind, by reflecting prior knowledge 
of a learner who compares a new object with something he/she knows 
in advance. My empirical results seem to be consistent with the expla-
nations of the uni-dimensional strategy and multi-dimensional strat-
egy dealt with in Murphy (2004). For the uni-dimensional strategy, 
e.g. if pictures of objects are given as stimuli, subjects would first 
choose one dimension (e.g. size, shape, texture etc) and subsequently 
divide the shown items up into categories that differ in that dimension
(large vs. small, square vs. round, etc.). A number of studies (Medin et 
al., 1987; Regehr and Brooks, 1995; Thompson, 1994; Ward et al., 
1991) all show the very strong bias towards uni-dimensional catego-
ries. This approach is highly similar to some of the strict TO princi-
ples. However, Murphy (2004: 128-129) reflects on why people make 
categories that are so different from those of everyday life. His argu-
ment is that our concept of something, e.g. “birds”, is multidimension-
al and rich, which gives it inductive power. Uni-dimensional catego-
ries are obviously not rich and have no inductive power: Since you 
need to observe the single feature to classify the item, and there are no 
other features, there is no further information to be gained from cate-
gorization (Murphy, 2004: 129). He explicitly points to the example 
of feature-feature correlations discussed in the category learning para-
graph in Chapter 3 in this thesis, and emphasizes that multi-
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dimensionality of concepts inherently gives a much stronger induction 
power compared to that of the uni-dimensional. 

In my eyes, this multi-dimensional view, naturally supports the 
IRM approach (Kemp et al., 2006) investigated in the sixth and sev-
enth empirical studies in Chapter 5. Murphy (2004) argues that when 
several categorical features are related, the cluster of these features 
form a so-called family resemblance structure. This can happen either 
through the relations of prior knowledge (Ahn, 1990; Kaplan and 
Murphy, 1999; Spalding and Murphy, 1996) or through induction that 
relate the features (Lassaline and Murphy, 1996). Murphy and 
Allopenna (1994) shows that when the features of a category formed a 
consistent set, the category was much easier to learn than when they 
were inconsistent or simply neutral. Their findings in a way indirectly 
explain how the IRM played a role in the sixth empirical study in 
Chapter 5, where the following three strategies were tested: 1) apply-
ing the IRM directly to two CSC-feature matrices respectively repre-
senting educational domain knowledge in Japan and Denmark for first 
categorizing them into categorical classes that are to be afterwards 
compared and aligned; 2) applying the IRM directly to a matrix where 
the two CSC-feature matrices respectively representing the Danish-
and Japanese educational domain knowledge are merged; and 3) ap-
plying the BMG to directly compute similarity relations between 
CSCs in the two cultures, thereafter applying the IRM for clustering 
CSCs in the respective cultures into categorical classes. 

The empirical results from the above strategies 1) and 2) could be 
interpreted based on Murphy and Allopenna’s work, that, if a con-
sistent set of features is formed among CSCs, a category has been 
successfully learned. On the other hand, if feature sets for CSCs were 
inconsistently structured, e.g. few relevant- and many irrelevant fea-
tures, the clustering results have not been optimal. The question is 
then how to interpret the results obtained from the above strategy 3). It 
seems to me that the following suggestion by Murphy and Allopenna 
is key for answering this question. More specifically, they suggest that
knowledge helps learning because it relates the features in the catego-
ry, rather than through the properties of the features themselves
(Murphy, 2004: 151). In addition, Kaplan and Murphy’s (2000) work 
shows that when thematic features are present in categories, back-
ground knowledge is helpful even though the knowledge is incom-
plete or imperfect. Subjects are also able to ignore features that are in-
consistent and still be able to use the most accurate knowledge. The 
third strategy of the sixth empirical study in Chapter 5 first applies the 



Chapter 6: Discussions

184

BMG. This implies that the loosely structured sets of features repre-
senting culturally-specific domain knowledge, either of the Japanese 
or the Danish educational system, is considered as prior knowledge, 
and the other part is considered as new information compared against 
the prior knowledge. This process identifies all existing links between 
the Danish CSCs and the Japanese CSCs when they share at least one 
common feature. Thus, if a Japanese who has knowledge about a cat-
egorical class consisting of Japanese CSCs that provide “compulsory 
education”, the IRM likely categorizes Danish CSCs that also provide 
“compulsory education” and creates a link at the categorical class lev-
el. Such links for co-clustering categorical classes in the two cultures 
are found in the 	 sorted graph in Figure 6-3.

Figure 6-3: IRM clustering based on Strategy 3 (BMG + IRM)

In the seventh empirical study in Chapter 5, the two approaches -
the TO+BMG and the BMG+IRM - are compared. From the view-
point of the CSC mapping in cross-cultural communication, the 
BMG+IRM which is a cognitive model of generalization is designed 
to compute such fuzziness of the human mind by reflecting prior 
knowledge of a learner who compares a new object with something 
he/she knows in advance. On the other hand, an advantage of the 
TO+BMG approach is the clarification of domain knowledge in a spe-
cific knowledge community and the ability to compare the hierarchi-
cal structures across different communities. These two different views 
are also dealt in Murphy (2004) where it is hypothesized that a catego-
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ry structure is stored in the long-term memory in the form of a so-
called categorical network. The categories located at the higher level 
in this hierarchy are called superordinate and the ones that are located 
at the lower level are referred to as subordinate categories. Category 
members are connected by the set inclusion relation. This relation is 
also referred to as an “is-a” relation in (Collins and Quillian, 1969). 
Murphy describes three basic principles for forming a hierarchical 
structure of categories. The first principle is that any category can 
have only one immediate superordinate. The second principle is that 
the “is-a” relation can only hold asymmetrically, so to speak. As an 
example of this asymmetry, all dogs are animals, but all animals are 
not necessarily dogs so that the “is-a” relation obviously only makes 
sense being applied as a uni-directional relation from dogs to animals. 
The third principle is that category relations are transitive so that 
properties of a superordinate category are inherited by sub-category 
members. Murphy emphasizes that these hierarchical descriptions en-
able us to generalize the properties possessed by mammals in many 
categories under “mammal” in the hierarchy. This ability is important 
for us to immediately access knowledge about new entities that one 
hasn’t had direct experience with (Murphy, 2004: 202). 

Although the first principle of Murphy differs from the TO princi-
ple which allows a poly-hierarchical structure, this hierarchical view is 
naturally in line with the TO+BMG approach. On the contrary, anoth-
er view is that without storing the hierarchical links in the memory, 
information about category inclusion can be computed based on the 
properties that are known of a given category (Rips, Shoben, and 
Smith, 1973). In this view of computed models, the properties that are 
generally true of a category are also true of its subordinates in a hier-
archy. It means that more specific categories inherently have the same 
features as more general categories but with one or more additional 
features. The way I have created the loosely structured datasets, which 
the BMG+IRM approach is applied to in the sixth and seventh empiri-
cal studies, are in fact based on this principle. Based on several studies 
e.g. Sloman (1998) discussed in Chapter 3, and Murphy (2004: 209) 
summarizes that the feature model, which say that hierarchies are 
computed rather than pre-stored, have the edge in this battle. Howev-
er, Murphy also points out that a list of features may also be insuffi-
cient to account for all the data. At least some category relations may 
be explicitly learned and represented. Accordingly, a possible conclu-
sion indicated by Murphy (2004: 209) is that it seems most likely that 
some category relations are directly learned and stored, whereas oth-
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ers are computed as needed. Although perhaps inelegant, this kind of 
mixed model may be the best explanation of the jumbled set of facts 
that people know about the world. As it is indicated in my seventh 
empirical study of comparing the TO+BMG and the BMG+IRM, both 
approaches have some advantages and disadvantages. Thus a unique 
combination of the two approaches into a unified BMG+IRM+TO ap-
proach, could be the future potential that enables us not only to map 
CSCs by respecting nuances of each concept existing in each respec-
tive culture, but also to construct TOs that are cross-culturally interop-
erable as well as mono-culturally clarified. In any sense, how human 
knowledge should be represented in the COM framework is still open 
for discussion and most importantly requires human-based empirical 
studies in addition to the undertaken computer simulations.

3. Contrast to human mapping

My focus in this work has been on the employment of cognitive ap-
proaches and their theoretical arguments behind the selection of spe-
cific cognitive models for cross-cultural communication scenarios.
Thus, it is still an open question, how to assess the effects of how well 
the meaning of an SL concept is optimally conveyed to a TL audience 
and how exactly a successful knowledge transfer or cross-cultural 
communication can be achieved. Strictly speaking, for assessing such 
effects, a thorough human-based assessment is required. Although I
consider this as out-of-scope for this thesis work and naturally posi-
tioned as further research to be undertaken, I still try here to compare 
a small set of human mapping results with the COM results obtained 
from the series of empirical studies in Chapter 5. The purpose is not 
for assessing the COM results against human mapping (translation), 
but rather for opening a discussion on what kind of methodologies are 
potentially most suitable for conducting a human-based assessment in 
the future. 

For example, Figure 6-4 shows, from top to bottom respectively, 
Danish concepts that are potentially corresponding to a Japanese con-
cept “J41: public lower secondary school” computed with: 1) the 
BMG+IRM from a Japanese learner’s viewpoint; 2) the BMG+IRM 
from a Danish learner’s viewpoint; 3) the TO+BMG from a Japanese 
learner’s viewpoint; 4) the TO+BMG from a Danish learner’s view-
point; and 5) a human mapping. As indicated above, the human map-
ping result is by no means scientifically representative but only in-
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cluded for a preliminary illustrative purpose. It is obtained from a sin-
gle subject, a Japanese native speaker at CBS, who grew up in Japan 
and has taken a full-time master education at University of Copenha-
gen in Denmark, and has been living in Denmark for more than 30 
years. This human mapping has been performed by the following pro-
cedure:

1) A list of 16 original Japanese concepts and their English trans-
lation has been provided to the subject. 

2) The subject was asked to select corresponding Danish con-
cept(s) from a list of 59 Danish terms and their English transla-
tion. The subject was allowed to select more than one concept.

3) As a next step, the definitions of each Japanese concept (list of 
features) were shown to the subject. The subject was allowed to 
change or add her selection of corresponding Danish concept(s) 
completed in the previous procedure.

4) As a last step, the definitions of each Danish concept (list of 
features) were shown to the subject. The subject was allowed to 
change or add her selection of corresponding Danish concept(s) 
completed in the previous procedure.

Through this process, the subject has first chosen, “D36: municipal-
lity school (folkeskole)” as the most suitable corresponding concept to 
“J12: elementary school” and “J40: public elementary school”. She 
has also selected “D44: private school (frie grundskoler)” as corre-
sponding concept to “J36: private elementary school”. However, she 
clearly expressed that she was not sure about whether this choice was 
appropriate. Interestingly, she was not able to select any of the Danish 
concepts corresponding to “J25: lower secondary school” and “J41: 
public lower secondary school” until procedure 4) described above. 
Figure 6-4 shows the results for this specific concept - “J41: public 
lower secondary school”. In my eyes, the top graph in Figure 6-4 (cor-
responding to the BMG+IRM approach from a Japanese audience’s 
viewpoint) indicates a scenario where the subject was not able to iden-
tify any corresponding Danish concept without knowledge about the 
definitions of Danish concepts and solely relied on her Japanese 
knowledge. On the other hand, the results shown in the second top 
graph of Figure 6-4 could be interpreted in the way that, after the sub-
ject has read through the definitions of Danish concepts and confirmed 
with her Danish educational knowledge, her perception has slightly 
shifted from a Japanese to a Danish view and she has eventually cho-
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sen “D48: primary and lower secondary education “10 års 
undervisningspligt” as the corresponding concept.

Figure 6-4: Human mapping - J12 elementary school

Although this final but very preliminary human assessment was 
quickly made, it provides me with some interesting clues on what 
should be pursued for future research undertakings. First of all, I have 
intentionally chosen a subject who has bi-cultural knowledge about 
Denmark and Japan. Identifying people who have in-depth knowledge 
of these remote cultures and countries are obviously very limited. In 
addition, I realized by discussing with her that contemporary concep-
tualization of Danish educational concepts is slightly different, proba-
bly due to the generation gap in terms of recently familiar Danish 
words such as “udskoling (referring to 7-9 grades)”, “frie grundskoler 
(corresponding to private schools)”. So considering these additional 
“time factors”, bridging two remote cultures by appropriate translation 
seems like an almost impossible challenge to overcome. Thus, a 
thourough human-based assessment method should be process orient-
ed – for example, on how people induce knowledge or imagine asso-
ciative words from a given translated word, e.g. the feature listing 
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method (Rosch, 1978), instead of comparing mapping results against a 
sort of gold-standard mapping, that has no guarantee of being correct. 
Other issues to be considered are whether subjects should have bi-
cultural or mono-cultural backgrounds and whether subjects should 
assess English translations or only local expressions of original con-
cepts. These issues have to be taken into careful consideration and any 
human assessment methodologies should be carefully planned accord-
ingly for any future research undertakings. 

4. Cognitive and linguistic relativities

In this final section, one of the possible considerations in terms of the 
human-based assessment will be discussed.  

From the viewpoint of cognitive scientists, the so-called taxonomic 
organization of categories is inherently rooted in a child’s first lan-
guage- and concept acquisitions (Murphy, 2004: Chapter 7&9). This 
perspective is highly consistent with the Theory of Communicative 
Supertypes proposed by (Durst-Andersen, 2011a&b): it is the mother 
tongue, and not a foreign language, that goes into our bodies and 
brains, thereby becoming internalised and automatised already at an 
early age. When it comes to an adult’s second language acquisition, 
e.g. related to a newly encountered object, this new information is 
aligned with his/her prior-knowledge, that is, the taxonomic organiza-
tion of categories that has been developed since his/her childhood 
(Murphy, 2004; Sperber & Wilson, 1986). In (Durst-Andersen, 
2011a&b), these disparate concepts and language acquisition phenom-
ena are very illustratively defined as the private voice of language and 
as the public voice, respectively. 

The Theory of Communicative Supertypes (Durst-Andersen, 
2011a&b) defines that languages fall into three different supertypes 
according to choice of semiotic direction: (1) reality-oriented lan-
guages such as Chinese, Russian and Hindi that speak of reality 
through the situation being common to the speaker and the hearer; (2) 
speaker-oriented languages such as Japanese, Spanish and Turkish 
that speak of reality through the speaker’s experience of the situation; 
and finally (3) hearer-oriented languages such as English, Danish and 
Swedish that speak of reality through the hearer’s experience of it. 
According to Durst-Andersen (2011a & b), due to these completely 
different communication processes, misunderstandings are inevitable 
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phenomena in situations where a non-native English speaker commu-
nicates in English (as public voice) based on the inner private voice
which his/her mother tongue belongs to. Durst-Andersen (2011a & b) 
argues that, due to the fact that each communicative supertype corre-
lates with specific perceptual, cognitive, communicative, and prag-
matic parameters, the effect is paramount on its users. People having 
native languages that belong to different supertypes will perceive, 
think, communicate, and behave differently: Chinese and English peo-
ple will look differently at the same picture, will solve problems by us-
ing different strategies, will make different sorts of social contracts 
and exhibit different types of mentalities.

With this mindset, a future research challenge could be to investi-
gate how a human’s taxonomic organization of category is influenced 
by the three different kinds of so-called communicative supertypes de-
fined by Durst-Andersen (2011a&b). Assuming that the differences in 
the taxonomic organization among these three communicative 
supertypes are identified, a next challenge could be to identify how 
such differences in the taxonomic organization of categories (that are 
culturally- and linguistically rooted in one’s mother tongue) influence 
a real cross-cultural communication scenario using English as second 
language. This future research would simultaneously indicate whether 
such empirical human data supports the results obtained from the cog-
nitive model employed in the COM-framework.
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Chapter 7.   

Conclusions

Concluding remarks: Bridging Remote Cul-
tures: Influence of cultural prior-knowledge 
in cross-cultural communication15

To summarize this thesis, I point the reader to my below paper to be 
presented at the International Organized Session celebrating that 2012 
is the 100th anniversary of the “Alan Turing Year Special Session on 
AI Research that Can Change the World”, The 26th Annual Confer-
ence of the Japanese Society for Artificial Intelligence, 12-15 June, 
2012, Yamaguchi, Japan. This paper conveniently comprises a com-
pressed summary of all the empirical studies in contrast to the COM 
framework that are based on the integration of the Relevance Theory 
of Communication theory (Sperber & Wilson, 1986) and the Knowl-
edge Effects (Murphy, 2004). As indicated in the title of Alan Tur-
ing’s special session, my humble dream is that the COM framework 
will in the future contribute to bridge remote cultures and to solve the 
inherently difficult challenge of EuroAsian communication which 
even skilled professional translators cannot easily solve in the con-
temporary globalized world!

                                                    
15 In: International Organized Session - Alan Turing Year Special Session on AI Re-
search that Can Change the World, The 26th Annual Conference of the Japanese Soci-
ety for Artificial Intelligence, 12-15 June, 2012, Yamaguchi, Japan
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Bridging Remote Cultures: Influence of Cultural Prior-Knowledge in Cross-
Cultural Communication 

Fumiko Kano Glückstad

Dept. of International Business Communication, Copenhagen Business School (CBS)

The role of ontology in a multilingual context is one of the emerging challenges in our modern information society. This 
work first explains different types of ontology applications in a multilingual context based on a number of dimensions 
defined in [Cimiano 2010]. These dimensions are useful for clarifying the role of ontologies depending on different types of 
cross-cultural communication scenarios. What is emphasized here is a new dimension in the ontology applications, namely 
the inherent asymmetric relation of communication between a communicator and an information receiver, which has been 
inspired by the pragmatic approach of the so-called Relevance Theory of Communication (RTC) [Sperber 1986]. Based on 
this ground theory, a new framework for simulating the cognitive processes involved in a cross-cultural communication is 
proposed.  

1. Introduction

One of my Japanese acquaintances who has been living in 
Denmark for more than 40 years formulated his difficult mission 
of undertaking translation tasks in the following way: “Once I 
deeply understood two cultures [in this Denmark and Japan] and 
cultural differences/nuances of conceptual meanings existing in 
the two countries, it became impossible for me to translate 
culturally-specific terms into the other language. Existing 
language resources (dictionaries etc.) are in this context useless”.  
What my acquaintance indicated is that it becomes virtually an 
impossible task to precisely translate or convey the meaning of a 
Culturally-Specific Concept (CSC) if no exact equivalent 
concept exists in the Target Language (TL) culture. Despite this 
inherent frustration, communicators or translators are still 
required to convey such CSCs into a TL in an optimal manner 
such that a TL reader can instantly infer the original meaning of a 
given Source Language (SL) concept. Is there some way to solve 
this inherently difficult challenge which even skilled human 
translators cannot easily cope with ?

This challenge of translating CSCs is not only caused by the 
absence of equivalent concepts in a TL culture, but also due to 
differences of the background knowledge possessed by the two 
parties involved in a cross-cultural communication scenario. The 
Relevance Theory of Communication (RTC) explains that 
communication requires some degree of co-ordination between 
communicator and audience on the choice of a code and a 
context. The notion of mutual knowledge is used to explain how 
this co-ordination can be achieved: given enough mutual 
knowledge, communicator and audience can make 
“symmetrical” choices of code and context [Sperber 1986]. 
However, the symmetrical choice of code and context is not 
sufficient for establishing optimal communication between 
communicator and audience. [Sperber 1986] emphasizes that, 
although all humans live in the physical world, mental 
representations are constructed differently due to differences in 
our close environment and our different cognitive abilities. 

Because people use different languages and have mastered 
different concepts, the way they construct representations and 
make inference is also dissimilar. [Sperber 1986] call this 
narrower physical environment a cognitive environment. In 
particular, [Sperber 1986] focuses on our conceptual cognitive 
abilities involved in communication and emphasize that manifest 
facts are important elements for conceptual cognition. 
Accordingly, human communication is viewed by [Sperber 1986] 
as such that a realistic notion of mutual manifestness is not strong 
enough to support the symmetrical choice of code and context. 
Since an individual possesses a total cognitive environment that 
is the set of facts based on his/her perceptual ability, inferential 
ability, actual awareness of facts, knowledge he/she has acquired 
and so on, it is much easier to achieve “asymmetrical”
coordination between communicator and audience. This is in a 
way obvious because human beings somehow manage to 
communicate in situations where a great deal can be assumed 
about what is manifest to themselves and others, but nothing can 
be assumed to be truly mutually known or assumed [Sperber 
1986].

This ground theory forms the basis of a framework that is to be 
introduced in this paper for the first time. As [Sperber 1986] 
stresses, a communication is an inferential process, hence, a 
cross-cultural communication is without doubt based on 
inferences. It is challenging but also fascinating to explore how 
an English word used by a person in one culture is perceived, 
understood and conceptualized by a person coming from another 
part of the globe. This is the motivation for my proposal of a new 
framework: Cognitive Ontology Mapping (COM). 

In the following section, I first outline the view of different 
types of ontology applications in a multilingual context based on 
the categorization dimensions proposed by [Cimiano 2010]. This 
enables the identification of the position of the COM framework. 
Section 3 explains the theoretical framework of COM that is a 
combination of pragmatic theory and cognitive modelling. 
Section 4 further reviews algorithms of each component in the 
COM framework followed by a presentation of examples of 
simulations that have been achieved in the previous works in 
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Section 5. In Section 6, I undertake discussions and future 
implications followed by conclusions in Section 7.    

2. Ontology in a Multilingual Context

2.1 Categorization dimensions

[Cimiano 2010] defines a number of dimensions used in 
categorizing different types of ontology localizations. The term 
ontology localization is defined by [Cimiano 2010] as the 
process of adapting a given ontology to the needs to a certain 
community, which can be characterized by a common language, 
a common culture or a certain geo-political environment.
[Cimiano 2010] views the ontology localization problems from 
two different aspects: a lexical layer and a conceptual layer. The 
lexical layer of an ontology refers to labels of concepts, 
properties and other elements used to describe concepts. On the 
other hand, the conceptual layer implies a conceptual structure 
itself that may need to be adapted due to a different cultural or 
geo-political context. [Cimiano 2010] emphasizes that the 
adaptation of the conceptualization layer will be primarily driven 
by the inexistence of conceptual equivalents (or concepts with the 
same granularity level) in the target community whenever the 
final purpose of the ontology is to be equally valid in the source 
and target communities. Accordingly, [Cimiano 2010] describes 
how the localization of the different layers (lexical and 
conceptual) interact with each other, and introduces different 
dimensions characterizing the localization process based on the 
outline defined in [Espinoza 2009]. 

International (standardized) domain vs. culturally influenced 
domain: First of all, ontologies could be categorized based on 
characteristics of domains. Some domains are internationally 
standardized as they are identified in e.g. the technical domain or 
the financial report domain. On the other hand, some domains are 
culturally dependent. For example, domains such as related to 
legal systems, political systems and social welfare systems are all 
culturally and geo-politically influenced. An ontology developed 
for a culturally influenced domain is referred to as a culturally-
dependent ontology which is one of the main focuses in the COM. 

Functional vs. documental localization: Based on the so-
called functionalist theories to translation by [Nord 1997], 
[Cimiano 2010] argue that an ontology might be localized with 
different goals in mind. Their idea of functional localization is 
that, if a domain is culturally influenced, e.g. a different geo-
political reality for a target community, the original source 
ontology has to be adapted to the target community by 
maintaining similar functions in both communities. It means that 
it is necessary to change the conceptual structure in a source 
community to fulfill the requirements of a target community. 
Hence, functional localization implies the creation of a new 
ontology on the basis of the original one. Contrary, documental 
localization means that the original ontology can be supported by 
members of another linguistic community. Hence, what is 
required in this type of localization is to document the meaning 
of the original ontology for a different language community.

Interoperable vs. independent ontology: Interoperable 
ontology means that a new target ontology and the original 
source ontology are to a certain extent interoperable with each 
other. Thus, any changes to the conceptual structure are restricted 

in order to ensure a certain degree of interoperability. On the 
other hand, independent ontology means that the target ontology 
corresponds to the source ontology only in a functional manner 
so that significant changes to the conceptual structure of the 
target ontology are acceptable in order to meet the needs and 
capture the specificities of the target community.

2.2 Position of the COM

The aforementioned dimensions effectively clarify the roles of 
ontologies in different scenarios. For example, the XBRL 
(eXtensible Business Reporting Language) - standardized 
domain-specific ontology - used in the financial business report 
domain across different cultures is the use case studied under the 
framework of the MONNET project on Multilingual Ontologies 
for Networked Knowledge [Declerck 2010]. The case of XBRL 
is representing a typical pattern of the documental localization in
the international domain defined in [Cimiano 2010]. The 
MONNET project also employs other cases such as the public 
sector use case where the Customer Service Guide (NL: 
Klantdienstwijzer) of the Dutch Immigration and Naturalization 
Office (IND) is localized into different languages targeted for 
foreign immigrants and visitors to the Netherlands. This use case 
is obviously in a culturally influenced domain. However, it only 
deals with translation of the Dutch legal conceptual structure into 
other languages, i.e. there is no inherent need of aligning legal 
conceptual systems across different countries/cultures. Hence the 
localization of this application has a rather standardized aspect, 
and is considered as documental localization. On the other hand, 
let us assume that the Japanese- and the Danish governments are 
going to negotiate a pension treaty for the future.  In such a case, 
the documental localization is no longer sufficient and applicable. 
Instead, this scenario requires the alignment of two independent 
ontologies in a culturally-influenced domain. This scenario 
implies that the two independent ontologies are functionally 
peculiar. The COM approach is challenging precisely this issue 
of how to link such two independent ontologies which are 
functionally distinctive in a culturally-influenced domain, for the 
purpose of improved cross-cultural communication.    

2.3 Patterns of Cross-Cultural Communication 

Although the aforementioned dimensions in [Cimiano 2010] 
explain these different scenarios in an effective manner, we 
realize that another dimension is required for explaining how 
ontologies in a multilingual context should be linked according 
to different communication patterns. For example the first- and 
second scenarios in the MONNET framework are both 
considered as assimilative communication. In the first scenario, 
the standardization consortium in a way forces each individual 
party to accept the way the consortium has decided to 
conceptualize the domain knowledge. The second scenario is the 
same on a smaller scale given that the Dutch government forces 
immigrants to accept the way the Dutch government is 
functioning. Both patterns represent unidirectional assimilative 
communication patterns. Thus, an one-way ontology localization 
is applicable. On the other hand, for the third pattern, the 
Japanese- and the Danish governments are positioned at an 
“equal level” and have to respect, interact and understand each 
other for establishing applicable mutual understandings. From 
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this viewpoint, it should be noticed that the one-way ontology 
localization function in a different way than the dual-way 
ontology alignment, in a cross-cultural communication. In the 
COM approach, a cross-cultural communication is considered as 
a dual-way interactive communication pattern.

3. Theoretical Framework of the COM

As discussed in the previous, the COM is supposed to deal 
with the dual-way interactive cross-cultural communication by 
aligning independent ontologies that are functionally distinctive 
in a culturally-influenced domain. In here, two independent 
ontologies that are aligned are considered as cognitive 
environments possessed by the parties involved in a 
communication as defined in [Sperber 1986]. In the 
aforementioned third scenario, both a Danish- and a Japanese 
governmental officer, respectively, must possess different 
cognitive environments due to the use of different languages, 
different conceptualization of the society, different domain 
knowledge rooted in their respective cultures etc. Thus, although 
the purpose of communication is to achieve a mutual 
understanding, the asymmetric coordination of code and context 
between them is a realistic approach and view of communication 
[Sperber 1986]. How this asymmetric coordination of code and 
context can be reflected in the aforementioned ontology 
alignment is the challenge which the COM approach is trying to 
solve. COM challenges this by referring to the ground theories of 
concept learning and categorizations.

In the Cognitive Science, [Murphy 2004] states that concepts 
are the glue that holds our mental world together. …. If we have 
formed a concept (mental representation) corresponding to that 
category (class of objects in the world), then the concept will 
help us understand and respond appropriately to a new entity in 
that category. Concepts are a kind of mental glue, then, in that 
they tie our past experiences to our present interactions with the 
world, and because the concepts themselves are connected to our 
knowledge structures. This statement inherently indicates that the 
study of concepts is highly connected to the RTC [Sperber 1986] 
that has just been dealt with in the introduction. However, in the 
study of concepts, the focus is rather on a representation of
conceptual knowledge – relationships between groups of objects 
and features possessed by these objects. The representation of 
conceptual knowledge enables humans to learn new concepts and 
to make category-based induction which forms the basis for 
cross-cultural communication.

Figures 1 and 2 show how the representation of conceptual 
knowledge, as well as the mechanisms of the concept learning 
and the category-based induction are integrated in the framework 
of cross-cultural communication based on the RTC. Figure 1 
illustrates a scenario where a Japanese communicator intends to 
convey the meaning of the traditional Japanese dish “Okonomi-
yaki” to a Danish audience, in English. However, the Japanese 
does not know how “Okonomi-yaki” should be referred to in 
English or in Danish for that matter. Here, we need to notice that 
the Danish audience is not native English speaking as well as the 
Japanese communicator. Thus, the Danish audience neither has 
perfect conceptual knowledge of British nor American cuisine 
expressed in English. Accordingly, we assume that the Japanese 
try to browse a cooking book of Danish cuisine translated into 

English. The Japanese is supposed to have the picture 
(conceptual knowledge) of the Japanese cuisine based on his/her 
prior experience as a Japanese living in Japan for many years. 
He/she knows that the main features of “Okonomi-yaki” are: 
“fried on a pan”, “made of egg, flour, cabbage”, “optional 
ingredients can be chosen” “kind of a casual dish” etc. In 
addition, he/she has some kind of idea of how this specific type 
of Japanese dish “Okonomi-yaki” is placed (categorized) in the 
entire picture of the Japanese cuisine. Based on this prior 
knowledge, he/she compares “Okonomi-yaki” with Danish dishes 
(new objects) found in a Danish cooking book and identifies the 
most similar concepts. Let us assume that the Japanese identifies 
“omelet” which possess the features: “fried on a pan” “made of 
egg” “optional ingredients can be chosen” “kind of a casual dish” 
as the most similar concepts in this scenario, as shown below:

Figure 1: Asymmetrical coordination in a cross-cultural 
communication (when a Japanese communicator is learning 

Danish dishes as new objects)

Figure 2: Asymmetrical coordination in a cross-cultural 
communication (when a Danish audience generalizes the 
meaning of “okonomi-yaki” from the stimulus “omelet”)

Figure 2 illustrates how the Danish audience, who is told by 
the Japanese communicator that “Japanese omelet will be served 
today”, will generalize the meaning of the original source 
concept “Okonomi-yaki” from the English stimulus “Japanese 
omelet”. A Dane has no idea of how “Okonomi-yaki” looks like 
and only knows that the dish is referred to as “Japanese omelet” 
in English. His/her conceptualization of cuisine is rooted in the 
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Danish culture, hence, when he/she hears the word “omelet”, 
he/she induces from this category label, how “omelet” looks like, 
i.e. “made of egg”, “fried on a pan”,  “optional ingredients can be 
chosen” based on his/her prototype image of “omelet” as shown 
in Figure 2. Consequently, what he/she generalizes from the 
word “omelet” may be “Japanese ome-rice” which is quite 
different from what the Japanese communicator originally 
intented to convey i.e. the true meaning of “Okonomi-yaki”. 
These scenarios shown in Figures 1 and 2 are hypothetical 
illustrations of the so-called “asymmetric” coordination in cross-
cultural communication based on the RTC.  

As briefly mentioned above, this cross-cultural communication 
framework integrates the mechanisms of the concept learning 
and the category-based induction as well as a system for 
representing conceptual knowledge. Here, diverse theories and 
studies that have been performed in the history of cognitive 
science play in. Within the cognitive science discipline, there 
have been two major views on concepts: the so-called prototype 
view by [Rosch 1975] and the exemplar view by [Medin 1978]. 
In the paradigm of [Rosch 1975], a concept is represented as 
features that are typically identified among the category members. 
Assuming that a feature list (a set of features) is a concept 
representation, the categorization process of a new object is the 
computation of similarity of the new item measured up against 
the existing feature list. It means that if a feature that is 
commonly possessed by both a new object and the representation, 
the feature in question receives “credit”. On the contrary, if a 
feature is possessed only by the representation or by the object, 
the feature in question loses “credit” [Tversky 1977]. In the 
exemplar theory [Medin 1978], similarity plays an important role, 
too. Assuming that an individual’s concept of dogs is the set of 
dogs that the person remembers, a new object, say a given animal, 
observed by this person should be weighted on the basis of how 
similar his/her memory of dogs is to the new given animal object. 
An important thing in this view is therefore to assess how similar 
the object is to each memory [Murphy 2004]. Based on these 
traditional views, a new approach called the Knowledge 
approach has more recently appeared as a reaction to the 
prototype- and exemplar approaches. The idea of the knowledge 
approach is that when people learn a new concept, for example 
related to animals, the new information about animals is 
integrated with one’s prior knowledge about biology, animal 
behavior or other relevant domain knowledge. The relation 
between the new concept and the prior knowledge is bi-
directional: i.e. the learning process of the new concept can be 
influenced by the prior knowledge, while the new information of 
this concept may also influence the prior knowledge. The 
knowledge approach considers concepts as part of our general 
knowledge of the world. It means that concepts should be 
consistent with whatever else we know. In order to maintain such 
consistency, people use their prior knowledge to reason about a 
new object and decide what category it is or to learn a new 
category. Unlike the prototype- and exemplar view, the 
knowledge view claims that people do not rely on simple 
observations or feature learnings in order to learn new concepts. 
They pay attention to the features that their prior knowledge says 
are the important ones [Murphy 2004], see also [Murphy 1994], 
[Markman 1997], [Wisniewski 1994], [Spalding 1996] [Lassaline 

1996]. This knowledge effect is perfectly accommodated in the 
framework of an asymmetric cross-cultural communication 
scenario. Accordingly, what the COM approach is trying to 
encompass is to simulate this asymmetric cross-cultural 
communication framework accommodating the knowledge effect
- on our computers. Thus in the following section, I review our
empirical work for identifying the COM components that are 
suitable for realizing the cognitive simulation of asymmetric 
cross-cultural communication.   

4. Components of the COM

4.1 Alignment component

As described in the previous, the key component of the COM 
approach is the mechanism of how a learner acquires a new 
object and categorizes it in connection with his/her prior 
knowledge. As the prototype theory explains, by assuming that a 
feature list (a set of features) is a concept representation, the 
categorization process of a new object is the computation of 
similarity of the new item measured up against the existing 
feature list possessed by the learner. Accordingly, Tversky’s 
Contrast Model [Tversky 1977] which realizes a similarity 
computation based on the prototype viewpoint has been selected 
as the first candidate. [Tversky 1977] states that similarity serves 
as an organizing principle by which individuals classify objects, 
form concepts, and make generalizations. Tversky´s view of 
similarity is distinguished from the traditional theoretical 
analysis c.f. [Shepard 1987] on two key points: 1) while the 
theoretical analysis of similarity relations has been dominated by 
the continuous metric space models, Tversky argues that the 
assessment of similarity between objects may be better described 
as a comparison of features rather than as the computation of 
metric distance between points; and 2) although similarity has 
been viewed by both philosophers and psychologists as a prime 
example of a symmetric relation, the asymmetric similarity 
relation has been demonstrated in [Tversky 1977] based on 
several empirical evidences. Based on these points, [Tversky 
1977] proposed a classic feature-set model of similarity, later 
coined Tversky’s Ratio Model, as described by the following 
equation: 

 (1)

Here, X and Y are the feature sets of object x and object y, 
respectively. � denotes a measure over the feature sets. The 
function � is defined as additive in the series of our empirical 
studies [Glückstad 2012-a], [Glückstad 2012-b]. (Y�X)
represents the sets of features present in both X and Y, (Y-X)
represents the sets of features present in Y but not in X, and (X-Y)
represents the sets of features present in X but not in Y. Since the 
similarity score in equation (1) is normalized, the obtained score 
lies between 0 and 1. � and � are free parameters representing an 
asymmetric relationship between X and Y. Assignment of these 
parameters severely influences similarity measurements. When 
defining � = � = 1, sim (y, x) = f (Y�X) / f (Y�X) corresponds to 
the well-known algorithm: Jaccard’s coefficient measure 
[Jaccard 1901]. When defining � = 1 and � = 0, sim (y, x) = 
f(Y�X) / f (Y) corresponds to what is found in e.g. [Bush  1951]. 
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A noteworthy point explained in [Tversky 1977] is that if
sim(y,x) is interpreted as the degree to which y is similar to x, 
then y is the subject of the comparison and x is the referent. 
Hence the features of the subject are weighted more heavily than 
the features of the referent (i.e., � > �). Consequently, similarity 
is reduced more by the distinctive feature of the subject than by 
the distinctive features of the referent. Based on this idea of 
asymmetric relation between a subject and a referent, as well as 
on the Relevance Theory of Communication that inherits the 
asymmetric co-ordination between communicator and audience 
on the choice of code and context, what is required in a cross-
cultural communication is that a communicator should provide 
the set of assumptions that are adequately relevant to the 
audience, and the stimulus (that is English translation in here)
produced by the communicator should be such that it avoids 
gratuitous inferential processing effort on the audience´s part. 
Considering that similarity serves as an organizing principle by 
which individuals classify objects, form concepts, and make 
generalizations [Tversky 1977], the most similar concept to a
source concept, which is identified in the audience´s taxonomic 
organization of categories through the feature matching, would 
be the set of assumptions which are adequately relevant to the 
audience.  

Interestingly, [Tenenbaum 2001] more recently demonstrated 
that Tversky´s model is remarkably similar to the Bayesian 
Model of Generalization (BMG) that is rooted in Shepard´s
theory of the generalization problem. In [Tenenbaum 2001], 
three crucial questions of learning, after [Chomsky 1986], are 
addressed in order to explain the BMG: 1) what constitutes the 
learner´s knowledge about the consequential region; 2) how the 
learner uses that knowledge to decide how to generalize; and 3)
how the learner can acquire that knowledge from the example 
encountered. For instance, one example x of some consequence 
R is given. It is assumed that x can be represented as a point in a 
continuous metric psychological space and R corresponds to 
some region (referred to as consequential region) of this space. A 
task of the learner is to infer the probability that a newly 
encountered object y will fall within R given the observation of 
the example x. This conditional probability can be expressed as:
P(y�R|x). In order to compute the conditional probability, 
[Tenenbaum 2001] first answers the question: the learner´s 
knowledge about the consequential region that is represented as a 
probability distribution p(h|x) over an a priori-specified 
hypothesis space b of possible consequential regions h�b. Prior 
to observing x, this distribution is the prior probability p(h), then 
becomes the posterior probability p(h|x) after observing x.
According to [Tenenbaum 2001], the learner uses this knowledge 
for generalization by summing the probabilities p(h|x) of all 
hypothesized consequential regions that contain y, as follows:

 (2)

[Tenenbaum 2001] further describes how a rational learner 
arrives at p(h|x) from p(h), after the generalization, through the 
use of Bayes´ rule as follows:

(3)

According to [Tenenbaum 2001], what likelihood function 
P(x|h) is determined by how we think the process that generated 
the example x relates to the true consequential region for R. For 
example, Shepard’s Universal Law of Generalization [Shepard 
1987], the Bayesian analysis of inductive reasoning proposed in 
[Heit 1998] and the standard machine learning literature  argue 
that the example x and consequential region R are sampled 
independently, and x just happens to land inside R [Tenenbaum 
2001]. Thus, the likelihood is defined in a binary fashion in the 
following way:

 (3) 

Opposed to this, [Tenenbaum 1999] argues that under many 
conditions, it is more natural to treat x as a random positive 
example of R, which involves the stronger assumption that x was 
explicitly sampled from R. This argument leads to the “strong 
sampling” scheme defined as:

 (4)

Here, |h| indicates the size of the region h [Tenenbaum  2001].

[Tenenbaum 2001] demonstrates that this cognitive model of 
learning can also be applied to Tversky’s set-theoretic model. In 
order to demonstrate this, they have reformulated Tversky´s 
model (1) to the following formula:

 (5)

This formula (4) is, according to [Tenenbaum 2001], 
mathematically equivalent to the re-formulation of (2) as follows:

 (6)

A key point here is that the bottom sum ranges over all 
hypotheses that include both x and y, while the top sum ranges 
over only those hypotheses that include x but not y. If we identify 
each feature k in Tversky´s framework with a hypothesized subset 
h, where an object belongs to h if and only if it possesses feature 
k, and if we make the standard assumption that the measure f is 
additive, then the Bayesian model as expressed in equation (6)
corresponds formally to Tversky´s Ratio Model (5) with 
asymmetric parameters ����� �=1 [Tenenbaum 2001]. In 
equation (6), P(h, x) = P(x|h)P(h) which represents the weight 
assigned to the hypothesis h in terms of the example x. 

It means that, if the free parameters in equation (5) is set as 
������=1, this algorithm is formally corresponding to equation 
(6) of the BMG which compute the conditional probability that y 
falls under R (Consequential Region) given the observation of 
the example x [Tenenbaum  2001]. The consequential region R in 
our work based on the COM shown below indicates the 
categorical region where a subject y belongs. In equation (6), a 
hypothesized subset h is defined as the region where a concept 
belongs to h, if and only if, it possesses feature k [Tenenbaum 
2001]. In the COM framework, the number of objects possessing 
the kth feature in the referent ontology explained below is 
considered as the size of the region h. For example, if a feature 
“made of egg” is possessed by ten objects in a Danish cooking 
book (assuming that this cooking book is the entire domain 
knowledge of the Danish cuisine) the weight is assigned as 1/10. 
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This strong sampling can intuitively be illustrated in a situation 
where the feature “objects that have four legs” is given to us as 
an example. We immediately imagine that this object must be 
something related with an animal or possibly a piece of furniture. 
Hence, we unconsciously limit the hypothetical region to a 
narrower region in order to achieve a more effective 
generalization. Finally, [Tenenbaum 2001] explains that the prior 
P(h) is not constrained in their analysis so that it can 
accommodate arbitrary flexibility across contexts. Hence in this 
work, we set P(h) = 1.

Accordingly, the BGM could be applicable to the scenario 
described in Figures 1 and 2. In case of Figure 1, y is implicitly 
considered as a newly encountered object existing in the target
culture (the Danish cooking book) that should be compared with
the source concept (“Okonomi-yaki”) by the Japanese 
communicator. It means that by exchanging assignment of 

variables x and y, the algorithm defined in equation (6) also 
computes the probabilities that the Danish audience generalizes 
the source concept (“Okonomi-yaki”) from a stimulus (“Japanese 
omelet”) presented by the Japanese communicator, as shown in 
Figure 2.  

Accordingly, Tversky’s Ratio Model (equation 5) assigning 
different combinations of � and � parameters : i) �=1 and �=1: 
which corresponds to the Jaccard Similarity Coefficient
representing a symmetric similarity relationship between objects 
x and y; ii) �=1 and �=0: which only computes distinctive 
features present in Y, not in X; and iii) �=0 and �=1: which 
corresponds to BMG (equation 6) without a strong sampling 
scheme and iv) the BMG with a strong sampling scheme 
(equation 4) have been applied to different datasets presented in 
[Glückstad 2012-a] [Glückstad 2012-b]. 

Figure 3: Similarity measure comparison (adapted from ref. [Glückstad 2012-b]) 

Figure 3 shows one of the comparative analyses of the 
aforementioned four similarity measures. In this empirical study 
[Glückstad 2012-b], the four similarity measures have been 
applied to standardized datasets based on the International 
Standard Classification of Education provided by the UNESCO 
Institute for Statistics. Both figures 3-a and 3b respectively 
present results obtained from the four similarity measures from 
top to bottom: i) �=1 and �=1: which corresponds to the Jaccard 
Similarity Coefficient representing a symmetric similarity 
relationship between objects x and y; ii) �=1 and �=0: which only 
computes distinctive features present in Y, not in X; and iii) �=0 
and �=1: which corresponds to BMG without the strong 
sampling scheme and iv) the BMG with the strong sampling 
scheme. Figure 3-a illustrates a scenario where a Japanese learner 
who has Japanese domain knowledge of the Japanese educational 
system is learning about new objects existing in the Danish 

educational system domain. Figures 3-a and 3-b show that, in 
contrast to the first three similarity measures, the size principle in 
the fourth algorithm (BMG) effectively identifies specific 
concepts that are more similar than others. For example “D19: 
Tertiary, short cycle, open education” and “D20: Tertiary, short 
cycle education” are identified as the most similar concept to 
“J38: college of technology, regular course ( :
Koto-Senmon-Gakko, Honka)”, and in the same way, “D21: 
Tertiary, post secondary open education”, “D22: Tertiary, 
medium cycle education”, and “D23: Bachelor” are identified as 
the most similar concepts to “J41: university, undergraduate (

: Daigaku Gakubu)”. On the other hand, the first to third 
similarity measures indicate that the aforementioned Danish 
concepts are only slightly more similar than the others. In 
addition, other Danish concepts referring to the pre-primary to 
lower secondary educations, i.e. D1-D4 are also considered 
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slightly more similar than the others. In short, the fourth 
similarity measure, the BMG with the strong sampling scheme, 
sensitively reflects the feature structure of concepts in 
comparison, and both intuitively and effectively identifies the 
most similar concepts by reflecting on the learner’s prior 
knowledge. This tendency has been confirmed also in other 
studies employing other type of datasets, i.e. datasets obtained 
from a strictly structured ontology called Terminological 
Ontology [Glückstad 2012-a] and loosely structured feature sets 
employed in [Glückstad 2012-c]. Further details of the 
qualitative data analyses are described in [Glückstad 2012-a] and 
[Glückstad 2012-b]. Although the evaluation is based only on 
qualitative analyses in these studies, the BMG with the strong 
sampling scheme seems to work based on its theoretical 
foundation on cognitive processing explained in [Tenenbaum 
2001], when appropriate feature structures are employed as 
datasets. Thus the BMG equipped with the strong sampling 
scheme is not only theoretically but also empirically suitable for 
potentially realizing the simulation of the asymmetric cross-
cultural communication framework accommodating the 
knowledge effect on our computers. The next question is then 
how such appropriate feature structures, that are applicable to the 
BMG algorithm, can be obtained.  

4.2 Ontological component

The hypothesis started by the assumption that the 
Terminological Ontology (TO) method [Madsen 2004] is a 
suitable tool for the CSC mapping because the uniqueness of TO 
is feature specifications and subdivision criteria which enable us 
to construct concept representations based on well-organized 
feature structures. 

The principles of TO have been developed in the research and 
development project called CAOS - Computer-Aided Ontology 
Structuring – where the aim has been to develop a computer 
system designed to enable a semi-automatic construction of 
ontologies [Madsen 2004]. The uniqueness of the TO is given by 
its feature specifications and subdivision criteria [Madsen 2004],
[Madsen 2005]. A feature specification is presented as an
attribute-value pair - for example as shown in Figure 4,
[FIELDS: technology]. Thus, a representation of a whole concept 
is a feature structure, i.e. a set of feature specifications
corresponding to the unique set of characteristics that constitutes 
that particular concept [Madsen 2004]. In Figure 4, each box that 
represents a particular concept is divided into three layers: 1) top 
layer, lexical representation (term), 2) middle layer, dimension 
specifications, and 3) bottom layer, feature structure (set of 
feature specifications). 

Figure 4: Terminological Ontology (adapted from ref. [Glückstad 2012-d]) 

The use of feature specifications is subject to principles and 
constraints described in detail in [Madsen 2004]. Most 
importantly, a concept automatically inherits all feature 
specifications of its superordinate concepts. This approach is 
fairly intuitive and reasonably consistent with the hierarchical 
structure of categories that are generally discussed by cognitive 
scientists [Murphy 2004]. However, the principles of TO also 
defines more strict rules derived from the traditional view of 
terminology that aims at proper standardization [ISO 2000]. For 
example, the principle of uniqueness of dimension defines that a
given dimension may only occur on one concept in an ontology. 
[Madsen 2004] argues that uniqueness of dimensions contributes 
to create coherence and simplicity in the ontological structure, 

because concepts that are characterized by means of a certain 
common dimension must appear as descendants of the same 
superordinate concept. In the same way, [Madsen 2004] also 
defines the uniqueness of primary feature specifications as a
given primary feature specification can only appear on one of the
daughters. The argument is that these uniqueness principles 
make it possible to a certain extent to carry out automatic 
placing of concepts into an ontology. Another important 
principle is that the TO approach allows polyhierarchy structures 
so that one concept may be related to two or more superordinate 
concepts. 

As a first attempt, [Glückstad 2012-a] applied the four 
similarity measures to datasets consisting of concepts (CSCs) and 
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their respective features obtained from TOs respectively 
representing the Danish and the German educational systems. 
The CSCs and their respective features have manually been 
extracted from text corpora downloadable from the Eurydice 
web-site published by the Education, Audiovisual and Culture 
Executive Agency under the EU commission. The documents 
published by reliable authorities of each country describe the 
educational systems in a majority of the EU member countries 
both in English and in their native languages based on the 
UNESCO-ISCED classification template. The results obtained 
from the four similarity measures show the best performance 
with the BMG equipped with the strong sampling scheme. 
However, the results from that study also indicate that 
particularly strict rules for constructing TOs may risk causing the 
elimination of important features. It means that the original TO-
approach may require a more flexible taxonomic organization of 
feature structures [Glückstad 2012-a] [Glückstad 2012-d].

Motivated by these results, [Glückstad 2012-c] investigates 
how the Infinite Relational Model (IRM) [Kemp 2006], a novel 
unsupervised machine learning method, can be applied to 
loosely-structured datasets consisting of CSCs and features that 
are manually extracted from text corpora. In [Glückstad 2012-c], 
three strategies have been tested in the experiments: 1) applying 
the IRM directly to two concept-feature matrices, respectively 
representing the educational domain knowledge in Japan and 
Denmark for first categorizing them into categorical classes that 
are to be afterwards compared and aligned; 2) applying the IRM 
directly to a matrix where the two concept-feature matrices, 
respectively representing the Danish- and Japanese educational 
domain knowledge are merged; and 3) applying the BMG to 
directly compute similarity relations between concepts in the two 
cultures, thereafter applying the IRM for clustering concepts in 
the respective cultures into categorical classes (the BMG + IRM 
approach). The results from the three experimental strategies 
indicate that the third strategy - the BMG + IRM approach - 
seems to be the most effective approach for not only clustering 
CSCs into more specific and appropriate categorical classes but 
also for capturing complex relationships between each of the 
categorical classes existing in the two cultures. In addition, the 
direct application of the BMG to the datasets enables one to 
effectively analyze further specific similarity relations between 
category members existing in the two cultures. These results 
indicate that loosely-structured datasets are sufficient for 
mapping CSCs in a multi-cultural context. The details are 
described in [Glückstad 2012-c] presented at this conference. 
Furthermore, [Glückstad 2012-d] indicates, from the comparative 
analysis of the TO combined with BMG approach (the TO + 
BMG approach) and the BMG + IRM approach, that the 
integration of all methods, i.e. the BMG + IRM + TO approach 
could enable not only to be mapping CSCs by respecting nuances 
of each concept existing in different cultures but also to construct 
TOs that are cross-culturally interoperable as well as mono-
culturally clarified.

An interesting point emphasized by [Kemp 2006] is that 
researchers who start with the viewpoint of - how the semantic 
knowledge should be represented as a system of relations - often 
devise complex representational schemes. On the contrary, 
[Kemp 2006] challenges this issue from the viewpoint of - how 

representations of semantic knowledge are acquired. When 
reviewing the three crucial questions of learning in [Tenenbaum 
2001] addressed in order to explain the BMG: 1) what constitutes 
the learner´s knowledge about the consequential region; 2) how 
the learner uses that knowledge to decide how to generalize; and 
3) how the learner can acquire that knowledge from the example 
encountered, the view by [Kemp 2006] on how representations 
of semantic knowledge are acquired is seamlessly integrated in 
the flow of the BMG by [Tenenbaum 2001]. Although it is still 
not clear which ontological component is the most suitable for 
simulating the asymmetric cross-cultural communication 
scenario, the integration of the IRM as a pre-process of the 
ontology construction seems to be not only theoretically but also 
empirically compelling as future research direction. 

5. Cognitive Simulations

At present, the solution identified in [Glückstad 2012-c] has 
delivered the most optimal results. Accordingly, by using the 
results obtained from the BMG + IRM approach in [Glückstad 
2012-c], Figures 5 demonstrate the simulation of the asymmetric 
cross-cultural communication patterns shown in Figures 1 and 2 
based on the educational system domain knowledge in Denmark 
and Japan. 

Figure 5: Cognitive simulation based on the BMG + IRM

In Figure 5, the left- and the right columns respectively 
represent the asymmetric cross-cultural communication 
illustrated in Figures 1 and 2. For example, the left-upper graph 
shows that a Japanese communicator who has prior knowledge of 
the Japanese educational system considers that “D48: single 
structure education”, “D19: first stage”, “D36: municipal school” 
and “D44: private school” are the most similar concepts to the 
Japanese elementary school. However, from the viewpoint of a 
Danish audience who has prior knowledge of the Danish 
educational system, D48 (Danish compulsory education 
consisting of primary and lower secondary levels) and D19 (the 
first part of the single structure corresponding to the primary 
education, however, this concept is not so common as the single 
structure system in Denmark) have higher relevance to the 
Japanese elementary school. Fascinatingly, the Japanese 
communicator in Figure 5 identifies “D12: continuation school 
(DA: efterskole)”, “D21: youth school – full-time system” as the 
most similar concepts to the Japanese lower secondary school. In 
Denmark, the concept of “lower secondary school” does not exist, 
because the lower secondary level is included in the single 
structure education. The concepts which the Japanese identified 
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are alternative educations targeted for young people in the age 
bracket of 14-17 years old. Thus, if the Japanese communicator 
selects “continuation school (DA: efterskole)” as translation for 
conveying meanings of the Japanese lower secondary school, the 
Danish audience might imagine other meanings than the ones the 
Japanese intended to convey. Contrary, the right-lower graph 
shows that “D48: single structure” is the most relevant concept to 
the Japanese lower secondary school from the viewpoint of the 
Danish audience. In this way, the cognitive simulation could 
potentially identify a translation candidate from an audience’s 
viewpoint. Such a feedback function might be useful for, e.g. a 
pivot translation system employed for Machine Translation (MT) 
and Cross-Lingual Information Retrieval (CLIR).

6. Discussion and Future Implications

The COM framework introduced in this work is best described 
as a merger of the asymmetric cross-cultural communication 
scenario based on the Relevance Theory of Communication 
[Sperber 1986] and the Knowledge Approach [Murphy 2004] 
from the cognitive sciences. One question is how the domain 
knowledge possessed by people in different cultures, which may 
influence the similarity judgment and generalization process, 
should be defined. In the series of experiments introduced in this 
work, I considered the English text corpora describing the 
educational system in Denmark, Japan and Germany as the 
domain knowledge possessed by the average citizens residing in 
the respective countries. The argument here is that a person who 
has grown up in a specific country goes through the entire 
educational system in that particular country (although there may 
be exceptions due to the recent widespread globalization). Thus 
this person must know how the educational system in his/her 
specific country works. English text corpora (together with 
original texts in the respective local language) published by a 
reliable authority for each specific county must therefore be the 
most reliable and general prior knowledge of the average 
population of that country. The English text corpora produced by 
the respective countries are supposed to reflect their original 
culture. Here, we should be reminded that, although we usually 
use English as our second language to communicate with people 
outside of our own culture, our English production process is 
highly influenced by our mother tongue [Durst-Andersen 2011]
and our cultural backgrounds [Murphy 2004], and therefore a 
communication is coordinated in an asymmetrical manner 
[Sperber 1986].

As briefly stated in the previous discussions, the question of 
how representations of semantic knowledge are acquired [Kemp 
2006] is still an open question for our future research. From a 
cognitive scientists’ viewpoint, the so-called taxonomic 
organization of categories is inherently rooted in a child’s first 
language- and concept acquisitions [Murphy 2004]. This 
perspective is highly consistent with the Theory of 
Communicative Supertypes by [Durst-Andersen 2011] that it is 
the mother tongue, and not a foreign language, that goes into our 
bodies and brains, thereby becoming internalised and 
automatised already at an early age. When it comes to an adult’s 
second language acquisition, e.g. about a newly encountered 
foreign object, this new information is aligned with his/her prior-
knowledge, that is, the taxonomic organization of categories that 

has been developed since his/her childhood [Murphy 2004]. In 
[Durst-Andersen 2011], these disparate concepts and language 
acquisition phenomena are very illustratively defined as the 
private voice and the public voice of language.

The presented work at present is only based on the 
computational simulation of a cognitive framework of the 
asymmetrical cross-cultural communication. A future research 
challenge would be to investigate how a human’s taxonomic 
organization of category is influenced by the three different kinds 
of so-called communicative supertypes that are inherently rooted 
in the grammatical type of languages defined in [Durst-Andersen
2011]. Assuming that the differences in the taxonomic 
organization among these three communicative supertypes are 
successfully identified, a second research challenge would be to 
identify how such differences in the taxonomic organization of 
categories, that are culturally rooted in one’s previous 
experiences and linguistically rooted in one’s mother tongue,
influence a real cross-cultural communication scenario using 
English as second language or pivot. If the human data collected 
from the aforementioned investigations is applied to the COM 
framework, simulations of such cross-cultural communication 
scenarios will be feasible on our computers. Furthermore, it may 
eventually be feasible to link multi-lingual CSCs by aligning 
culturally-specific “pivot” ontologies and to realize human-
intuitive MT/CLIR for bridging remote cultures. Although the 
BMG + IRM + TO approach is identified as the most optimal 
approach in our current studies, which specific components are 
the optimal algorithm for the COM approach is still an open 
question and requires further investigations. 

7. Conclusions

In this paper, a new framework referred to as the Cognitive 
Ontology Mapping (COM) approach for ontology applications 
and for simulating the asymmetric relation of cross-cultural 
communication between a communicator and an audience, is 
introduced. The framework is based on two ground theories, the 
Relevance Theory of Communication [Sperber 1986] and the 
Knowledge Approach [Murphy 2004] from the cognitive science. 
The alignment component of the COM framework considers 
prior knowledge possessed by the parties involved in a cross-
cultural communication as “cultural bias” based on the novel 
cognitive model, the Bayesian Model of Generalization (BMG) 
[Tenenbaum 2001]. The BMG component is theoretically and 
empirically integrated with the Infinite Relational Model (IRM) 
[Kemp 2006] in a seamless manner. The series of empirical 
studies introduced in this work indicates that the BMG + IRM + 
TO (Terminological Ontology) would be the most optimal 
approach not only to map CSCs by respecting nuances of each 
concept existing in the respective cultures, but also to construct 
TOs that are multi-culturally interoperable. This remains as a 
grand future challenge. 
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English Summary

A Japanese acquaintance who has been living in Denmark for more than 
40 years formulated his difficult mission of undertaking translation tasks 
in the following way: “Once I deeply understood the two cultures [Den-
mark and Japan] and the cultural differences/nuances of conceptual 
meanings existing in the two countries, it became impossible for me to 
translate culturally-specific terms into the other language. Existing lan-
guage resources [dictionaries etc.] are in this context useless”. What he 
was frustratingly expressing is that it becomes virtually an impossible 
task to precisely translate or convey the meaning of a Culturally-Specific 
Concept (CSC) if no exact equivalent concept exists in the Target Lan-
guage (TL) culture. Despite this inherent frustration, communicators or 
translators are still required to convey such CSCs into a TL in an optimal 
manner such that a TL reader can instantly infer the original meaning of a 
given Source Language (SL) concept. In short, the key issue is whether 
there can be found a way to solve this inherently frustrating situation 
which even skilled human translators cannot easily cope with ?

The challenge of translating CSCs from an SL is not only caused by the 
absence of equivalent concepts in a TL culture, but also due to differences 
of the background knowledge possessed by the two parties involved in a 
cross-cultural communication scenario. Sperber & Wilson (1986) empha-
size that, although all humans live in the physical world, mental represen-
tations are constructed differently due to differences in our close envi-
ronment and our different cognitive abilities. Because people use differ-
ent languages and have mastered different concepts, the way they con-
struct representations and make inference is also dissimilar. Since an in-
dividual possesses a total cognitive environment that is the set of facts 
based on his/her perceptual ability, inferential ability, actual awareness of 
facts, knowledge he/she has acquired and so on, it is much easier to 
achieve a so-called “asymmetric” coordination between communicator 
and audience (Sperber & Wilson, 1986).

This ground theory forms the basis of the framework that is to be intro-
duced in my thesis. As Sperber & Wilson (1986) stress, a communication 
is an inferential process, hence, a cross-cultural communication is with 
even stronger reasons based on inferences. It is challenging but also fas-
cinating to explore how an English word used by a person in one culture 
is perceived, understood and conceptualized by a person coming from an-
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other part of the globe. This is the motivation for my proposal of a new 
framework in this thesis referred to as Culturally-specific Ontology Map-
ping (COM). 

The uniqueness of the COM approach is to apply mathematical models 
derived from cognitive science to the issue having been considered as one 
of the most challenging topics within the research domain of Semantic-
Web and multi-linguality, that is, linking of CSCs that are semantically 
inconsistent. The theoretical approach taken in this thesis is based on 1)
Sperber & Wilson´s Relevance Theory of Communication which consid-
ers communication as an inferential process as briefly stated above, and 
2) the Knowledge Effects proposed in the area of concept learning and 
categorization research in the cognitive science. In the Relevance Theory 
of Communication (Sperber & Wilson, 1986), an information receiver’s
prior-knowledge is considered as context, and an inferential process of 
new information P and the context C is called contextualization. In here, 
new knowledge generated from the union of P and C is called contextual 
effect which is the necessary condition for relevance. The context is se-
lected from a set of background assumptions that are organized in an in-
dividual’s encyclopaedic memory. In the Knowledge Effects and taxo-
nomic organization of categories in the cognitive sciences, people use 
their prior-knowledge to reason about a new object in order to decide 
what category it is, or in order to learn a new category (Murphy, 2004: 
60-61). Such a new category is stored in a person’s mind as a concept and 
a plurality of such concepts are most likely connected in hierarchical net-
works in the brain. These hierarchical network connections are used for 
making inductive inferences and categorization judgments (Murphy, 
2004: Chapter 7). The cognitive theories imply that an information re-
ceiver’s prior-knowledge is used for his/her inferential process of learning 
new information and such prior-knowledge is organized in a taxonomic 
hierarchy in his/her memory. Supported by these ground theories, I em-
ploy a novel mathematical cognitive model called the Bayesian Model of 
Generalization (BMG) at the second-half of a series of empirical studies 
in this thesis. The BMG is originally proposed by the cognitive scientists 
(Tenenbaum & Griffiths, 2001) and is based on the traditional theories of 
the cognitive sciences, among others, Shepard’s Universal Law of Gener-
alization (Shepard, 1987) and Tversky’s set-theoretic model (Tversky, 
1977) and addresses crucial questions of learning processes suggested by 
(Chomsky, 1986). In order to apply the BMG, I consider a scenario of bi-
directional communication: a) from an SL communicator to a TL infor-
mation receiver: a translated term of an SL concept as a new object that 
appears to a TL receiver´s taxonomically organized prior-knowledge; and 
b) an SL communicator identifies a stimulus (that is translation) optimal-
ly relevant to a concept existing in the TL receiver´s taxonomy.

My hypothesis starts from the viewpoint that Terminological Ontology 
(TO), the method that has been introduced by (Madsen et al., 2004) at 
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CBS, contributes to identify an optimally relevant translation by assisting 
one to systematically organize conceptual features from domain knowl-
edge (corresponding to the taxonomic organizations). Such systematically 
organized features can be used for linking an SL concept with a TL con-
cept based on a plurality of cognitive models, among others the BMG, as 
algorithms of aligning two culturally-dependent taxonomies.

TO is a domain-specific ontology used for knowledge sharing, which 
normally is applied in terminology work within the domain of languages
for special purposes. The unique points of TO that differentiate it from 
other types of ontologies are its feature specifications and subdivision cri-
teria. A feature specification consists of a feature dimension and its value. 
Thus, a representation of a whole concept is a feature structure, i.e. a set 
of feature specifications corresponding to the unique set of characteristics 
that constitutes that particular concept. Terminological ontologists argue 
that concepts are defined in a language-dependent context, and therefore, 
TO is language- or culturally dependent. TO is developed within a 
knowledge sharing community, then dynamically updated and validated. 
If it is necessary to share knowledge with other communities, TOs devel-
oped in different communities should be compared, aligned and merged 
as needed. Hence, as a starting point of my work in this thesis, two cul-
turally-dependent TOs are developed and aligned for identifying corre-
sponding concepts existing in the two cultures under consideration.

To summarize, the initial framework of the COM approach proposed in 
this thesis is assumed to consist of the following modules: 1) identifica-
tion of domain specific content-aligned (or parallel) corpora, consisting of 
SL-English and English-TL language combinations; 2) terms and features 
extractions from content-aligned English corpora which describe domain 
specific terms and their definitions in English for the respective domain-
knowledge in the SL- and TL cultures; 3) construction of ontologies for 
the respective domain-knowledge in the SL- and TL countries based on 
the information extracted in 2); 4) creation of feature structures for each 
concept for the respective domain-knowledge in the two countries, and 
standardization of feature labels used in the two country-specific ontolo-
gies; 5) alignment of the two structured feature sets based on feature-
based ontology mapping algorithms applying cognitive models, i.e. 
Tversky´s set-theoretic model (Tversky, 1977) and eventually the BMG
(Tenenbaum & Griffiths, 2001); and 6) identification of corresponding 
translation candidates from the content-aligned corpora consisting of SL-
English and English-TL language combinations. 

With this framework as starting point, I investigate how the back-
ground knowledge possessed by an SL communicator and a TL read-
er should be represented and linked in light of various cognitive pro-
cesses involved in cross-cultural communication. This research issue is 
considered from the viewpoint of two dimensions: a) what algorithms are 
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suitable for mapping TOs? and b) within the defined framework of COM, 
what are the advantages or disadvantages of using the TO approach com-
pared with other approaches for systematically representing and organiz-
ing conceptual features as culturally-dependent prior-knowledge? 

In order to address the first sub-question posed in a), I implement sev-
eral preliminary studies of mapping two culturally-dependent TOs. The 
empirical studies start from a very primitive and manual feature-mapping 
approach, gradually applying a rather basic cognitive model, Tversky’s 
set-theoretic model (Tversky, 1977) by assigning three different patterns 
of parameter settings, and eventually identifying a further advanced algo-
rithm that has been well-recognized as a novel cognitive model, the BMG
(Tenenbaum & Griffiths, 2001) as the best possible algorithm for the 
COM framework. The fourth and fifth empirical studies in Chapter 5 in-
dicate that the BMG with the “strong sampling scheme” sensitively re-
flects the feature structure of concepts in comparison, and both intuitively 
and effectively identify the most similar concepts by reflecting on the 
learner’s prior knowledge.

For addressing the second sub-question posed in b), I implement two 
types of comparative analyses by applying the Infinite Relational Model 
(IRM) (Kemp et al., 2006), a novel unsupervised machine learning meth-
od, to loosely structured datasets consisting of CSCs and features that are 
manually extracted from text corpora. In the sixth empirical study in 
Chapter 5, three strategies of applying the IRM are first being tested: 1)
applying the IRM directly to two CSC-feature matrices, respectively rep-
resenting the educational domain knowledge in Japan and Denmark for 
first categorizing them into categorical classes that are to be subsequently 
compared and aligned; 2) applying the IRM directly to a matrix where the 
two CSC-feature matrices, respectively representing the Danish- and Jap-
anese educational domain knowledge are merged; and 3) applying the 
BMG to directly compute similarity relations between CSCs in the two 
cultures, thereafter applying the IRM for clustering CSCs in the respec-
tive cultures into categorical classes (the BMG + IRM approach). The re-
sults from the three experimental strategies indicate that the third strategy 
- the BMG + IRM approach - seems to be the most effective approach for 
not only clustering CSCs into more specific and appropriate categorical 
classes but also for capturing complex relationships between each of the 
categorical classes existing in the two cultures. In addition, the direct ap-
plication of the BMG to the datasets enables me to effectively analyze 
further specific similarity relations between category members existing in 
the two cultures. These results indicate that loosely-structured datasets 
seem to be sufficient for mapping CSCs in a multi-cultural context. The 
seventh empirical study further analyze what are the advantages and dis-
advantages of representing semantic knowledge in accordance with rather 
strict principles of constructing ontologies for the purpose of cross-
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cultural knowledge transfer. More specifically, CSC mapping results ob-
tained from the application of the BMG to datasets obtained from TOs 
(the TO + BMG approach) are compared against the direct application of 
the BMG to datasets obtained from text corpora, of which results are sub-
sequently clustered by the IRM application (the BMG + IRM approach). 
The results indicate that the TO + BMG approach, due to its strict princi-
ples, has a disadvantage of delimiting the dimensions that may potentially 
be important for the CSC mapping. Although some feature specifications 
are considered as very important in several categorical classes, the TO 
principles allow me to use them only once in the ontology. For example, 
features defining the academic degree system such as “bachelor” and 
“master” are very common and decisive features that could be useful for 
mapping CSCs existing in different cultures. However, although there are 
several types of Bachelor- or Master degree programmes provided as e.g. 
“university education” under “tertiary education” and as “open education” 
under “continuing education for adults” in the Danish educational system, 
the TO principles allow me to use this only once in the ontology. Termi-
nological ontologists argue that this problem is solved by creating empty 
concepts (nodes) respectively possessing attribute-value pairs “degree: 
Bachelor” and “degree: Master” at a higher level of the ontology, from 
which the two “Bachelor” concepts belonging to different superordinate 
concepts can inherit “degree: Bachelor” in a poly-hierarchical structure. 
In addition, it should be emphasized that one of the advantages of TO is 
the clarification of domain knowledge in a specific knowledge communi-
ty and the ability to compare the hierarchical structures across different 
communities. The aforementioned principle of poly-hierarchical struc-
tures enables me to generate a new concept in one community which ex-
ists in the other community. Such concept generation is not feasible based 
on the similarity computation approach, i.e. the BMG + IRM approach. 
On the contrary, the BMG combined with the IRM, both of which origi-
nate from the cognitive sciences, is designed to compute the fuzziness of 
the human mind by reflecting prior knowledge of a learner who compares 
a new object with something he/she knows in advance.

To sum up, the series of empirical studies shown in this thesis identify 
the BMG (Tenenbaum & Griffiths, 2001) as the most suitable alignment 
component for the COM framework, which considers prior knowledge 
possessed by the parties involved in a cross-cultural communication as 
“cultural bias”. The BMG component is theoretically and empirically in-
tegrated with the IRM (Kemp et al., 2006) in a seamless manner. In addi-
tion, the IRM can effectively be used for the automatic construction of 
feature-based ontologies. The series of empirical studies introduced in 
this thesis indicates that the BMG + IRM + TO is potentially the most op-
timal approach not only to map CSCs by respecting nuances of each con-
cept existing in the respective cultures, but also to construct TOs, each of 
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which clarifies knowledge in a specific knowledge community in a multi-
culturally interoperable manner.
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Kort dansk resumé

En af mine japanske bekendte, der har boet i Danmark i mere end 40 år, 
formulerede sine vanskeligheder når han foretager oversættelses-opgaver 
på følgende måde: "Efter jeg omsider havde opnået en dybere forståelse 
for de to kulturer [Danmark og Japan] og forstod grundlæggende kulturel-
le forskelle og nuancer og deres konceptuelle betydninger i de to lande, 
blev det næsten umuligt for mig at oversætte noget specifikt kulturelt be-
tinget til det andet sprog. Eksisterende oversættelses-ressourcer [såsom 
ordbøger m.m.] er i denne sammenhæng nærmest ubrugelige". Hvad han 
frustreret prøvede at tilkendegive er, at det bliver en nærmest umulig op-
gave at præcist oversætte eller formidle betydningen af et kulturelt speci-
fikt begreb (CSC), hvis ikke der forefindes et nøjagtigt tilsvarende begreb
i målsproget (TL). På trods af denne betydelige frustration, er disse over-
sættere stadig forpligtet til at formidle et sådant CSC til et TL på en hen-
sigtsmæssig måde, således at en TL-modtager med det samme kan udlede 
den oprindelige betydning af et givent kildesprogs- (SL) begreb. Kort 
sagt, er det centrale spørgsmål, hvorvidt der kan findes en måde at løse 
denne iboende og stærkt frustrerende situation, hvor selv en garvet og er-
faren oversætter nærmest må give op?

Udfordringen i at oversætte CSC’er fra et kildesprog er ikke kun forår-
saget af fraværet af tilsvarende begreber i en TL-kultur, men også forår-
saget af de mange iboende forskelle i baggrundsviden og miljø mellem de 
kommunikerende parter. Sperber & Wilson (1986) understreger i deres 
artikel, at selv om vi alle lever i den samme fysiske verden, er vores loka-
le mentale repræsentationer opbygget forskelligt på grund af nuancerede 
forskelle i vores nær-miljø og vores forskellige kognitive forudsætninger. 
Eftersom forskellige kulturer har forskellige sprog og forskellige begreber 
er den måde man konstruerer repræsentationer og foretager slutninger på 
naturligvis også forskellig. Da den enkelte besidder et samlet kognitivt 
udfaldsrum der er baseret på hans/hendes perceptuelle forudsætninger, 
empiriske evner, bevidsthed om fakta, baggrundsviden osv., er det mere 
hensigtsmæssigt at opnå en såkaldt "asymmetrisk" koordination mellem 
afsender og modtager iflg. (Sperber & Wilson, 1986).

Denne basis-teori danner grundlag for de forskningsrammer, der bliver
introduceret i min afhandling. Som Sperber & Wilson understreger i deres 
berømte bog, er enhver kommunikation eller overførsel af information, en 
empiriske proces, og dermed er enhver tværkulturel kommunikation 
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utvivlsomt baseret på følgeslutninger. Det er udfordrende, men også fa-
scinerende, at undersøge, hvordan et engelsk ord eller begreb, anvendt af 
en person i én kultur, opfattes, fortolkes og begrebsliggøres af en person 
fra en helt anden del af verden. Dette er hoved-motivationen for mit for-
slag i denne afhandling om et nyt forskningstema, som jeg har betegnet 
kulturspecifik ontologi-mapning (COM).

Et af de centrale forsknings-spørgsmål i denne afhandling er hvordan
man repræsenterer baggrundsviden for både afsender og modtager i lyset
af de forskellige kognitive processer, der er involveret i en tværkulturel 
kommunikation. Udgangs-hypotesen starter med antagelsen om at en
terminologisk ontologi (TO) (Madsen et al., 2004) potentielt kan bruges 
som baggrunds-viden for kulturelt bestemt domæne-viden, som er nød-
vendig for følgeslutnings-processer i et tværkulturelt kommunikations-
scenarie. Dernæst betragtes flere forskellige kognitive modeller der 
stammer fra forskning i kategorisering og koncept-læring som potentielle
ontologi-mapningssalgoritmer, der afspejler følgeslutnings-processerne 
involveret i tværkulturel kommunikation.

Rækken af empiriske undersøgelser i denne afhandling identificerer 
metoden Bayesian Model for Generalisering (BMG) (Tenenbaum &
Griffiths, 2001), som den bedst egnede justerings-teknik til COM-
metoden, der indbefatter og forholder sig til forudgående viden som "kul-
turel bias" for de involverede parter i et tværkulturelt kommunikations-
scenarie. BMG er teoretisk og empirisk integreret med den såkaldte uen-
delige relationelle model (IRM) (Kemp et al., 2006) på en hensigtsmæs-
sig og problemfri måde. Rækken af empiriske undersøgelser viser såle-
des, at kombinationen BMG + IRM + TO potentielt giver den mest op-
timale tilgang for at adressere udfordringerne i denne afhandlings pro-
blemformulering. Fremgangsmåden respekterer ikke blot nuancer i et-
hvert koncept, der forefindes i de respektivt betragtede kulturer, men til-
vejebringer endvidere terminologiske ontologier, der er multi-kulturelt 
interoperable.
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Enlarged figures
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Figure 2-1: Dimensions of ontology localization



Enlarged figures

223

Figure 3-4: Image of ontology mapping: the SL-oriented translation
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Figure 3-6: Image of ontology mapping: the TL-oriented translation
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Figure 4-3: ISCED categorization (UK/DK/GE)



Enlarged figures

226

Figure 4-2: Terminological Ontology example
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Figure 6-2: Probability of generalizing Danish “kindergarten” based 
on a German reader’s prior knowledge
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Figure 6-4: Human mapping - J12 elementary school
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