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Abstract — The study aims is to describe 

how the inclusion and exclusion of materials 

and calculative devices construct the 

boundaries and distinctions between statistical 

facts and artifacts in economics. My 

methodological approach is inspired by John 

Graunt’s (1667) Political arithmetic and more 

recent work within constructivism and the 

field of Science and Technology Studies 

(STS). The result of this approach is here 

termed reversible statistics, reconstructing the 

findings of a statistical study within 

economics in three different ways. It is argued 

that all three accounts are quite normal, albeit 

in different ways. The presence and absence 

of diverse materials,  

both natural and political, is what 

distinguishes them from each other. 

Arguments are presented for a more 

symmetric relation between the scientific 

statistical text and the reader. I will argue that 

a more symmetric relation can be achieved by 

accounting for the significance of the 

materials and the equipment that enters into 

the production of statistics.  

 

Key words: Reversible statistics, diverse 

materials, constructivism, economics, science, 

and technology. 
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THE MAKING OF STATISTICS AND 

THE NOTION OF REVERSIBILITY  

 

Statistics as an institutionalized scientific 

practice is closely related to the rise of the 

modern state. After having been established, 

the state ceased to be the subject matter of 

statistics, and it became a sub-discipline of 

mathematics and many other disciplines 

(Österberg, 1988). However, prior to 

becoming an institutionalized scientific 

domain of knowledge production, statistics 

were known under different names, such as 

‘political arithmetic’ (Johannisson, 1988). 

The history of statistics is closely linked with 

political arithmetic and the significant 

contributions of John Graunt. He was a man 

of trade and the author of 'Natural and 

Political Observations Made upon the Bills of 

Mortality' published in 1662. The book was 

instrumental in that it exposed the Royal 

Society to political arithmetic, perhaps for the 

first time. Graunt was not confined to the 

calculation of numbers, but paid close 

attention to how numbers became produced 

and what they came to represent. Graunt was 

also a man of the world. While investigating 

the public accounts of people dying from 

syphilis, he became aware of the significant 

role of taboos and emotions in society. 

According to Graunt, public accounts of 

deaths caused by syphilis were distributed as 

written texts and were read as daily news by 

members of the community. Being listed as 

having died from syphilis was taboo in the 

community and thus something that relatives 

and friends of the dead wanted to prevent. By 

offering due quantities of money and gin to 

the public accountants of dead people, 

primarily “only hated persons, and such, 

whose very Noses were eaten off, were 

reported” (Graunt, 1676: 356) as having died 

from syphilis and counted a such. Graunt's 

observations and insights into the production 

of death statistics in 17th century deserves a 

few comments: 

 

Distinguishing between natural and political 

in the number of deaths appears to have been 

an immensely complex task: Those counted 

and listed as having died of syphilis seems to 

be the result of a closely intertwined process 

of negotiation consisting of heterogeneous 

entities - a fascinating mix of taboos, hatred, 

and diverse material things such as dead 

bodies, rotten noses, money, gin and written 

texts. The process of making public the 

numbers of people dying from syphilis 

included all these material things. So, 

bringing facts into existence seems to 

presuppose the presence of diverse materials. 

The list could be presented as facts that speak 

for themselves, as if de-coupled from the 

process and the materials it entails. Moreover, 

publishing texts listing numbers and names 

also requires someone to compose the list in 

the first place - the statistician - and that the 

public reads and acts upon the list. 
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Sometimes, the public tried to avoid taboos 

by shortening the list, mobilizing gin and 

money in the process or, alternatively, the list 

was expanded in acts of hate or scorn. In both 

cases, taboos and emotions were reproduced 

in interaction with the statistics in the making. 

The production of statistics thus becomes a 

collective achievement, consisting of both 

humans and non-human materials like a list, a 

bottle of gin and hybrid entities such as rotten 

noses. With due help of such materials, the 

production of death statistics - the listing of 

figures and names - creates and modifies the 

object described. Facts become public facts 

ingrained with taboos and emotions and 

representing the officially sanctioned story - 

in this case the statistics on the deaths from 

syphilis.  

 

The reader may argue that Graunt's account of 

the arithmetic complexities of syphilis is an 

extreme case and not representative of 

contemporary science and statistics. 

Representative or not, the comments on 

Graunt's case are in line with contemporary 

studies of scientific knowledge production, 

notably constructivism and STS-studies (e.g. 

Latour and Woolgar 1979/1986; Knorr-Cetina 

1981, Callon 1986, 1991, 1998, Latour, 1987; 

Aikrich, 1992, Law, 1994; Knorr-Cetina, 

1994, MacKenzie, 1999). In one of the first 

major studies of this sort, Latour and Woolgar 

(1979/1986) provided an account of ordinary 

life in a laboratory of normal science (a 

laboratory that had won the Nobel Prize by 

the time the study was completed). The site 

was facing the same problems as anyone 

authoring an account, i.e., to produce order 

out of chaos by literary inscriptions. The 

authors describe the construction of a fact - 

how a statement becomes ”transformed into a 

fact and hence freed from the circumstances 

of its production” (Latour and Woolgar, 1986: 

105). Literary inscription devices - hard 

material things - are used to ”harden” facts. 

The process reveals war-like events in which 

things become allies with scientists, enrolled 

and mobilized by the latter to convince others 

of the importance of the activities taking 

place in the laboratory. ”They [the scientists] 

are so persuasive, in fact, that within the 

confines of their laboratory it is possible to 

forget the material dimensions of the 

laboratory, the bench work, and the influence 

of the past, and to focus only on the ”facts” 

that are being pointed out.” (ibid.: 70). A 

”fact” then has gone through a process of 

stabilization so as to become an almost 

irreversible (Callon, 1991) entity. It is an 

effect and outcome of a process of negotiation 

by which heterogeneity (chaos) is 

transformed into homogeneity (order). The 

difference taken for granted between “facts” 

of nature (or things in themselves - 

independent of humans) and “artifacts” 

(phenomena produced by humans) becomes 

blurred, in that laboratory scientists strive to 

make the difference between facts and 
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artifacts given. MacKenzie (1978, 1999) 

provides detailed accounts of the negotiated 

history of statistics. It is a history of 

controversies regarding how to best measure a 

statistical coefficient. Yule disputed Pearson's 

proposal once he introduced it a hundred 

years ago. In the hands of the most eminent of 

statisticians, coefficients of statistical 

associations do not remain entirely unaltered - 

as if they were made by nature or the laws of 

pure mathematics. They also become political 

entities, or hybrids. For Yule an entity to be 

topicalized, questioned and bypassed through 

the articulation of alternatives. For Pearson an 

intellectual resource to facilitate the program 

of Eugenics (MacKenzie, 1999). With the 

work of Callon (1998), STS claims regarding 

the significance of materials and equipment 

has been extended to the science of 

economics as well as to the economy it self. 

In this work, the market is no longer assumed 

to exist in a natural state but becomes a 

negotiated entity –performed with due help of 

economics and associated calculative devices.  

 

In a similar vein, the aim of this article is to 

describe how the boundaries and distinctions 

between facts and artifacts in economics use 

of statistics are constructed, and made 

(ir)reversible by the inclusion and exclusion 

of diverse materials, both natural and political 

things. Or in the words of Czarniawska (1997: 

26) 'The boundary has been drawn, but it is 

always in a danger of being erased, which 

means that the researcher's task is to describe 

how boundaries are constructed and 

maintained, rather than taking them for 

granted.'  

  

Setting the Agenda for Reversible statistics 

Graunt seemed to recognize the capacity of 

the observed field to construct the official 

reality desired (and to avoid what was taboo). 

He also seemed to recognize the fascinating 

interaction between the statisticians of his 

time, the public accountants of death, and the 

rest of the likewise creative field he wrote 

about. Graunt was thus able to read the death 

statistics of his time as a skilled 

anthropologist and constructivist - 

recontextualizing the official statistics in the 

light of how they were actually co-produced 

and stabilized in a network of people and 

things. But what would contemporary 

statistics inspired by Graunt look like? To 

begin with, there is what I will name 

'Reversible statistics'. This serves to 

underscore two points: (1) that the normal 

contemporary practice of ‘Statistics’ is 

constituting the primary field of interest. (2) 

Reversed statistics does not involve the 

invention of something new, but rather the 

‘reversal’ of the history of statistics by 

recreating Graunt's observations and insights 

regarding the significance of diverse 

materials. Following McCloskey (1992), it 

should be emphasized that in the present 

context, the term “significance” is not used to 
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mean “statistically significant” but is used to 

convey the meaning of what is suggested here 

to be of substantive importance in the making 

of statistical facts and artifacts. Reversible 

Statistics thus seeks to create observations 

and insights in keeping with Graunt’s 

approach, albeit within the field of 

contemporary statistics. Drawing upon 

constructivism and work associated with 

Science and Technology Studies (STS) make 

this move easier.  

 

 

 

The Organization of the Remaining 

Arguments 

In order to produce a case of reversible 

statistics, I will draw on a publication in 

which statistics represents a significant part of 

the text (Carlsson, Taymaz, Tryggestad, 

19951). The publication can be seen as 

belonging to a particular branch of economic 

sciences - the economics of science, 

technology and innovation. I have selected 

this work, and not works of others, merely 

because it is the one that I am most familiar 

with. The work – it will be argued – is also 

quite normal in its use of statistics. In 

addition, one could perhaps also argue that 

there seems already to be several examples of 

authors that have made detailed analyses of 

and interesting comments upon the statistical 

works of others. (See e.g. McCloskey and 

Ziliaks’ (1996) detailed review of the use of 

statistical significance during the history of 

economics.) 

Hence, case studies describing statistics as a 

continuous process of ongoing events 

constructed and reconstructed by people and 

diverse things is in line with such an 

approach. To practice reversible statistics, 

however, urges me to call upon Graunt once 

more in order to recognize the presence of a 

creative and reflexive field, and by adopting 

his symmetrical understanding of those who 

describe the field, the public accountants of 

today - statisticians. The relevant strategy of 

inquiry here will be akin to the one suggested 

by Latour (1987) and Akrich (1992). It 

involves the 're-enacting' and ‘de-scription’ of 

things (also in a material sense), which the 

authors of statistical texts have gone through, 

the rhetoric involved, the presence of allies, 

and the enrollment and mobilization of the 

numbers, geometrical figures, equations, and 

mathematics in the text. Stated as a 

methodological approach, this will allow the 

author to enter into the process while 

statistical facts are in the making.  

  

The statistical work underlying the 

publication was conducted as a part of a 

larger research project initiated and funded in 

1987 by the governmental policy making 

body, the Swedish National Board for 

Technical Development and the Swedish 

                                                 
1 A previous version of this publication was published 
in O. Granstrand (ed.), Economics of Technology 
(Amsterdam: Elsevier, 1994).  
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Council for Planning and Coordination of 

Research (FRN). The work in progress was 

reported at international conferences 

organized by academic institutions as well as 

governmental bodies. The case will be 

organized as a move 'along the spectrum from 

habit to inquiry' (Rorty 1994: 94). Along that 

move, the case will operate with a distinction 

between contextualization and 

recontextualization (ibid.) while adding new 

entities and events. The publication in 

question forms the first part of the case and is 

presented in the next section under the 

subheading 'The stage story: a 

contextualization'. The notion of  'stage' is 

based upon the theatre metaphor 

(Czarniawska-Joerges, 1992). The metaphor 

draws attention to those at the center of the 

stage while reminding us that there can be a 

back stage where the creative art of stage-

managing takes place. The second part of the 

case is labeled 'The stage story extended by a 

print out: a first recontextualization'. Here the 

initial part of the case is recontextualized by 

the inclusion of a sheet of paper - a printout 

suggesting there to be other variables and a 

time dimension. This material entity was left 

on the cutting floor when the work underlying 

the stage story was published. Thus, by 

adding materiality - the excluded printout - to 

the events at hand, the case itself can be 

recontextualized. The first recontextualization 

will highlight certain of the statistical 

consequences of various statistical practices, 

thereby moving from a story involving a 

rather homogeneous statistical account to a 

case of less stable, more heterogeneous 

results, including other variables, a time 

dimension and additional computing 

resources. 

  

In the second recontextualization, 'The 

reversible story', I use the theatre metaphor to 

draw attention to the (re)distribution of roles, 

i.e., who is acting and who is authoring the 

script. In the making of scientific facts, 

Latour (1999) argues that the roles can be 

reversed. 'We cannot even claim that…it is 

only the author, the human author, who is 

doing the work in the writing of the paper, 

since what is at stake in the text is precisely 

the reversal of authorship and authority” 

(ibid.: 132, emphasis added). Hence the 

second recontextualization will inquire into 

the question of possible reversed roles 

between humans and non-humans in the 

authoring of statistical accounts.  

 

To summarize, the claim made for a 

reversible statistics is that in order to describe 

how the boundaries and distinctions between 

statistical facts and artifacts are constructed, 

we must pay close attention to the 

significance of diverse materials and 

calculative devices – including the possibility 

of reversed roles among the humans and non-

humans involved. Conversely, the point is not 

to present a confession of how statistics can 

  6 



be consciously manipulated by humans. The 

art of stage management can be far more 

complex than that, as suggested by the notion 

of ‘reversal of roles’. Nor is the point to 

debunk statistics or economics, be it generally 

or more specifically, but to explain what is 

going on in the production of facts and 

artifacts of statistics. To conclude, in a case of 

reversible statistics, the resources of 

contemporary statistics should be used to 

substantiate the claims made. Statistics is thus 

both a resource and something to topicalize 

for further inquiry, given the agenda for 

reversible statistics.  

 

The Case of Reversible Statistics 

The stage story: a contextualization 

In order to allow the reader to get close to the 

original text, from which the ‘stage story’ is 

crafted, I have chosen a supporting rhetoric 

style. The style will be that of a 'zero' 

interpretation in which I attempt to reproduce 

the 'native language' of the original 

publication.  

 

The story goes like this:  

The research problem was defined in light of 

the inconclusive evidence in economics of the 

causal relationship between automation 

technology and economic performance. 

'…while it is often assumed that there is a 

strongly positive impact of automation on 

economic performance, there is little 

conclusive empirical evidence…This state of 

affairs suggests that there is no easy or 

general answer to the question, ”What is the 

relationship between automation and 

economic performance?”…[Yet]…the fact of 

the matter is that investments in automation 

technology are being made every day, in 

increasing magnitude. How can this be 

explained?' (Carlsson, Taymaz, Tryggestad, 

1995: 391, 392). Field interviews and a 

questionnaire survey formed the two main 

empirical sources for answering the research 

question. The questionnaire survey was 

conducted annually by an industry-funded 

institute for economic and social research. 

The questionnaire was justified as a way to 

'broaden the systematic collection of data to a 

larger set of situations than could be handled 

in the form of interviews… we appended a set 

of questions about the degree of factory 

automation in each of the 347 responding 

units. About 150 of these units answered at 

least some of the questions on automation' 

(ibid.: 398). Hence, by using a survey, we 

would be in a better position empirically to 

generate results that were generalizable across 

a larger set of firms and situations. The 

questions in the questionnaire were 

operationalized into variables. Data from the 

questionnaires were assigned to these 

variables making them operational for 

statistical analysis. Some of the results were 

reported in the form of a correlation matrix∗: 

                                                 
∗ See Appendix; Table 1, for the correlation matrix 
published. 
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'An examination of the correlation matrix 

yields some interesting results. For the 

manufacturing industry as a whole, the level 

of automation is highly (and positively) 

correlated with the level of productivity and 

somewhat less strongly with profitability; it is 

not at all correlated with sales growth and is 

somewhat negatively correlated with the 

R&D/sales ratio' (ibid.: 402). The authors 

pointed out that quite a different 'picture' 

emerged for engineering firms 'These results 

confirm the interview finding that there is not 

a simple relationship between automation and 

other variables but rather a more complex 

one…' (ibid.: 402). 

  

On the pages that followed, the authors also 

introduced a factor analysis and accounted for 

the methodological problems: 'In order to sort 

out the relationship between the degree of 

automation and other variables and thus gain 

further insight we applied factor analysis to 

the survey data… For this analysis we made 

use of a subset of the variables…primarily 

"hard" (objective) data (such as the 5-year 

growth rate of sales, employment level 

etc.)…Because of the difficulties generated 

by missing data in this type of analysis, we 

are forced to restrict the investigation to 36 

units for which data are sufficiently 

complete…'(ibid.: 403). Above all, it was the 

variable AUTOLEV (defined as 'degree of 

automation, %') that suffered from the 

difficulties of missing data. That was not the 

best of circumstances, given the research 

question and the aim to provide insights into 

the relationship between automation and 

economic performance.  

 

The final approach towards the aim was a 

micro-to-macro simulation of the national 

economy. The computer-based simulation 

model 'MOSES…[the Model Of the Swedish 

Economic System was used to]…model 

automation decisions and to get an idea of the 

nature and order of magnitude of the 

economic impact of automation both at the 

micro and macro levels…' (ibid.: 392). In the 

MOSES simulation the data from many years 

of annual surveys entered into the analysis. 

Dynamic changes between the years 1983-

1988 were simulated for the manufacturing 

sector as well as for the nation2. Since the 

question 'degree of automation' only was part 

of the survey from 1988, the data set obtained 

from this survey was not entirely compatible 

with those from previous years. The authors 

solved the issue by doing several 

operationalizations, e.g., '.improved techno-

logy…was operationalized via improved 

labor productivity associated with investment 

in new capital…' (ibid.: 412).  

                                                 
2 It should perhaps be explicated that MOSES includes  
'a number of firms, some of which are real (with data 
supplied mainly through an annual survey) and some 
of which are synthetic…' (Carlsson & Taymaz, 1995: 
379). The authors give credit to the model 
development done by Eliasson (1989) and Albrecht 
and Lindberg (1989) in Albrecht et al. (1989). An 
earlier version of MOSES was in use when the 
Swedish government formulated the technology policy 
for automation in the 1980s. 
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In the concluding remarks it was pointed out 

that 'the results in the interviews as well as in 

the survey and in the simulations confirm the 

findings in previous studies that the impact of 

automation is highly conditional upon the 

particular setting in which the automation 

takes place and upon the ways in which it is 

implemented' (ibid.: 413-4). End of story. 

Nothing special is going on in the ‘stage 

story’. The remaining part of this case is to a 

certain extent an account of how normal the 

‘stage story’ is. To begin with, it is an account 

of how the statistical results were made and 

pointed out. The authors describe carefully 

how the study was built upon various 

methodologies and considerable amounts of 

data from several years of questionnaire 

surveys. They began with the interviews, felt 

an urge then for a broader questionnaire 

survey, accounted for problems of missing 

data, listing both 'hard objective' and 

'subjective' data and variables. Finally, the 

researchers carried out a simulation with a 

time dimension, using computer based 

MOSES, aggregating from micro (individual 

firms) to macro (the national economy). Yet 

again the publication is the story of a normal 

statistical analysis of relationships between 

variables, use being made of a standard 

statistical program for computerized statistical 

calculation, SPSS (Statistical Package for 

Social Sciences). So what can be added to the 

story? How can it be re-staged, or 

recontextualized? 

 

The stage story extended by a print-out: the 

first recontextualization 

The stage story can be continued by adding an 

event including diverse materials, such as a 

text on a piece of paper with numeric 

inscriptions. In this case the significant event 

is not as dramatic as in the Graunt case. Dead 

bodies are replaced with a text listing a set of 

variables that once were part of a different 

correlation matrix than the one published. The 

variables PROF83 (profit margin 1983) and 

PROD83 (labor productivity 1983) are the 

newcomers, suggesting a time dimension for 

the years 1983-1988. As we have already 

learned, this is the same time dimension that 

was used in the MOSES simulations. The no 

longer missing correlation matrix is shown in 

the Appendix, Table 2. The table portrays a 

slightly edited copy of the original as it came 

out of the printer at that time. Only the 

headings and subheadings of the original have 

been edited. (Pencil marks added to the 

original version years later). 

 

From industrial visits the authors (Carlsson, 

Taymaz, Tryggestad, 1995) were aware of the 

implementation problems surrounding 

automation technology. Our hosts in the field 

regarded the introduction of automation 

technology as an event over time - something, 

which did not immediately yield any positive 
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economic returns simply by being physically 

present on the factory floor. This explains the 

relevance of a time dimension in the 

published study. The authors had explored a 

time dimension in the simulation model, to be 

sure, yet did not introduce and explore a time 

dimension neither in the published correlation 

matrix, nor in the factor analysis. In the 

depths of the laboratory of economics, 

however, prior to the publications of the 

results - they did take the first steps down that 

road, as one can see from the correlation 

matrix that was excluded. From the no longer 

missing correlation matrix one can see that 

the researchers correlated the two missing 

variables, PROD83 and PROF83 with a 

subset of the variables appearing in the 

published correlation matrix (see also 

Appendix, tables 1 and 2).  

 

What will happen if we grant the missing 

variables the right to show what they can? 

Can PROD83 and PROF83 in any way add to 

the statistical results and the conclusions 

already at hand? Can they be used to say 

something else about the relevance of time in 

the context of automation and economics? 

Those questions were never answered in the 

first publication, but in a case of reversible 

statistics, the author can at least make a try. 

 

One can imagine that the variable AUTOLEV 

(the degree of automation) for a particular 

year would show a non-significant or even a 

negative correlation with productivity 

(PROD88) and with profitability (PROF88) 

for that year, due to implementation 

problems. This was also in line with the 

lessons learned during our visits to 

companies. Positive economic effects may 

well appear years later if at all. One can also 

imagine that the variable AUTOLEV for that 

same year was determined by the productivity 

and profitability found in previous years. 

After all, automation technology is not 

obtained for free. The money invested is one 

aspect of the matter (read: profitability) and 

the investment in relation to a not so distant 

history in the course of production, including 

the costs of labor (read: labor productivity) is 

another aspect. This makes the time 

dimension relevant. How should one 

reconstruct a study then seeking to 

incorporate the two expelled variables in a 

way complying with our interest in the time 

dimension and the insights regarding its 

relevance for automation technology and 

economic performance?  

 

In the 1995 publication, the focus of interest 

was explicitly on the impact of automation 

technology on economic performance. This 

research question will remain the same. The 

examined population will remain the same. 

The data from the questionnaire survey will 

remain the same. So the methodological 

question is not whether the reported strong 

correlation between AUTOLEV and PROD88 
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is more or less statistical significant in 

another, randomly selected population. 

Hence, the sampling problem does not exist in 

this recontextualization, since this is not what 

is at stake. What is at stake, is this: Given the 

same research question and sample, can other 

results and conclusions be made if the no 

longer missing correlation matrix is allowed 

materialize? Can the no longer missing 

correlation matrix be used to examine the role 

and impact of automation technology in a way 

that is not already done?  

 

Given a research question with an explicit 

focus on the impact of technology 

(independent variable) on economic 

performance (dependent variable) Structural 

Equation Modeling (SEM) can be a good 

candidate in furthering the investigation. 

'SEM can estimate many equations at once, 

and they can be interrelated, meaning that the 

dependent variable in one equation can be 

independent variable in other equation(s).' 

Hair et. al. (1998: 586). 

 

Lisrel, Jöreskog and Sörbom (1993) simplify 

the life of those interested in Structural 

Equation Modeling, a computer-based 

statistical program allowing the user to 

specify and analyze a vast number of relations 

between independent and dependent variables 

in a rapid and flexible way. In addition, the 

program is designed to generate automatically 

graphical representations of the statistical 

relationships analyzed. However, Structural 

Equation Modeling presupposes a set of 

hypotheses to guide the work: 'The 

fundamental assumption in structural equation 

models is that the error term in each relation 

is uncorrelated with all the independent 

constructs. Studies should be planned and 

designed, and variables should be chosen so 

that this is the case.' (Jöreskog and Sörbom, 

1993: 112-3). It is somewhat doubtful 

whether the published study adheres to such a 

design by intent. At that time the authors 

(Carlsson, Taymaz, Tryggestad, 1995) did not 

know about Lisrel, and Structural Equation 

Modeling was at least not part of what the 

present author was contemplating. On the 

other hand, if PROD83 and PROF83 were 

included as independent variables, they could 

fulfill the specified design requirements by 

'accident'. Hence, given a time dimension, it 

was difficult to imagine that productivity and 

profitability in the 1983 annual survey were 

dependent on, say, automation level, 

productivity and profitability in the 1988 

annual survey. I decided to work from the 

hypothesis that the reverse relation would 

hold, i.e., that PROD83 and PROF83 were 

independent (cause) variables in relation to 

the dependent (effect) variables PROD88 and 

PROF88. Given this causal working 

hypothesis, a time dimension going from 

1983 to 1988 was incorporated into the model 

specification. But still the important questions 

underlying the first publication remained 
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outside the model specification: what is the 

relationship between automation technology 

and economic performance? Does automation 

technology have any impact on economic 

performance? The adopted strategy of inquiry 

can be labeled ‘Model Generating’ (MG) in 

which, 'the researcher has specified a tentative 

initial model. If the initial model does not fit 

the given data, the model should be modified 

and tested again using the same data. Several 

models may be tested in this process. The 

goal may be to find a model which not only 

fits the data well from a statistical point of 

view, but also has the property that every 

parameter of the model can be given a 

substantively meaningful interpretation' 

(Jöreskog and Sörbom, 1992: 115).  

 

It should be noted that the authors (ibid.) 

emphasize the difference between statistical 

and substantive criteria for assessing the 

relevance of a given model, much in the same 

way as McClosky (1992) does. Hence, it does 

not suffice that the model fits data well from a 

statistical point of view, as can be judged by a 

goodness-of-fit measure, but the model must 

also be given substantively meaningful 

interpretation. 

 

In the initial model, the time dimension was 

included, with PROD83 and PROF83 serving 

as independent (causal) variables together 

with AUTOLEV, GROW (Growth rate of 

sales, 1983-88) and RDTOTAL (R&D 

intensity, R&D cost/sales). The dependent 

variables associated with economic 

performance were PROD88 and PROF88. 

Before running the model in the computer, the 

sample size was set to 56. The sample size 

was thus defined in a conservative way, being 

based on the correlation coefficient estimated 

with the smallest number of observations in 

the no longer missing correlation matrix (see 

Appendix, Table 2). It should be emphasized 

along with McCloskey and Ziliak (1996) and 

others that a less conservative sample size, 

ceteris paribus, tends to produce more 

statistical significant correlations among a 

given set of variables due to the increased 

statistical power from the sample size. So in 

order to comply with these concerns and the 

critique of the misuse of statistical 

significance (McCloskey 1992; Jöreskog and 

Sörbom, 1993; McCloskey and Ziliak, 1996), 

it was decided to specify the sample size in a 

conservative way. The t-values reaching 

statistical significance were set to 1.96 (at the 

5% level. See also Jöreskog and Sörbom, 

1993). When the model was run, it turned out 

that RDTOTAL was to be eliminated from 

further analysis due to a lack of statistical 

significance: no t-value was equal to or larger 

than 1.96 for this variable. Now, the time had 

come to use the remaining variables in order 

to build a more complex causal model. The 

present author assumed that there was a 

causal relation between PROD88 and 

PROF88 such that high labor productivity 
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was regarded - in accordance to most 

elementary textbooks in economics - as being 

a factor contributing to profitability. Hence, 

the direction of the causal relation was 

assumed to be from PROD88 (independent 

variable) to PROF88 (dependent variable). It 

was further assumed that GROW could be 

regarded as an independent variable in 

relation to productivity and profitability in the 

year of 1988. In order to maintain the logical 

consistency of the model, the same 

assumption regarding the direction of the 

relation between productivity and profitability 

in 1988 was taken to hold for 1983. Finally, 

the degree of automation in the 1988 survey 

(AUTOLEV) was treated as a dependent 

variable in relation to productivity and 

profitability in 1983, but as an independent 

variable in relation to PROD88 and PROF88. 

This model specification is shown in Figure 1 

below:

 

PROD83   AUTOLEV  PROD88 

 

 

PROF83   GROW  PROF88 

 

Figure 1. The complex model. 

 

The goodness-of-fit statistics were not 

satisfying. CHI-SQUARE was 76.235, with 5 

degrees of freedom and a P-value of 0.00. 

This result suggested a poor fit between the 

model and the data. A closer inspection of 

Lisrel's modification indices revealed that the 

model could be re-estimated in a way that 

would reduce the error terms (CHI-SQUARE) 

substantially. I decided to simplify the model 

by only including relationships that were 

statistically significant. Accordingly, only t-

values equal to or larger than 1.96 were 

attended to - with one exception, the relation 

between PROD88 and PROF88. This 

exception was allowed in order to simplify 

the comparison with the first study, which 

focused specifically on the relation between 

degree of automation (AUTOLEV), on the 

one hand, and the economic performance 

variables PROD88 and PROF88, on the other. 

Hence the re-estimated model should not only 

comply with statistical criterion such as 

goodness-of-fit measures, but more important, 

it should also comply with the requirements 

of a substantive interpretation given the 

working hypothesis and the purpose at hand. 

The re-estimated model gave the following 

results: 
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Figure 2. The re-estimated model 

CHI-SQUARE was 3.701 with 5 degrees of 

freedom and a P-value of 0.593. The 

goodness-of-fit indices AGFI and GFI were 

positive and below 1.0 as they should be 

(Jöreskog and Sörbom, 1993). The statistics 

for 'Fitted residuals' was around 0.000, with 

some small positive values and one small 

negative value. This suggested that the model 

was neither overestimated nor underestimated 

with respect to the correlation matrix 

analyzed. All relations — with one explicit 

exception — were statistically significant. 

Hence, it is concluded that the model fits the 

data reasonably well. But then again, can the 

model be interpreted in a substantive and 

meaningful way, given the research question, 

the working hypothesis and the purpose at 

hand? Before answering that question, it can 

be useful to recall some of the results from the 

1995 publication while comparing them with 

those from the Lisrel analysis. The authors 

(Carlsson, Taymaz, Tryggestad, 1995) 

emphasized the correlation between the 

degree of automation (AUTOLEV) and other 

variables, viz. the strong correlation with 

productivity (PROD88), the less strong 

correlation with profitability (PROF88), the 

somewhat negative correlation with the 

R&D/sales ratio (RDTOTAL), and the lack of 

correlation with sales growth (GROW). The 
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similarity between the correlation matrixes 

(see also appendix, table 1 and 2) with respect 

to AUTOLEV and the other variables can be 

summarized in the following way (the ** sign 

indicates strong correlation, statistically 

significant at the 5 % level):

     

Table 3. The correlation between AUTOLEV and other variables in the two stories. 
 

The stage story: 

 

The stage story - 

recontextualized: 

 

PROD88  **(.4766) 

 

PROD88     **(.4478) 

PROF88      (.1679) PROF88  (.1674) 

RDTOTAL  (-.2316) RDTOTAL  (-.1488) 

GROW        (-.0997) GROW (-.0192) 

 

Thus far, the two correlation matrixes tell 

almost the same story, there being only 

marginal differences (except RDTOTAL), 

which reflect differences in the number of 

observations and the associated problem of 

missing values. If the 1995 publication had 

used the no longer missing correlation matrix 

(Appendix, Table 2) the same results would 

probably have been reported for the variables 

summarized above. What can a LISREL 

analysis using the excluded variables and the 

time dimension add to these results? When 

PROD83 and PROF83 are allowed to enter 

into such an analysis, the results become more 

heterogeneous. Based on the last model 

specification in Figure 2, the relation between 

AUTOLEV and PROD88 is no longer the 

strongest one. On the contrary, that relation 

can now be ranked as number five from the 

top or as number three from the bottom with 

respect to the t-values obtained: 

 

Table 4. Ranked t-values for model 2 (figure 2) 

 

1. PROD83-PROD88 (11.101) 

 

5. AUTOLEV-PROD88 (2.472) 

2. PROF83-PROF88 (3.351) 6. GROW-PROD88 (2.255) 

3. PROD83-AUTOLEV (2.647) 7. PROD88-PROF88 (1.792) 

4. GROW-PROF88 (2.635)  

  

The relation between AUTOLEV and 

PROD88 is now the second weakest of the 

statistically significant relations. For GROW  

and PROF88, the relation is akin to what can 

be read off in the correlation matrix that was 

published - a positive and statistically 
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significant relation. Yet for the same variable 

GROW there is also a new positive and 

statistically significant relation that pops up, 

that between GROW and PROD88. This is a 

relation that does not lend itself easily to 

being read off from any of the two correlation 

matrixes presented in the appendix.  

 

Hence, a substantive interpretation would 

suggest that for the population examined:  

1. The degree of automation at a given time is 

only marginally influenced by sales growth 

and by former profitability, and is more 

influenced by labor productivity in earlier 

years, that is, by PROD83.  

2. a) At a given time the degree of automation 

has a smaller direct impact on profitability 

than on productivity. b) To the extent 

automation has an impact on profitability, the 

impact is mediated in a largely indirect way 

through present productivity.  

This last result is basically in line with what 

was pointed out in the 1995 publication, only 

certain nuances have been added regarding 

the mediating role of present productivity. 

The first part is not at all in line with the 

results from 1995, since PROD83 and 

PROF83 were excluded from further analysis. 

Also worth noting are the statistically 

significant causal relations going from 

PROD83 to AUTOLEV, and from 

AUTOLEV to PROD88. The Lisrel analysis 

is thus capable of demonstrating the particular 

influence that certain of the relations between 

variables exert on other variables throughout 

the model, e.g. the path of statistically 

significant relations going from PROD83, 

passing through AUTOLEV to PROD88. 

Here, the significance of time is revealed 

most clearly, linking present productivity 

(PROD 88) to past productivity (PROD83), 

while demonstrating the mediating role of 

present level of automation (AUTOLEV).  

 

Yet this is not the end of the significance of 

time. The significance of time can also be 

statistically confirmed and substantively 

interpreted with the help of an experiment. 

The statistically significant relations between 

AUTOLEV and PROD88, GROW and 

PROD88, as well as the somewhat weaker 

relation between PROD88 and PROF88, are 

influenced by PROD83 and by the strong 

relation between that variable and PROD88. 

If this relation is eliminated from the model, 

the model becomes a strong candidate for 

rejection. Such an experiment will also 

suggest that the correlations pointed out at the 

time of publication as being interesting are 

rather unstable. This case can be illustrated 

statistically by introducing a simulation 

experiment in which the relation between 

PROD83 and PROD88 is eliminated from the 

model shown in Figure 2 – much in the same 

way as PROD83 was eliminated from the 

published correlation matrix. The relation 

identified as being of special interest, i.e., the 

strong correlation between AUTOLEV and 
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PROD88, is altered. That relation has now 

become the strongest of all – much in the 

same way as was pointed out in the 1995 

publication. The difference between the re-

estimated model (figure 2) and the simulation 

model are summarized as ranked t-values 

below (Table 5): 

                                      

                                     Table 5. Ranked t-values for model 2 and 3 

 

The re-estimated model (figure 2): 

 

The simulation model: 

 

1. PROD83-PROD88 (11.101) 

 

1. AUTOLEV-PROD88 (3.651) 

2. PROF83-PROF88 (3.351) 2. PROF83-PROF88 (3.359) 

3. PROD83-AUTOLEV (2.647) 3. PROD83-AUTOLEV (2.647) 

4. GROW-PROF88 (2.635) 4. GROW-PROF88 (2.635) 

5. AUTOLEV-PROD88 (2.472) 5. PROD88-PROF88 (1.796) 

6. GROW-PROD88 (2.255) 6. GROW-PROD88 (.834) 

7. PROD88-PROF88 (1.792)  

Hence, all t-values have changed except for 

the statistically significant relations going 

from PROD83 to AUTOLEV, and from 

GROW to PROF88. The relation between 

GROW and PROD88 is changed from a 

statistically significant relation to the weak 

relation that can be read off from the 

published correlation matrix. Perhaps more 

interesting yet is to compare the goodness-of-

fit statistics. With a CHI-SQUARE of 70.509 

at 6 degrees of freedom and a P-value of 0.00, 

the fit between data and the simulation model 

is poor3. It is concluded that the simulation  

Model should be rejected in a direct 

comparison with the re-estimated model 

(figure 2) - if the statistical criterion of 

goodness-of-fit measurement is allowed to 

decide. But then again, there may be 

substantive reasons for a reversal of that 

conclusion. Does it make more sense to 

exclude than to include the path from 

PROD83 to PROD88? In the 1995 

publication, this question was never 

addressed. In the present recontextualization, 

the question should be articulated for further 

discussion. During a Lisrel lecture at the 

Deparment of Business Administration, Lund 

University, a similar simulation was carried 

out in the presence of several economic 

researchers. The path from PROD83 to 

PROD88 was added and excluded. None of 

the researchers rejected the idea that it made 

sense to include that path as it suggested the 

                                                 
3 Following the recommendation of Hair et al (1998) 
an extended simulation was conducted by setting the 
sample size to 200. As should be expected, the t-values 
increased quite substantially in the simulation model. 
The path between PROD88 and PROF88 became 
statistically significant. On average, a 90-100% 
increase in the t-values was recorded. With a chi-
square of 255.113 at 6 degrees of freedom and a P-
value =0.0, the fit between model and data is still poor. 
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The reversible story: significance of time in explaining improved 

productivity. The phenomenon of improved 

productivity over time is also well recognized 

within the field reflected in established 

notions, such as the ‘experience curve’ and 

‘learning-by-doing’. Such learning can take 

place – as the model in Figure 2 suggests, 

directly – not only by passing through the 

mediating role of present automation 

technology, as is suggested in the simulation 

model. Hence, the conclusion is that the path 

from PROD83 to PROD88 should be 

maintained as it makes sense in terms of 

direct learning effects. But it should be 

emphasized that this interpretation is difficult 

to make – if not impossible - by simply 

looking at this path in isolation. The 

interpretation makes sense in the context of 

the whole model of Figure 2. And perhaps the 

interpretation makes even more sense if we 

add the context of the simulation experiment. 

Hence, it is concluded that the simulation 

model can be rejected on both statistical and 

substantive grounds in favor of model 2.  

 a second recontextualization 

This final section of the case is devoted to an 

analysis of the distribution of roles among the 

humans and non-humans involved in the 

making of statistical accounts. The question 

of who is the author and thus to claim 

authorship, will be addressed. The claim 

made here is that humans are not the only 

ones that can claim the subjectivity associated 

with an actor, such as being an author. 

Humans may act, but somebody or something 

else may be involved in keeping the act going 

on. So ”What´s going on?” McCloskey (1992: 

361) asks while looking back on a systematic 

misuse of statistical significance within the 

economics profession. “I dunno. You go 

figure. But when figuring don`t use statistical 

significance”. Following McCloskey’s 

advice, the present recontextualization will 

draw upon the intellectual resources 

associated with constructivism and STS in 

order to seek some answers to the interesting 

question of what is going on. 

  

A “significant” coefficient…means that the 

sampling problem has been solved… That is 

all it means, and all its mathematics 

justifies”(McCloskey 1992: 360). In the 

economists’ practice, the distinction between 

“statistical significance” and “substantive 

significance” is all too often conflated, 

McCloskey and Ziliak (1996) argue. The 

former comes to represent the latter, albeit the 

To summarize: it has been argued that within 

the framework of the research questions and 

the data available, the 1995 publication could 

have reached different results and conclusions 

regarding the role and impact of automation 

technology on economic performance.  
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two meanings of significance should be 

distinguished. Hence, in the hands of 

economists, “statistical significance” 

translates into multiple meanings of some 

“substantive” sort. When the distinction is 

betrayed in the economists’ practice, a hybrid 

entity emerges. It is no longer pure statistics, 

only limited to the mathematical laws and the 

accepted statistical standards and principles. 

Nor is it simply an entity referring to the 

empirical word, being of practical and 

political relevance only. As a hybrid entity, it 

has acquired both the almost natural law-like 

qualities from the exact mathematical 

sciences as well as the practical relevance 

associated with the political. Hence, the entity 

has turned into a hybrid, of being both natural 

and political at the same time. The production 

of such hybrid entities, both natural and 

political, makes economists quite normal 

members of the research community, as 

several STS studies of ‘Science in the 

making’ have already shown (see also 

references above).  

 

However, is it normal statistical practice to 

exclude variables, statistically significant 

correlation coefficients and correlation 

matrixes? To begin with, this is the case 

(compare the two first sections of the case) - 

although it is seldom accounted for in the 

published text. The lack of such accounts 

seems to be rather normal practice. Instead of 

incorporating a time dimension into the 

published correlation matrix, and thus 

following that path of investigation, the 

investigation went in the other direction 

through introducing factor analysis in which 

no time dimension was present. In this way, 

the factor analysis came to be based on a 

correlation matrix involving the problem of 

missing data reported. In the correlation 

matrix, which no longer is missing, the 

problem of missing data is less pronounced. 

The correlation coefficients are estimated 

here on the basis of 56 observations or more, 

which can be compared with the 36 units of 

observation in the published correlation 

matrix. Hence, the difference as compared 

with the data that was missing had less to do 

with the field that answered the questionnaire 

and more to do with the selection of a set of 

correlation matrixes to be used in the further 

analysis.  

Thus, selectivity in the enrollment of different 

correlation matrixes seems to be an important 

aspect of the process of stabilization that turns 

figures into irreversible facts. The published 

correlation matrix (appendix table 1) became 

a stabilized object - no longer an entity worth 

commenting on. 

Reversible statistics endeavor to account for 

the things that are missing or barely are 

granted any existence and significance in the 

laboratory of statistics - in this case the 

variables and correlation matrixes left on the 

cutting floor. In the 1995 publication no 

account was given of that event, but then 
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again, this seems to be quite normal. 

Reversible statistics seek to provide an 

account of what could have been different, to 

reverse the case at hand. A first step in that 

direction has been accomplished in the last 

section by recontextualizing the case with a 

missing correlation matrix. That event 

suggests the significance of materials in the 

making of statistical facts. By adding diverse 

materials and calculative devices such as 

computer based SPSS, Lisrel and a printer, 

events such as a missing piece of paper can be 

multiplied in great magnitude. The computer 

based analysis allows for so many alternative 

model specifications, so many different 

population sizes, so many different 

significance levels, so many print outs – to be 

fast and flexible executed by a PC and a 

printer. The pile on the cutting floor will grow 

with a rate following the increased computing 

power of statistics. There will always be 

another story to tell – and this state of affairs 

is becoming more prominent with the 

presence of computer based calculative 

devices. Hence, the multiplication of possible 

stories is normal and to be expected, once the 

significance of diverse material things such as 

computers, printers and print outs are 

acknowledged in the analysis of what is going 

on. 

In a recent investigation of computer based 

integrated circuit design (Kreiner and 

Tryggestad, 2002), reflective designers 

recognized that there were cases when the 

distribution of roles among the humans and 

non-humans involved shifted. The so-called 

design tool was no longer simply a tool in the 

hands of the designer, but delivered also the 

instructions and the premises for the design 

work. Who was the master and who was the 

servant (or tool) during the design process 

was not always easy to sort out, due to the 

seductive computer based artifacts. 

  

An early version of computer based MOSES 

was instrumental in providing the calculations 

that showed the positive impact of automation 

on productivity. That result was used as a 

convincing argument for introducing 

computer based automation in the engineering 

industry in the 1980s. MOSES was thus 

capable of hardening facts and figures so as to 

make them political relevant. In the 

publication from 1995, the refined MOSES 

was in place. MOSES was adding weight to 

the results through a multitude of algorithms, 

years of annually surveys - aggregating all the 

way up so as to become relevant to national 

policy makers. MOSES plays the role of hard 

science of computer based mathematics and 

economics, containing “real” firms. MOSES 

carries also an association to the political, 

with a history of national technology policy 

making. The very name MOSES carries a few 

associations to mythological and moral 

qualities*. MOSES is yet another hybrid that 

threatens to erase the distinction between 
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what is natural and what is political in 

economics. There are few good reasons to 

assume that economists are so much different 

from designers of integrated circuits. Both 

can very well be persuaded by computer 

based artifacts. Sometimes the artifact, or the 

model, seems to be in charge. McCloskey 

(1990/92: 4) is commenting upon a the same 

issue. “Economic metaphors if pushed too far, 

as a 500-equation model of the American 

economy can be, produce storytelling 

nonsense.”  Somebody has to perform the 

500-equation model. Humans among 

themselves are not so good at it. For better or 

worse few 500-equation stories would exist if 

computers did not produce them. So the 

question is, who is the author of the 

economists’ stories? Who produced the story 

and can claim authorship? This question is 

not so straightforward as it may seem.  

To take another example of the significance 

of diverse materials – the questionnaire: The 

use of surveys is normal procedure in 

statistics. But what is actually going on each 

time statistics is being made through a 

questionnaire? A process of translation 

(Callon 1986, Latour, 1987) takes place. This 

process involves humans on both sides of the 

questionnaire, “respondents” as well as 

statisticians. In the 1995 publication, humans 

on both sides of the questionnaire are 

implicitly portrayed as being passive 

mediators or mere intermediaries (Latour, 

1999). The act of answering the questionnaire 

is being portrayed as a sort of reflex - as the 

”respondents” delivering answers upon 

request. This is a quite normal way of 

accounting for the act of answering a 

questionnaire. The act is accounted for by a 

rhetoric excluding any second thoughts, the 

pain and troubles that went into answering the 

question ”State the degree (in percentage) of 

automation in the production process for the 

different products” (AUTOLEV). At the same 

time, the questionnaire survey translates a 

thousand silent voices – the other members of 

the ”respondent organization” – to one 

homogeneous voice speaking on behalf of 

them all: ”In factory X of company Y, for 

product Z, the automation level is between 

25-50%”. The answer from one questionnaire 

then acts as a stand-in representing many 

humans. But not only that, the one answer 

 

The case of reversible statistics suggests that 

roles of authorship can be reversed during the 

course of events. The case also suggests that 

the presence of computer based models such 

as MOSES can be instrumental in authorizing 

the results from calculations, so as to make 

them harder, more of an indisputable fact, and 

hence more of potential “substantive” 

relevance for policy-making. “Statistical 

significance”, is only one of many possible 

entities that can be instrumental in hardening 

facts.  

                                                                                                                                                        * A not so distant relative to MOSES is baptized ADAM (Annual Danish Aggregate Model).  
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acts perhaps first and foremost as a stand-in 

representing another non-human – the 

particular collective known as the “firm”.  

 

Of the 347 potential ”respondents”, 94 were 

later to be entered into the computer as 

”cases” associated with the variable 

AUTOLEV. The authors did their work in the 

normal way when confronted with the 

”missing observations”. A number of 

”missing observations” was contacted by 

phone in order to reduce their magnitude in 

the final report. In several cases the 

statisticians succeeded quite well in 

convincing them of the importance of 

delivering a statement regarding the ”degree 

of automation”. Hence, by negotiating with 

the ”missing observations”, they were 

translated into ”cases” to be entered into the 

computer. These additional cases were in turn 

instrumental in order to approach the norm 

among statisticians for what is an acceptable 

number of observations to be used when 

correlation coefficients are to be estimated. 

Those who simply refused to answer the 

question, some of them highly familiar with 

the complexities involved in the notion of 

automation, were translated into the black box 

of ”missing observations” finally reported in 

the 1995 publication. This seems to be quite 

normal practice in statistics. (It is not equally 

normal to open the black box reported as 

”missing observations” by giving an account 

of the heterogeneity inside it). The remaining 

part of the procedure is then portrayed as a 

simple one-to-one translation between the 

answers obtained in the questionnaire and the 

data which is entered into the computer: ” 

CASE 1: ENTER AUTOLEV=0.25”. The 

statisticians are thus translated into being 

carriers of pure data - no second thoughts, no 

tinkering and no trembling hands - their 

intervening between the answers in the 

questionnaire and the data entered into the 

computer. No account of trembling hands was 

given. Even this seems to be quite normal. 

Statisticians and the voices from the field go 

along with the script (Akrich 1992) of 

“rigorous statistics”, and enact the roles as 

“respondents” and “one-to-one translators”. 

Both roles are enacted in the interaction with 

the questionnaire. It is the questionnaire that 

acts as a stand-in representing “rigorous 

science and statistics ” in relation to those 

humans answering it. In relation to those 

humans receiving the answers, the 

questionnaire is seen as a carrier of pure data 

– of what is “real”. Those who re-enact 

(Latour 1987) and de-scribe (Akrich 1992) 

the script, who questions the questionnaire as 

a stand-in for “rigorous science and 

statistics”, are translated into “missing 

observations”, the negation of data – that of 

which is less real. When statisticians and 

those answering the questionnaire go along 

with the script, diverse materials in the 

network of which they form a part 

circumscribe them. The questionnaire and the 
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computer become the active mediators 

between passive human intermediaries. In the 

laboratory, the circumscribed statisticians say 

”This is the best we can do, and at any rate it 

is no different from what others are doing”. 

The translation between questionnaires and 

computers works in this way, reducing 

heterogeneity to homogeneity among the 

humans involved.  

 

To take a third example – the significance of 

diverse materials in the making of data. What 

is data? To perform statistical calculations, 

data is required. To perform the calculations 

and conduct the statistical investigation, data 

must be made into being. When data are made 

into “real” entities, they have gone through 

the process of translation just described, 

involving diverse materials such as a 

questionnaire survey and a computer. But 

data can also be made into “synthetic” 

entities. The computer is now delegated the 

role as data generator. Hence, the difference 

between “real”- and “synthetic” data is 

constructed from the (re)distribution of roles 

among the diverse material entities involved: 

When both the questionnaire and the 

computer is present in the making of data, 

they become “real”. When all the work of 

making data is delegated to the computer, it 

becomes “synthetic”. This is also the moment 

when the not so co-operative “missing 

observations” are translated and made into 

“synthetic” entities. Hence, the negotiated 

character of “missing observation” takes one 

more turn in the laboratory of statistics. 

Through delegation, the computer is 

completing the work where the statistician 

and the potential “respondent” stopped short. 

When the humans involved failed to negotiate 

a statement producing “real” data, the 

computer was able to complete the task by 

translating “missed observations” into 

“synthetic” data. “Data” seems to be both 

natural and political entities. They are made 

from diverse materials; they are negotiated in 

a process of translation to become “real” and 

“synthetic”. Both “real” and “synthetic” data 

are the twin outcomes of the same process of 

translation. These outcomes are then 

converted into an “input file” or “data base” 

for further calculation. In the laboratory of 

statistics, the humans wonder whether “ data 

is co-operative today”. This is the moment of 

truth when “input” is converted into “output” 

by pressing the “run” button on the computer. 

The statistical analysis is run. As free and 

independent actors, data can be more or less 

co-operative. Humans have been delegated 

the role as their servants, to carry them over 

to be published, and to make them public. 

Data have become facts that speak for 

themselves - as can be seen in Appendix, 

Table 1. 

 

To conclude and summarize the case of 

reversible statistics: The 1995 publication (the 

stage story) has been recontextualized. In the 
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first recontextualization, the significance of 

diverse materials such as a print-out of a 

missing correlation matrix has been 

investigated. From this investigation it is 

concluded that the results from the 1995 

publication could have been different given 

the conditions and the particular setting in 

which the study was conducted. In the second 

recontextualization, the significance of 

diverse materials such as computer based 

automation of statistics; questionnaire surveys 

and “real” and “synthetic” data are 

investigated. It is argued that the diverse 

materials may reverse the roles among the 

humans and non-humans involved in the 

production of statistics. Thus, it is not self-

evident who can claim authority and 

authorship in the making of statistical facts 

and artifacts. For example, the very 

distinction between facts and artifacts of 

statistics, e.g., between what data is “real” 

and what is “synthetic”, is an outcome of a 

process of translation and negotiations among 

the humans and non-humans involved. Such 

outcomes are highly circumscribed by the 

presence and absence of diverse materials 

from which the statistical facts and artifacts 

are made. 

  

A simple test for reversible statistics is to ask 

whether the stage story remains unaltered in 

the hands and eyes of the reader. If the stage 

story remains unaltered after reading the 

whole case, the case of reversible statistics 

has probably failed. If something has been 

added, there can still be room for a case on 

reversible statistics. The reader has now 

participated in re-enacting the stage story, 

making it less irreversible. At the same time, 

the reader participates in translating and 

extending the notion of what normal statistics 

is: From its being a stage story, to its being an 

extended story, to its being the reversible 

story, all these normal scientific accounts. A 

closer attention to the significance of the 

diverse materials of statistics can thus pave 

the way for a more symmetric relation 

between the statistical text and the reader.  

 

On the whole, the case of reversible statistics 

is a rather normal one: no gin, dead bodies, 

rotten noses, hate, and syphilis, at best a few 

small taboos revealed in the process. Things 

were slightly different in the heydays of 

political arithmetic - or perhaps the difference 

is not that great after all. What is natural and 

what is political, what are facts and what are 

artifacts in the case of reversible statistics 

seems to be a rather complex task to sort out. 

Indeed, the very distinctions and boundaries 

between facts and artifacts seem to be in flux 

in the laboratory of statistics – as elsewhere.  

 

  24 



REFERENCES Carlsson, B., Taymaz, E. & Tryggestad, K., 
The Economic Impact of Factory 
Automation. In: B. Carlsson (Ed.), 
Technological Systems and Economic 
Performance: The Case of Factory 
Automation, pp. 391-416 (Dordrecht: 
Kluwer Academic Publishers, 
Economics of Science, Technology and 
Innovation series volume 5, 1995). 

Akrich, M. (1992) The De-scription of 
technical Objects. In W.E. Bijker & J. 
Law(Eds.)Shaping Technology/Building 
Society: Studies in Sociotechnical 
Change. Cambridge, Mass: The MIT 
Press: 206-224. 

 

 Albrecht, J. & Lindberg, T. The Micro  
Initialization of MOSES. In J. Albrecht 
et al. MOSES Code. Research Report 
No. 36. (Stockholm: IUI, 1989). 

Czarniawska-Joerges, B., Styrningens 
paradoxer: Scener ur den offentliga 
verksamheten. (Stockholm: Norstedts, 
1992).  

 Callon, M., Some Elements of A Sociology of 
Translation: Domestication of The 
Scallops And The Fishermen of St 
Brieuc Bay. In J. Law (Ed.), Power, 
Action and Belief: A New Sociology of 
Knowledge? pp. 196-233 (London: 
Routledge & Kegan Paul, 1986). 

Czarniawska, B., A Four Times Told Tale: 
Combining Narrative and Scientific 
Knowledge in Organization Studies.  
Organization (1997),Vol. 4 (1), pp. 7-
30. 

  
Eliasson, G. Modeling the Experimentally 

Organized Economy. In J. Albrecht et 
al. MOSES Code. Research Report No. 
36. (Stockholm: IUI, 1989). 

 
Callon, M., Techno-economic networks and 

irreversibility. In: J. Law, “A sociology 
of Monsters: Essays on Power, 
Technology and Domination”(London: 
Routledge, 1991) pp.132-161. 

 
Graunt, J., Natural and Political Observations 

made upon the Bills of Mortality. In: 
Ch.H. Hull (Ed.), The economic 
writings of Sir William Petty, II 
(Cambridge, 1662/1899). 

 

Callon, M. The Laws of the Markets (Oxford: 
Blackwell Publishers/The Sociological 
Review, 1998).  

 Hair, J.F. et al. Multivariate Data Analysis, 
Fifth Edition (New Jersey: Prentice 
Hall, 1998) 

 
Carlsson, B. & Taymaz, E., The Importance 

of Economic Competence in Economic 
Growth: A Micro-to-Macro Analysis. 
In: B. Carlsson (Ed.), Technological 
Systems and Economic Performance: 
The Case of Factory Automation, pp. 
359-389 (Dordrecht: Kluwer Academic 
Publishers, Economics of Science, 
Technology and Innovation series 
volume 5, 1995). 

 
Johannisson, K., Det  mätbara samhället: 

Statistik och samhällsdröm i 1700-talets 
Europa (Arlöv: Norstedts Förlag, 
1988). 

 
Jöreskog, K.G. & Sörbom, D., LISREL: 

Structural Equation Modeling with the 
SIMPLIS Command Language (Chi-
cago: Scientific Software International, 
Inc., 1993). 

  
Carlsson, B., Taymaz, E. & Tryggestad, K., 

Factory Automation and Economic 
Performance: A Micro-to-Macro 
Analysis. In: O. Granstrand (Ed.), 
Economics of Technology, pp. 37-62 
(Amsterdam: Elsevier, 1994). 

 
Knorr-Cetina, K., The Manufacture of 

Knowledge: An Essay on the 
Constructivist and Contextual Nature of 

 

  25 



Science (Oxford & New York: 
Pergamon Press, 1981). 

 
Knorr-Cetina, K., Primitive classification and 

Postmodernity: Towards a sociological 
notion of fiction, Theory, Culture and 
Society (1994), Vol.11, pp. 1-22. 

 

Kreiner, K & Tryggestad, K. The Co-
production of Chip and Society: 
Unpacking Packaged Knowledge, 
Scandinavian Journal of Management 
(2002) 18, pp. 421-449. 

. 
 
Latour, B. Woolgar, S., Laboratory Life: The 

Construction of Scientific Facts  
(Princeton, New Jersey: Princeton 
University Press, 1979/1986). 

 
Latour, B., Science in Action (Cambridge, 

Mass: Harvard University Press, 1987). 
 
Latour, B., Pandora’s Hope: Essays on the 

Reality of Science Studies (Cambridge, 
Massachusetts: Harvard University 
Press, 1999).  

 
Law, J., Organizing Modernity (Oxford, 

Cambridge: Blackwell, 1994). 
 
McCloskey, D.N., If You’re So Smart: The 

Narrative of Economic Expertise 

(Chicago: Chicago University Press, 
1990). 

 
McCloskey, D.N., Other Things Equal: The 

Bankruptcy of Statistical Significance, 
pp. 359-362 Eastern Economic Journal 
(1992) Vol. 18, No.3 Summer. 

 
McCloskey, D.N. & Ziliak, S.T., The 

Standard Error of Regression, pp. 97-
111 Journal of Economic Literature 
(1996) Vol. 34 No.1 March. 

 
MacKenzie, D. Statistical Theory and Social 

Interests: A Case Study, pp.35-83 
Social Studies of Science (1978)Vol. 8 
No.1, February. 

 
MacKenzie, D. The Science Wars and the 

Past’s Quiet Voices, pp. 199-213 Social 
Studies of Science (1999)Vol. 29 No.2, 
April.  

 
Rorty, R. Inquiry as recontextualization: An 

anti-dualist account of interpretation, 
pp. 93-110. Objectivity, Relativism, and 
Truth. Philosophical Papers Volume 1 
(Cambridge: Cambridge University 
Press, 1991) 

 
Österberg, D., Metasociology: An inquiry into 

the Origins and Validity of Social 
Thought (Oslo: Norwegian University 
Press, 1988).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

  26 



APPENDIX 

 

  27 



 

  28 


	Setting the Agenda for Reversible statistics
	The Case of Reversible Statistics

