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Abstract 
To date, researchers have investigated social enterprise start-up intentions based on the assumption of 

the ͚ TheoƌǇ of PlaŶŶed Behaǀiouƌ͛ that iŶteŶtioŶs lead to suďseƋueŶt ďehaǀiouƌ. Hoǁeǀeƌ, ƌeseaƌĐh fƌoŵ 

other fields has shown that although the intention-behaviour relationship may be strong, it is not perfect. 

FishďeiŶ͛s ͚IŶtegƌatiǀe Model foƌ Behaǀiouƌal PƌediĐtioŶ͛ pƌoposes to iŶǀestigate eŶǀiƌoŶŵeŶtal aŶd 

personal moderators to better explain the translation of intention into behaviour. Hence, this study aims 

to aŶalǇse the ƌeseaƌĐh ƋuestioŶ: ͚Do social enterprise start-up intentions lead to subsequent behaviour, 

and how do environmental and personal factors moderate this relationship?͛  

This research tests the environmental faĐtoƌ of ͚IŶstitutioŶal “uppoƌt͛, aŶd the peƌsoŶal faĐtoƌs of ͚“elf-

CoŶtƌol͛ aŶd ͚Tiŵe PlaŶŶiŶg͛. We hǇpothesise that these thƌee faĐtoƌs positiǀelǇ ŵodeƌate, aŶd, thus, 

strengthen the intention-behaviour relationship. We draw on longitudinal data collected from 

iŶteƌŶatioŶal studeŶts ǁho took a ͚Massiǀe OpeŶ OŶliŶe Couƌse͛ oŶ soĐial eŶtƌepƌeŶeuƌship. Social 

enterprise start-up intentions were measured at the start of this course and subsequent behaviour four 

years later. In total, we obtained 211 complete ƌespoŶses, aŶd aŶalǇsed theŵ usiŶg ͚“tƌuĐtuƌal EƋuatioŶ 

ModelliŶg͛.  

The fiŶdiŶgs iŶdiĐate that ͚“elf-CoŶtƌol͛ positiǀelǇ ŵodeƌates the iŶteŶtioŶ-behaviour relationship, while 

Ŷeitheƌ ͚IŶstitutioŶal “uppoƌt͛ Ŷoƌ ͚Tiŵe PlaŶŶiŶg͛ haǀe a statistiĐallǇ sigŶificant effect. We conduct a 

post-hoĐ aŶalǇsis ďǇ iŶputtiŶg ThoŵsoŶ ‘euteƌs͛ ͚CouŶtƌǇ Social Enterprise Supportiveness͛ as an 

alternative environmental factor into our model, yet it neither moderates the intention-behaviour 

relationship. In conclusion, our sample suggests that intention can lead to behaviour and the personal 

faĐtoƌ ͚“elf-CoŶtƌol͛ ĐaŶ stƌeŶgtheŶ this ƌelatioŶship.  

 

Words: 248 

 

Keywords: Social enterprise start-up behaviour, intention-behaviour relationship, intention-behaviour 

discrepancy, integrative model for behavioural prediction, moderator analysis. 
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1 Introduction 

͞“oĐial eŶtƌepƌeŶeuƌs haǀe a ǀisioŶ of the futuƌe aŶd  

will stop at nothing to see that future come tƌue.͞ 

(Nicholls, 2006, p. vi) 

With these words, Nicholls (2006) characterises social entrepreneurs. This quote is interesting due to the 

following two aspects: Firstly, it highlights that social entrepreneurs are visionary and future-oriented, 

which underlines their importance in the future of humanity. Secondly, he claims that social 

entrepreneurs are unstoppable in realising their vision, which has as of yet not been investigated or 

proven.  

1.1 The Relevance of Social Enterprises 
The world population is predicted to rise to 9.2 billion people by 2050, and almost 11 billion people by 

2100 (United Nations, 2015). Due to this population boom, humans are expected to face social and 

environmental challenges, such as poverty, malnutrition, natural resource depletion and environmental 

degƌadatioŶ ;iďid.Ϳ. IŶ paƌtiĐulaƌ, the iŶĐƌease iŶ populatioŶ ͞ǁill ŵake it haƌdeƌ foƌ […] goǀeƌŶŵeŶts to 

eradicate poverty and inequality, combat hunger and malnutrition, expand education enrolment and 

health systems, improve the provision of basic services and […] ensure that no-one is left behind͟ (United 

Nations, 2015, p. 4).  

Against this background, one worldwide emerging phenomenon that has been discussed as a means to 

effectively address sustainable development issues aŶd huŵaŶitǇ͛s ŵost pressiŶg Ŷeeds, are so-called 

͚social eŶterprises͛ (Kachlami, 2014; Littlewood & Holt, 2015). This paper understands social enterprises 

as businesses driven by their social mission while pursuing commercial means (Bacq & Janssen, 2011). 

Key to social enterprises are their social objective, with which they generate social value (Nicholls, 2006) 

bǇ fulfilliŶg soĐietǇ͛s uƌgeŶt Ŷeeds (Lepoutre, et al., 2013), and satisfying the public interest (European 
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Commission, 2013). As ĐaŶ ďe iŶfeƌƌed fƌoŵ NiĐholls͛ (2006) quote at the start of this page, social 

entrepreneurs aim at making a difference in the world for a better future.  

Since the 70s, social enterprises have been increasingly emerging (Defourney & Nyssens, 2010), and 

although social entrepreneurial activity rates vary across countries, about 0.02% to 7.6% of a countrǇ͛s 

working population is involved in a social enterprise (Terjesen, et al., 2012). Social entrepreneurship is 

also gaining momentum in academia, politics, and the private sector (Stephan, et al., 2015; Terjesen, et 

al., 2012), due to social enterprises͛ ability to combine a social purpose with business practices (Kachlami, 

2014). Governments in particular have become increasingly concerned with creating favourable 

environments for social enterprises to emerge and thrive (Ferri & Urbano, 2015). Expectations are that 

the emergence of social enterprises leads to reduced public spending and larger tax yields (European 

Commission, 2013). Current supportive national policies span from financial funds, training, legislations, 

to market regulations (Terjesen, et al., 2012). For instance, Great Britain adapted its tax system by 

implementing a 30% tax break to promote social entrepreneurial activities (SEFORIS, 2014). In addition, 

universities are nowadays expressing their interest in social entrepreneurship by, for example, offering 

corresponding courses (ibid.).  

1.2  Social Entrepreneurial Debates, Research Gaps & Problem Statement 
With regard to academia, research on social entrepreneurship is still developing (Kachlami, 2014; 

Lepoutre, et al., 2013). To date, the scientific community has neither settled the debate on a final 

definition (Nicholls, 2006), nor on its delimitation from commercial entrepreneurship (Seymour, 2012). 

As a consequence, the social entrepreneurial literature is mainly concerned with defining the concept 

and determining its boundaries. In this paper, we regard social entrepreneurship as a subset of 

commercial entrepreneurship, with the difference being that social entrepreneurs pursue opportunities 

allowing for social value creation (Dees, 1998a; Shane & Venkataraman, 2000).  

Moreover, the social entrepreneurship literature consists primarily of qualitative research in form of case 

studies (Lepoutre, et al., 2013). Subsequently, authors such as Kachlami (2014) and Lepoutre et al. (2013) 

point out the need for quantitative studies in this field, and for researching the emergence and driving 

forces of social enterprises. These aspects are especially relevant since politicians are already concerned 

with establishing an enabling environment (Hoogendoorn, 2016), as the example of Great Britain shows.  
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Within commercial entrepreneurship, the emergence of new ventures has been particularly investigated 

from a psychological perspective, through the use of theoƌies suĐh as AjzeŶ͛s (1991) ͞theoƌǇ of plaŶŶed 

ďehaǀiouƌ͟ ;TPBͿ (Van Gelderen, et al., 2015). This model explains that intentions predict human 

behaviour. This is reflected in recent research within social entrepreneurship, such as Hockerts (2015, 

2017), who examines antecedents of intentions. His study is based on the assumption that the intention-

behaviour relationship is valid, which is siŵilaƌ to NiĐholls͛ (2006) statement at the beginning of the 

section that nothing can keep social entrepreneurs from realising their envisioned future. However, 

empirical evidence demonstrates that, generally, not every intention is translated into subsequent 

behaviour (Sheeran, 2002). This specific phenomenon is referred to as the intention-behaviour 

discrepancy and has been found to be particularly large in complex behaviours such as commercial 

entrepreneurship (Shirokova, et al., 2016; Van Gelderen, et al., 2015). So far, the intention-behaviour 

relationship has never been studied in the field of social entrepreneurship.  

1.3 Our Research: Purpose and Structure 
This study fills a literature gap by investigating the translation of social enterprise start-up intentions into 

subsequent behaviour. Given that there is a discrepancy in the intention-behaviour relationship, this 

ƌeseaƌĐh goes oŶe step fuƌtheƌ ďǇ applǇiŶg FishďeiŶ͛s (2000) ͚IŶtegƌatiǀe Model foƌ Behaǀiouƌal 

PƌediĐtioŶ͛ aŶd ďǇ testiŶg possiďle ŵodeƌatoƌs. As such: 

This study aims at analysing whether social enterprise start-up intentions lead to subsequent 

behaviour, and how environmental and personal factors moderate this relationship.  

IŶ ϮϬϭϰ, Kai HoĐkeƌts͛ ;ϮϬϭϱ, 2017) measured social entrepreneurial intention of participants who 

registered for his online social entrepreneurship course. Based on this dataset, we follow-up his research 

in ϮϬϭϴ ďǇ ŵeasuƌiŶg the ƌespoŶdeŶts͛ social enterprise start-up activities, plus the influences of two 

eŶǀiƌoŶŵeŶtal faĐtoƌs ;͚IŶstitutioŶal “uppoƌt͛ aŶd ͚CouŶtƌǇ Social Enterprise Supportiveness͛) and two 

peƌsoŶal faĐtoƌs ;͚“elf-CoŶtƌol͛ aŶd ͚Tiŵe PlaŶŶiŶg͛Ϳ oŶ the iŶteŶtioŶ-behaviour relationship. As the 

analysis reveals, intention leads to behaviour and this relationship is moderated by ͚Self-Control͛. 

However, the measures of ͚Institutional Support͛, ͚Country Social Enterprise Supportiveness͛ and ͚Time 

Planning͛ are not found to be statistically significant moderators. Furthermore, it indicates that on 

average, a person is more likely to translate her or his intention to start-up a social enterprise into 

behaviour when they have a higher level of self-control. However, it also shows that people with low/ 
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negative intentions are more inclined to act if they possess a low degree of self-control, compared to 

those with a higher level of self-control.  

This research paper is structured as follows: Firstly, the literature review introduces the relevant 

definitions of social entrepreneurship, outlines current insights of the intention-behaviour relationship 

fƌoŵ otheƌ disĐipliŶes, pƌoposes FishďeiŶ͛s (2000) ͚IŶtegƌatiǀe Model foƌ Behaǀiouƌal PƌediĐtioŶ͛ as a 

theoretical framework, and describes important influences of the intention-behaviour relationship. This 

review provides the necessary academic knowledge to build our own conceptual model. The hypotheses 

section starts by explaining the relevant terms of causal relationships. The section then continues by 

developing hypotheses for the intention-behaviour relationship and its possible moderators of 

͚Institutional Support͛, ͚Self-Control͛, and ͚Time Planning͛. Lastly, it considers various control variables. 

The methodology section sheds light on the development of the study. In particular, it outlines our 

philosophical approach to science, the research objectives and design. This is followed by introducing 

the precursor study of Hockerts (2015, 2017), and the data collection methods. Subsequently, we delve 

into the data analysis, first by looking at the characteristics of the data sample, and then by describing 

the statistical analysis in terms of the measurement and structural model. As some of the hypotheses 

cannot be supported due to our statistical findings, we conduct further tests, such as by inputting 

Thomson Reuters͛ ͚CouŶtƌǇ “oĐial EŶteƌpƌise Supportiveness͛ within the model as an alternative to our 

͚IŶstitutioŶal “uppoƌt͛ ǀaƌiable. The following discussion section provides an overview of the key findings 

and sustains them with theory-related explanations. Next, we indicate limitations to the study, and 

derive implications for practitioners and academics from our results. We furthermore provide 

suggestions for future researchers and outline the contribution of this study to current academic 

knowledge. Finally, conclusions are drawn, and key findings are summarised.  

2 Theoretical Background 
Firstly, this chapter reviews relevant definitions, theories and frameworks which help structure and guide 

this research. Secondly, based on this academic knowledge, we build our conceptual model by 

developing hypotheses to answer our research question: ͚Do soĐial eŶterprise start-up intentions lead 

to subsequent behaviour, and, how do environmental and personal factors moderate this 

relatioŶship?͛  
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2.1 Literature Review 
The literature review provides an overview of both the field of social entrepreneurship, and the research 

on intention-behaviour relationships. 

FiƌstlǇ, the eŵeƌgeŶĐe of soĐial eŶtƌepƌeŶeuƌship, aŶd its thƌee ŵaiŶ ͚schools of thought͛, aƌe eǆploƌed 

so as to understand the debate surrounding its conceptualisation and definition. Settling on an 

overarching school of thought for our study, final definitions and delimitations are given for the concepts 

of social entrepreneur, social entrepreneurship, and social enterprise. 

Secondly, we present leading research insights on how human behaviour can be predicted, which reveals 

intention as a dominant deteƌŵiŶaŶt. FishďeiŶ͛s (2000) ͚IŶtegƌatiǀe Model foƌ Behaǀiouƌal PƌediĐtioŶ͛ 

(IM) builds on this intention-behaviour relationship and introduces environmental and personal factors 

as moderators to it. This framework significantly shapes our research question. Furthermore, one of the 

ŵaiŶ theoƌies iŶflueŶĐiŶg the IM, the ͚“oĐial CogŶitiǀe TheoƌǇ͛, and the Rubicon model of action phases 

provide a direction for potential environmental and personal factors to be tested within our model. 

Hence, we end the literature review by establishing an interest for the environmental factor of 

institutions, and personal factors of self-regulation and implementation intentions. Based on these 

concepts, the final, concrete measures are then derived in the following hypotheses section.  

2.1.1 Contextualising and Defining Social Entrepreneurship 

Instances of social enterprises in practice can be traced back over a century, yet the actual 

conceptualisation of social entrepreneurship is rather recent, appearing consistently in academic 

journals only since the 1990s (Bacq & Janssen, 2011; Defourney & Nyssens, 2010). Since its first 

conceptualisation, the investigation into social entrepreneurship and subsequent business literature has 

grown exponentially (Busenitz, et al., 2003; Short, et al., 2009). Social enterprises have furthermore 

gained support worldwide from business leaders, governments (Bacq & Janssen, 2011; Choi & Majumdar, 

2014; Defourney & Nyssens, 2008), as well as a variety of organisations and institutions (Dees & 

Andersen, 2006; Mair, 2010). In parallel, there has been a substantial growth in the start-up of social 

enterprises worldwide (Kerlin, 2010). 

Hoogendoorn et al. (2010) succinctly classify the reasons for the recent rise in social entrepreneurial 

iŶteƌest as due to iŶĐƌeased ͚deŵaŶd͛ aŶd ͚supplǇ͛ factors. 
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Demand for social enterprises is stimulated through the rising awareness and concern for social or 

eŶǀiƌoŶŵeŶtal Đauses. While oŶ oŶe haŶd, iŶdiǀiduals͛ aǁaƌeŶess is ƌisiŶg, oŶ the otheƌ, goǀeƌŶŵeŶts 

are confronted by rising costs and fewer resources (Perrini & Vurro, 2006; Zahra, et al., 2009). This 

reduces funding for public sector interventions, and increases competition between non-profits who are 

consistently demanded to become as efficient and accountable as the private sector (Dees, 1998b; 

Defourney & Nyssens, 2008; Eikenberry & Kluver, 2004). As such, to attend the growing number of 

people in need, new forms of conducting business need to be developed (Boschee & McClurg, 2003).  

The argument for the supply side suggests that the combination of current circumstances and arising 

issues allows for the development of alternative solutions, such as social entrepreneurship. 

Hoogendoorn et al. (2010) argue that people are becoming more proactive in finding alternatives when 

faced with a daunting environment in which companies are becoming increasingly powerful, while public 

institutions and non-profits struggle due to comparative inefficiencies. At the same time, successful 

social enterprises have made social entrepreneurship increasingly visible and viable, acting as role 

models and receiving increasing recognition for their achievements (Short, et al., 2009). Lastly, what has 

truly helped solidify the status of social enterprises is their legal recognition, so as to legitimising this 

form of doing business (Defourney & Nyssens, 2010; Rawhouser, et al., 2015). This was first achieved in 

Italy in 1991 and has since then led to a wave of jurisdictional changes around the world, allowing for the 

legal registration of social enterprises.  

However, despite the increased interest in social enterprises, the field is still nascent, lacking in-depth 

empirical research (Dacin, et al., 2010; Dees & Andersen, 2006; Nicholls, 2010). One of the biggest 

challenges in the field of social entrepreneurship is a lack of consensus on the conceptual definition and 

boundaries (Lepoutre, et al., 2013; Zahra, et al., 2009). This lack of accord makes it difficult to legitimise 

the field (Short, et al., 2009) and understand how the subject should be studied (Mair & Marti, 2006; 

Perrini & Vurro, 2006). In fact, a large amount of the papers published on social entrepreneurship are 

concerned purely with its definition (Dees & Andersen, 2006; Hoogendoorn, et al., 2010; Short, et al., 

2009). As this debate is so central to the field and subsequent research, the development of social 

entrepreneurial concepts and the main resulting perspectives will be summarised in the following 

section.  
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Social Entrepreneurial Perspectives 

As can be seen in papers such as Dacin et al. (2010) and Zahra et al. (2009), which compile dozens of well-

recognised definitions of social enterprises, there are a myriad of ways to approach the field. To organise 

these definitions and look at the overall broader views on social entrepreneurship, the leading schools 

of thought surrounding the phenomenon are firstly explored. This allows for an in-depth understanding 

of the field, and the rationale for the delimitations of our research. 

Definitions of social enterprises developed in parallel, yet quite differently, in Western Europe and North 

America, with little transatlantic debate until the mid-2000s (Defourney & Nyssens, 2014). Although 

there are several differences in the understanding of social enterprises even within the regions 

themselves, they can be grouped into three main schools of thought, according to the large differences 

between the two continents (Defourney & Nyssens, 2010; Kerlin, 2006). 

In the United States, commercial activities were adopted by the non-profit sector to support their 

activities for a long time. Social enterprises however increased in popularity in the 1970s-1980s, due to 

an economic downturn and subsequent decrease in federal funding for non-profits (Defourney & 

Nyssens, 2010; Hoogendoorn, et al., 2010). Thereby, in the American context, revenue-generating 

activities and a market-orientation are considered key components of the social enterprise concept (Dees 

& Andersen, 2006; Kerlin, 2006). 

In Europe, social enterprises have their roots in cooperatives or associations related to the creation of 

eŵploǇŵeŶt, also Đalled ͚Woƌkeƌ IŶtegƌated “oĐial EŶteƌpƌises͛ (Defourney & Nyssens, 2010; Kerlin, 

2006). These emerged due to the decrease in economic growth and increased unemployment which 

staƌted iŶ the ϭϵϳϬs, ƌesultiŶg iŶ soĐial eŶteƌpƌises pƌoǀidiŶg joďs aŶd filliŶg the Ŷeǁ ͚ goǀeƌŶŵeŶtal gaps͛ 

ǁheƌe soĐieties͛ deŵaŶds ǁeƌe Ŷot ŵet (Hoogendoorn, et al., 2010; Kerlin, 2006). 

These differing roots and approaches to social enterprises brought forth several contrasting 

peƌspeĐtiǀes. OŶ the AŵeƌiĐaŶ side, theƌe aƌe tǁo ŵajoƌ sĐhools of thought. FiƌstlǇ, the ͚“oĐial 

IŶŶoǀatioŶ͛ sĐhool of thought, aŶd seĐoŶdlǇ, the ͚“oĐial EŶteƌpƌise͛ school (Bacq & Janssen, 2011; Dees 

& Andersen, 2006; Hoogendoorn, et al., 2010), also Ŷaŵed the ͚EaƌŶed-IŶĐoŵe͛ sĐhool of thought 

(Defourney & Nyssens, 2010; Defourney & Nyssens, 2014). On the European side, the main school of 

thought is that of the EMES International Research Network (Bacq & Janssen, 2011; Defourney & 
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Nyssens, 2010). It should be noted that there are other, less adopted perspectives present 

(Hoogendoorn, et al., 2010), but for the purpose of arriving at a concise overview of the most-cited 

schools of thought and their developments, the three previously mentioned schools suffice.  

The ͚“oĐial IŶŶoǀatioŶ͛ “Đhool of Thought  

The ͚“oĐial IŶŶoǀatioŶ͛ sĐhool of thought is iŶ liŶe ǁith the “ĐhuŵpeteƌiaŶ ǀieǁ of eŶtƌepƌeŶeuƌship, 

regarding the entrepreneur as an outstanding individual who catalyses social change (Bacq & Janssen, 

2011; Dees & Andersen, 2006). The focus here is on the individual, and their particular characteristics, 

such as their creativity, entrepreneurial quality, and ethical fibre (Bacq & Janssen, 2011; Drayton, 2002). 

EŶtƌepƌeŶeuƌs aƌe seeŶ as a ͚ƌaƌe ďƌeed͛, ǁho aƌe peƌsisteŶt aŶd aŵďitious, aŶd ǁho ǁill sigŶifiĐaŶtlǇ 

revolutionise their industry (Dees, 1998a). Emphasis is put particularly on innovations which have the 

potential to have a transformative widespread impact (Dees & Andersen, 2006; Defourney & Nyssens, 

2010; Dees, 1998a), and can also be adopted by others (Drayton, 2002). 

The ͚“oĐial EŶteƌpƌise/EaƌŶed-IŶĐoŵe͛ “Đhool of Thought 

Foƌ the ͚“oĐial EŶteƌpƌise͛ school of thought, social entrepreneurship originally referred to the 

commercial activities conducted by non-profits to fund their mission (Bacq & Janssen, 2011; Defourney 

& Nyssens, 2010). This view has now been expanded to include all enterprises with a mission-driven 

approach which reinvest their profits towards that mission (Defourney & Nyssens, 2010; Hoogendoorn, 

et al., 2010). UŶlike iŶ the ͚“oĐial IŶŶoǀatioŶ͛ sĐhool of thought, theƌe is Ŷo Ŷeed foƌ sǇsteŵiĐ ĐhaŶge, 

and the entrepreneur is considered secondary, understood simply as an individual who organises an 

enterprise which works towards supporting a social cause (Dees & Andersen, 2006). The focus here is 

thereby on the income generation of the social enterprise and its self-subsistence, with debates 

surrounding what percentage of its income should be earned to be considered socially entrepreneurial 

(Defourney & Nyssens, 2010; Lepoutre, et al., 2013). Although some kind of earned-income strategy is 

needed, this school of thought does not require that the income-earning activities be directly linked to 

the central social mission of the enterprise (Bacq & Janssen, 2011; Hoogendoorn, et al., 2010). This 

means that, for example, a charity shop selling clothes to raise funds for cancer research, would be 

considered a social enterprise. According to the other two schools of thought, this scenario would 
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typically not be considered social entrepreneurship, as a strong link between activities and mission is 

needed (Bacq & Janssen, 2011). 

EMES School of Thought 

The EMES school of thought was developed by the EMES International Research Network, which 

developed criteria to identify social enterprises after extensive cross-disciplinary dialogue, and 

consideration of traditional social enterprise types within Europe (Defourney & Nyssens, 2010). This view 

is thereby heavily influenced by the traditional cooperatives, which are essentially enterprises that are 

democratically owned and managed by a group of people for their mutual benefit. The resulting EMES 

school of thought prescribes economic and social criteria which describe the ideal type of a social 

enterprise. However, all criteria do not necessarily have to be fulfilled for an enterprise to be considered 

social (Defourney & Nyssens, 2008; Hoogendoorn, et al., 2010; Kerlin, 2006). Within this school of 

thought, soĐial eŶteƌpƌises ĐaŶ ďe suŵŵaƌised as ͚͚not-for-profit private organizations providing goods 

or services directly related to their explicit aim to benefit the community. They rely on collective dynamics 

involving various types of stakeholders in their governing bodies, they place a high value on their 

autoŶoŵǇ aŶd theǇ ďeaƌ eĐoŶoŵiĐ ƌisks liŶked to theiƌ aĐtiǀitǇ͛͛ (Defourney & Nyssens, 2008, p. 204).  

This European view assumes that a social enterprise is launched by a group of citizens, rather than a 

ǀisioŶaƌǇ, iŶŶoǀatiǀe iŶdiǀidual, as suggested iŶ the ͚“oĐial IŶŶoǀatioŶ͛ sĐhool of thought (Defourney & 

Nyssens, 2010). UŶlike the ͚EaƌŶed IŶĐoŵe͛ ǀieǁ, it iŵplies that iŶĐoŵe geŶeƌatioŶ is Ŷot a key criterion 

(Choi & Majumdar, 2014), and, reflecting traditional cooperatives, the EMES definition allows for profit 

distribution (Kerlin, 2006).  

Applying a School of Thought 

The appƌoaĐh to this studǇ is ďased oŶ the ͚“oĐial EŶteƌpƌise/EaƌŶed IŶĐoŵe͛ sĐhool of thought due to 

the following reasons: 

The ͚“oĐial EŶteƌpƌise͛ sĐhool of thought pƌoǀides a ďƌoad defiŶitioŶ ǁhiĐh alloǁs foƌ the ƌeĐogŶitioŶ of 

a wide type of social enterprises, without overly focusing on the individual entrepreneur, the 

͚iŶŶoǀatiǀeŶess͛ of the oƌgaŶisatioŶ, oƌ oŶ EuƌopeaŶ-style cooperatives. This makes it an appropriate 

perspective to adopt in our study, given that we aim to measure social enterprise start-up behaviour, 

irrespective of its innovativeness and at the same time acknowledging the international diversity of our 
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interviewees. As we eǆpeĐt ouƌ ƌespoŶdeŶts͛ soĐial eŶteƌpƌises to ďe at a ŶasĐeŶt stage, it ǁould go 

ďeǇoŶd ouƌ ƌeseaƌĐh sĐope to assess if theǇ ǁill haǀe a ͚tƌaŶsfoƌŵatiǀe ǁidespƌead iŵpaĐt͛ iŶ the loŶg-

run. From a more social perspective, one could furthermore argue that social enterprises can still drive 

social change and have a positive impact, despite their lack of innovativeness. 

FiŶallǇ, the ͚“oĐial EŶteƌpƌise͛ ǀieǁ is fouŶd to ďe ŵost appƌopƌiate as it alloǁs foƌ fleǆiďilitǇ iŶ the ĐhoiĐe 

of economic activity, be it direct or indirect to the social mission, while clearly stating that a social 

enterprise should earn some kind of income. This allows for broad and inclusive definitions which still 

clearly differentiate between social enterprises, commercial enterprises and non-profits. Nevertheless, 

ǁe ƌealise that the staŶdaƌd ͚“oĐial EŶteƌpƌise͛ ǀieǁ ŵaǇ eǆĐlude Đoopeƌatiǀes if theǇ do ƌedistƌiďute 

profits. As we aim to be inclusive of all social enterprise types, the final definitions used within this study, 

although maiŶlǇ ƌooted iŶ the ͚“oĐial EŶteƌpƌise͛ ǀieǁ, are sufficiently broad to include cooperatives.  

Defining Social Entrepreneurs, Entrepreneurship and Enterprises  

These diverse views show that social entrepreneurship is without a doubt a multidimensional and 

dynamic construct (Bacq & Janssen, 2011). For further clarity, the following section defines the different 

facets within social entrepreneurship, on the individual, process and organisational levels.  

Social Entrepreneurship as a Process 

Social entrepreneurship is both the umbrella term for the research field but can also be described as a 

process (Littlewood & Holt, 2018). The first issue encountered when attempting to define social 

entrepreneurship hoǁeǀeƌ, is the faĐt that eǀeŶ the ĐoŶĐept of ͚eŶtƌepƌeŶeuƌship͛ is a highlǇ deďated 

and multifaceted concept, with no one agreed-upoŶ defiŶitioŶ. “iŵilaƌlǇ, the teƌŵ ͚soĐial 

eŶtƌepƌeŶeuƌship͛ has pƌoduĐed ĐouŶtless defiŶitioŶs ǁith diffeƌiŶg ĐoŶĐeptual foĐuses, relating to the 

individual, the process, the organisation itself, or the social enterprise͛s interaction with their 

environment (Bacq & Janssen, 2011).  

An appropriate starting point to define entrepreneurship is provided by Shane & Venkataraman (2000), 

who present an often cited, flexible and context-free definition. They define entrepreneurship as a 

pƌoĐess ďǇ ǁhiĐh ͚͚opportunities to create future goods and services are discovered, evaluated, and 

eǆploited͛͛ (Shane & Venkataraman, 2000, p. 218). As such, social entrepreneurship can, in turn, be 

defined as a process by which an opportunity for social value creation is identified and exploited through 
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commercial activities (Bacq & Janssen, 2011). “uĐh a defiŶitioŶ is iŶ liŶe ǁith the ͚ “oĐial EŶteƌpƌise͛ sĐhool 

of thought, as ǁell as the defiŶitioŶ used iŶ HoĐkeƌts͛ ;ϮϬϭϱ, ϮϬϭϳͿ pƌeĐuƌsoƌ studǇ to ouƌ ƌeseaƌĐh. Foƌ 

the sake of ĐoŶsisteŶĐǇ, this papeƌ iŶteƌpƌets soĐial eŶtƌepƌeŶeuƌship as defiŶed ǁithiŶ HoĐkeƌts͛ (2015, 

p. 261) study as: ͚͚behaviour pursuing an explicit social mission aimed at benefiting marginalized people 

by applying business-inspired earned-income strategies͛͛.  

The Social Entrepreneur 

As aďoǀe, eǀeŶ the ĐoŶĐept of ͚eŶtƌepƌeŶeuƌ͛ has Ŷo oŶe defiŶitioŶ, Ǉet at a ǀeƌǇ ďasiĐ leǀel, oŶe ĐaŶ 

simply define the entrepreneur as an individual which founds a new organisation and is often considered 

to haǀe soŵe iŶŶate eŶtƌepƌeŶeuƌial Ƌualities. ͚“oĐial EŶtƌepƌeŶeuƌs͛, iŶ tuƌŶ, aƌe ĐoŶsideƌed a suďset of 

traditional entrepreneurs (Dees, 1998a), with whom they share a number of behavioural characteristics, 

such as opportunity detection and risk tolerance (Peredo & McLean, 2006; Bacq & Janssen, 2011). In 

contrast to commercial entrepreneurs however, social entrepreneurs are considered to be highly 

motivated by social aims, have a clear value proposition directed towards social benefits, and are able to 

focus on both the social and financial outcomes (Martin & Osberg, 2007; Shaw & Carter, 2007). Generally, 

successful social entrepreneurs are believed to have a great ability in recognising opportunities to create 

soĐial ǀalue, ǁhiĐh theǇ ŵaŶage to ͚ eǆploit͛ thƌough theiƌ ĐoŵŵitŵeŶt, deteƌŵiŶatioŶ aŶd ƌisk toleƌaŶĐe 

(Bacq & Janssen, 2011; Martin & Osberg, 2007). 

As eǆeŵplified ďǇ the diffeƌiŶg sĐhools of thought, the ĐeŶtƌalitǇ of the iŶdiǀidual͛s ƌole iŶ the pƌoĐess of 

social entrepreneurship, or the creation of a social enterprise, is highly debated. Given that our approach 

is most in line with the ͚“oĐial EŶteƌpƌise͛ sĐhool of thought, the eŶtƌepƌeŶeuƌ is of seĐoŶdaƌǇ 

importance. We thereby define the social entrepreneur as ͚͚aŶǇ peƌsoŶ, iŶ aŶǇ seĐtoƌ, ǁho uses eaƌŶed 

iŶĐoŵe stƌategies to puƌsue a soĐial oďjeĐtiǀe͛͛ (Boschee & McClurg, 2003, p. 4). 

The Social Enterprise 

Most definitions of social enterprises refer to an organisation which balances both the social and financial 

activities, as they essentially span the continuum between philanthropy and business (Bacq & Janssen, 

2011; Lepoutre, et al., 2013; Nicholls, 2010; Volkmann, et al., 2012). Due to this combination of financial 

aŶd soĐial puƌpose, soĐial eŶteƌpƌises aƌe also kŶoǁŶ as ͚hǇďƌid oƌgaŶisatioŶs͛ as they do not fit the 

traditional commercial or non-profit organisational category, and instead combine certain elements of 
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both (Austin, et al., 2006; Dees, 1998a). In this regard, we delineate key differences between social, 

commercial and philanthropic entities (Austin, et al., 2006; Dees & Andersen, 2006).  

Social and commercial enterprises share many characteristics, regarding innovativeness, organisation, or 

their desire to grow (Austin, et al., 2006; Bacq & Janssen, 2011; Short, et al., 2009). This often leads 

academics to apply commercial entrepreneurship concepts to social entrepreneurship (Dacin, et al., 

2010; Mair & Marti, 2006). Despite the debate regarding what constitutes a social or commercial 

enterprise, there is one key difference which is widely agreed upon: the prioritisation of social value 

creation (Bacq & Janssen, 2011; Mair & Marti, 2006; Stephan, et al., 2015). ͚“oĐial͛ theƌeďǇ iŵplies that 

the enterprise activities ultimately aim at the achievement of their social mission (Bacq & Janssen, 2011; 

Kachlami, 2014).  

The boundary between social enterprises and non-profits or philanthropic entities is harder to delineate, 

as the aspect of earned income as a defining criterion of social enterprises is highly debated (Lepoutre, 

et al., 2013). On one side of the spectrum, the claim is that true social enterprises should operate 

exclusively on their earned income, while on the other, it can be argued that any organisation which is 

economically sustainable and generates value could be considered a social enterprise, regardless of its 

source of funding (Defourney & Nyssens, 2010; Lepoutre, et al., 2013). For the purpose of this paper, the 

definition of choice does include an eleŵeŶt of eaƌŶed iŶĐoŵe ǁhiĐh is iŶ liŶe ǁith the ͚“oĐial EŶteƌpƌise͛ 

school of thought. 

In accord with the ͚ Social Enterprise͛ view, we use BaĐƋ aŶd JaŶsseŶ͛s (2011) definition which summarises 

that: 

A social enterprise should a) have an explicit central social mission, and b) apply a business concept 

and have a market orientation.  

We define a social enterprise within this paper according to these elements. However, it should be noted 

that for consistency, the social enterprise definition used in our questionnaire is the same as the one 

used iŶ HoĐkeƌts͛ ;ϮϬϭϱ, ϮϬϭϳͿ pƌeĐuƌsoƌ to this studǇ. This is appƌopƌiate as ďoth defiŶitioŶs highlight 

the two same focal points. Thus, the definition of a social enterprise given to our iŶteƌǀieǁees is ͚͚an 

oƌgaŶizatioŶ that applies ĐoŵŵeƌĐial stƌategies to ŵaǆiŵize soĐietal ďeŶefits͛͛. 
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2.1.2 Predicting Behaviour through Intention 

The following section outlines current research insights aiming at the prediction of behaviour. A common 

approach is to use intention as a direct antecedent (Ajzen, 2012). Depending on the study focus, 

researchers differentiate between motivational, behaviour enaction and multi-stage models. 

Furthermore, we explain how our final theoretical framework (Section 2.1.3) falls within the behaviour 

enaction model category due to our research focus. 

Despite the novelty of social entrepreneurship as a scientific research field (Tukamushuba, et al., 2011), 

the interest in social entrepreneurial intention is increasing. To our knowledge, seven papers were 

published with this research focus in 2017, and, this year, so far eleven (see Appendix A for a list of 

publications). Often intention studies are based on the notion that social enterprise start-up intention 

leads to behaviour. In contrast, little attention has been given to actual social enterprise start-up 

behaviour, which is the central topic of this research paper. Therefore, this study is expected to 

contribute new insights to the field of social entrepreneurship by going beyond the existing literature on 

social entrepreneurial intentions. 

Generally, human behaviour has been investigated in relation to goal striving and motivation within the 

field of social psychology, which attempts to understand human social behaviour and its underlying 

reasons (DeLamater, et al., 2015). Within social psychology, human behaviour can be defined as an 

eƋuatioŶ of the soĐial situatioŶ aŶd a peƌsoŶ͛s tƌaits (Bordens & Horowitz, 2002). In this study, we draw 

on theories stemming from the field of social psychology to understand social enterprise start-up 

behaviour.  

Moƌeoǀeƌ, soŵe ƌeseaƌĐheƌs diffeƌeŶtiate ďetǁeeŶ the teƌŵs ͞ďehaǀiouƌ͟ aŶd ͞aĐtioŶ͟ (Achtziger & 

Gollwitzer, 2008). The first is defined as adopted customs and instinctive responses, whereas the latter 

can refer to all meaningful or sensible behaviour. Particularly, the behaviour of starting-up a social 

enterprise can be considered a purposeful long-term activity which qualifies as meaningful action. 

However, in this paper, both the terms ͞ďehaǀiouƌ͟ aŶd ͞aĐtioŶ͟ aƌe applied iŶteƌĐhaŶgeaďlǇ. WithiŶ 

social psychology, it is a common approach to explain human behaviour in form of goals, which in turn 

are obtained i.e. through intention (Bordens & Horowitz, 2002).  
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IŶteŶtioŶs aƌe tƌaditioŶallǇ defiŶed as ͚͚the ĐogŶitiǀe state teŵpoƌallǇ aŶd ĐausallǇ pƌioƌ to aĐtioŶ͛͛ 

(Krueger, 2009, p. 51), and are considered to be the key precursor to predict an individual´s behaviour 

(Ajzen, 1991; Sheeran, 2002). This iŶsight steŵs fƌoŵ FishďeiŶ aŶd AjzeŶ͛s (1980) ͚Theory of Reasoned 

Action͛ (TRA) and suggests that individuals behave in the way they intend to (Sheeran, 2002). Thus, a 

popular method to study behaviour has been to measure intentions, and, for several decades, academics 

focused on understanding how strong intentions are built (Brandstätter, et al., 2003). The most popular 

measurement method is AjzeŶ͛s (1991) ͚Theory of Planned Behaviour͛ (TPB), which builds upon the TRA. 

The TPB eǆaŵiŶes thƌee aŶteĐedeŶts to aŶ iŶdiǀidual͛s iŶteŶtioŶ: attitude towards the act, subjective 

norm and perceived behavioural control. The latter also holds as a direct determinant of behaviour. The 

TPB has been used in a multitude of areas to measure intention, from health and exercise related fields, 

to ethical consumerism. In addition, it is the most popular theory used to study entrepreneurial 

intentions (Wach & Wojciechowski, 2016).  

Theories and frameworks explaining the intention-behaviour relationship in the existing academic 

liteƌatuƌe ĐaŶ ďe Đategoƌised iŶto thƌee distiŶĐt Đategoƌies of ͚soĐial ĐogŶitiǀe ŵodels͛, as suggested ďǇ 

Aƌŵitage aŶd CoŶŶeƌ͛s (2000) review. In general, social cognition brings together intrapersonal, i.e. 

individual characteristics or cognitions, and interpersonal, i.e. environmental or societal factors (Rhodes 

& Mark, 2012). Social cognitive models are essentially hypotheses about the interrelationship of these 

factors and how they explain behaviour (ibid.). Armitage and Conner (2000) differentiate between the 

motivational, behavioural enaction and multi-stage models, with each category looking at behaviour with 

a different focus.  

Motivational Models 

MotiǀatioŶal ŵodels, suĐh as the T‘A, TPB, oƌ “oĐial CogŶitiǀe TheoƌǇ, atteŵpt to eǆplaiŶ a peƌsoŶ͛s 

decision to enact, or not to enact, a certain action. These models put intention at the centre of attention, 

suggesting that intention is highly predictive of behaviour (ibid.). The TPB is also the starting point of 

HoĐkeƌts͛ (2015, 2017) research on social entrepreneurial intentions, the precursor study to this paper. 

However, scientific evidence demonstrates that not all intended behaviour is finally enacted (Mullan, et 

al., 2013; Shirokova, et al., 2016; Van Gelderen, et al., 2015). 



2. THEORETICAL BACKGROUND 

18 

 

Intention as a single variable may be important to predict behaviour, but not entirely sufficient 

(Gollwitzer & Oettingen, 2012; Laguna & Purc, 2016; Moghavvemi, et al., 2015). Foƌ iŶstaŶĐe, “heeƌaŶ͛s 

(2002) meta-analysis of intention-behaviour studies spans numerous research fields, and concludes that 

intentions on average explain 28% of the variance in behaviour. Although this can be considered a large 

effect size in behavioural sciences according to Cohen (1988), it raises the question about the 72% of 

variance in behaviour that is not explained by intentions.  

Furthermore, in entrepreneurship studies, intention is found to explain less of the variance in behaviour, 

with the variance ranging from 9.9% (Shirokova, et al., 2016) to 13% (Van Gelderen, et al., 2015). This 

verifies that intentions, in spite of being an essential precursor of behaviour, only account for a small 

amount of variance in behaviour (Gielnik, et al., 2014; Kautonen, et al., 2013). To date, no intention-

behaviour study has been conducted on social entrepreneurship, which makes this research unique.  

Moreover, Sheeran (2002) sheds light on the intention-behaviour relationship by clustering actors into 

four categories (Figure 1). The author firstly distinguishes between individuals with a positive or a 

negative intention to perform a certain behaviour and, secondly, between those that act accordingly or 

contrary to their previous intentions. This results iŶ fouƌ ͚gƌoups͛: IŶdiǀiduals ǁho haǀe a ďehaǀiouƌal 

intention and either (1) act accordingly (inclined actors), or (2) refrain from behaving in the intended way 

(inclined abstainers); Or, individuals who have no intention to perform a particular behaviour and either 

(3) act (disinclined actor), or (4) do not act (disinclined abstainer) (ibid.). 

 

Figure 1: Sheeran's (2002) Two-by-Two Matrix of the Intention-Behaviour Relationship 
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Consequently, iŶĐliŶed aĐtoƌs aŶd disiŶĐliŶed aďstaiŶeƌs aƌe assoĐiated ǁith the teƌŵ ͞iŶteŶtioŶ-

ďehaǀiouƌ ĐoŶsisteŶĐǇ͟ (Sheeran, 2002, p. 5): The oďseƌǀaďle aĐtioŶ is ĐoheƌeŶt ǁith the peƌsoŶ͛s 

intentions. However, there is a gap or discrepancy in the intention-behaviour relation with regard to 

inclined abstainers and disinclined actors, highlighted in blue in Figure 1 (Allom, et al., 2013; McEachan, 

et al., 2011; Sniehotta, et al., 2005a). In other words, individuals sometimes act inconsistently with their 

cognitions and intentions (Davies, et al., 2002). Subsequently, not every initial intention is translated into 

ďehaǀiouƌ. AĐĐoƌdiŶg to “heeƌaŶ͛s (2002) meta-analysis, it is particularly inclined abstainers that are 

responsible for the gap. 

IŶ ĐoŶĐlusioŶ, AjzeŶ͛s TPB (1991) does not account for these deviations in the intention-behaviour 

relationship (Mistry, et al., 2015). This apparent intention-behaviour gap justifies the research area of 

this study, which is to understand the factors which may influence social entrepreneurial intention-

behaviour relationship.  

Behaviour Enaction Models 

Thereby, our research purpose falls within the second category of social cognitive models: Behaviour 

enaction models, which emerged in response to the criticisms of the first category of models and attempt 

to improve the translation of intention into subsequent behaviour (Armitage & Conner, 2000). An 

eǆaŵple of these ŵodels is Gollǁitzeƌ͛s ĐoŶĐept of iŵpleŵeŶtatioŶ iŶteŶtioŶs ǁhiĐh is ĐoŶsideƌed as a 

strategy to encourage the realisation of the intended goal (detailed explanation follows in 2.1.4).  

“heeƌaŶ͛s (2002) meta-analysis supports the view that the intention-behaviour relationship can be 

strengthened by adding further factors into a predictive model. For example, his data outlines two main 

key influencing factors: the type of behaviour, and the temporal stability of intentions. Firstly, intentions 

seem to better predict the realisation of a goal when the goal involves a single activity instead of a set 

of activities. For instance, a single activity goal Đould ďe ƌeadiŶg a ďook, ǁhile the goal to oďtaiŶ aŶ ͚A͛ iŶ 

a specific exam consists of several activities, such as reading relevant literature and attending lectures. 

Secondly, another factor impacting the intention-behaviour consistency could be the stability of 

intentions over time. More precisely, intentions may change in the long run before a person engages in 

the corresponding activities. In sum, the type of behaviour and the stability of intentions have the 
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potential to explain part of the intention-behaviour gap. Nevertheless, Sheeran (2002) calls for further 

investigation of factors that explain the intention-behaviour gap.  

Multi-Stage Models 

Lastly, the multi-stage models describe the process of translating intention into behaviour in several 

phases and, most importantly, propose that the factors responsible for behaviour initiation differ in each 

phase (Armitage & Conner, 2000; Sandman & Weinstein, 1993). For instance, the Rubicon model of 

action phases classifies as such a model and outlines the successive steps of realising goals, from: 

Developing an intention, making a plan, acting, to comparing and evaluating the intended with the 

obtained goal. (Achtziger & Gollwitzer, 2008) (see Figure 2). This process involves four action phases, 

eaĐh sepaƌated ďǇ a ďouŶdaƌǇ aŶd eŶtailiŶg a diffeƌeŶt ͚ŵiŶdset͛. AĐhtzigeƌ aŶd Gollǁitzeƌ (2008) define 

a mindset as the cognitive requirement of a human being which enables them to execute the tasks 

required in each of the process stages. 

Figure 2: Heckhausen and Gollwitzer's (1987) Rubicon Model of Action Phases 

 

The Rubicon model starts with the pre-decisional or deliberating phase in which the individual compares 

potential actions, including their positive and negative effects, and selects one action to pursue 

(Achtziger & Gollwitzer, 2008; Spiess & Wittmann, 1999). Thus, this decision-making procedure involves 

taking into account the desirability and feasibility of the alternative actions and finishes by forming a 

͚goal iŶteŶtioŶ͛, ǁhiĐh ŵeaŶs to set aŶd Đoŵŵit to a speĐifiĐ ƌesult oƌ performance (Gollwitzer, 1999; 
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Gollwitzer & Schaal, 1998). This stage has ďeeŶ addƌessed iŶ the pƌeĐuƌsoƌ studǇ ďǇ HoĐkeƌts͛ ;ϮϬϭϱ, 

2017). Therefore, our focus of interest lies in the stages that follow the intention formation.  

‘eseaƌĐheƌs laďel the tƌaŶsitioŶ to the Ŷeǆt phase as the ͞Rubicon crossing͟ to highlight the 

transformation from a multitude of wishes to a commitment, in form of a self-determined goal (Achtziger 

& Gollwitzer, 2008). Subsequently, the pre-actional or planning phase determines concrete actions and 

strategic steps of when, where and how to take action (Laguna & Purc, 2016) and, thus, draws upon 

Gollǁitzeƌ͛s ĐoŶĐept of iŵpleŵeŶtatioŶ iŶteŶtions (as is explained later in this section). The Rubicon 

model promises that by following these methodical stages of putting the goal into practice leads to higher 

implementation rates (Greif & Benning-Rohnke, 2015).  

After an adequate opportunity arises, the action phase follows by realising the action plans and, thus, 

the intended behaviour (Achtziger & Gollwitzer, 2008). The actional mindset is characterised by being 

closed-minded regarding information that could result in re-thinking the goal intention or the 

iŵpleŵeŶtatioŶ iŶteŶtioŶs. Moƌe iŵpoƌtaŶtlǇ, ͞they [the individuals] are totally absorbed in the actions 

being executed. Accordingly, they only attend to those aspects of the self and the environment that 

sustain the course of action, and ignore any potentially disruptive aspects͟ (Achtziger & Gollwitzer, 2008, 

p. 277). In other words, any kind of diversion from achieving the goal is neglected. At the end of this 

stage, the previous aim is deactivated and ends with the enactment of the particular behaviour.  

Lastly, in the post-actional or evaluation phase, the individual assesses the results against the goal set 

in the deliberation phase. In case the intended goal is not satisfactorily met, the individual may lower her 

or his initial aspiration, or the person restarts the action phases by approaching the aim with intensified 

effort, or alternatively replacing it with a new aim (Achtziger & Gollwitzer, 2008; Spiess & Wittmann, 

1999). This phase is not further explained as it goes beyond our research focus, the intention-behaviour 

relationship. 

In general, the process of translating intentions into corresponding behaviour varies in time (Achtziger & 

Gollwitzer, 2008) and can be discontinued during any of these phases (Laguna & Purc, 2016). A crucial 

ĐoŶtƌiďutioŶ of HeĐkhauseŶ aŶd Gollǁitzeƌ͛s (1987) research on the Rubicon model is that human 

behaviour consists of two cognitive processes (Heckhausen & Heckhausen, 2018): Firstly, motivation 

during the pre-decisional state, and secondly, volition, starting after the decision has been taken (see 
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Figure 2). While motivation plays a role in goal setting, volition is considered to be the type of motivation 

necessary for goal striving (Achtziger & Gollwitzer, 2008). Kuhl (1983) distiŶguished the fiƌst as ͞choice 

motivation͟ fƌoŵ the latteƌ as ͞control motivation͟ (Achtziger & Gollwitzer, 2008, p. 276). Throughout 

these two inner states, thoughts and the manner of dealing with information differ (Heckhausen & 

Gollwitzer, 1987). Before deciding on a goal intention, the individual should be concerned with 

determining the likelihood of accomplishing the objective, and hence be open-minded and receptive to 

information. In contrast, within the post-decisional stage the mind should be occupied with finding a 

strategic path to realise the goal, and the person should be narrow-minded, solely absorbing information 

relevant for the action plan. As pointed out earlier, this decision-making process and transition from the 

ŵotiǀatioŶal to a ǀolitioŶal psǇĐhologiĐal state is Đalled the ͞ ‘uďiĐoŶ ĐƌossiŶg͟ (Heckhausen & Gollwitzer, 

1987).  

Overall, the Rubicon model of action phases contributed to the academic world by delineating the 

differences between motivational and volitional psychological states, and by merging them in a 

successive process to explain the intention-behaviour translation (Achtziger & Gollwitzer, 2008; 

Heckhausen & Gollwitzer, 1987). These insights from the Rubicon model are particularly relevant within 

our research, as the sequence of stages allows to contextualise our study. While past research, including 

HoĐkeƌts͛ ;ϮϬϭϱ, ϮϬ17) precursor study, focused on the pre-decisional motivational phase of the Rubicon 

model (i.e. social entrepreneurial intentions) (Brandstätter & Hennecke, 2018), the present study 

focuses on the volitional phase (as highlighted in blue in Figure 2). Generally, the concept of volition is 

regarded as directing and controlling the translation of intention to behaviour (Broonen, 2010; 

Hikkerova, et al., 2016). 

In conclusion, Armitage and Conner͛s (2000) review classifies the three categories of social cognitive 

models and delineates them based on their different focuses, purposes and levels of explaining the 

intention-behaviour relationship. Motivational models primarily focus on intention formation and, 

hence, do not provide a perfect explanation of the intention-behaviour relationship. Based on this, 

behavioural enaction models attempt to account for the intention-behaviour discrepancy and improve 

the explanatory power of the relationship by taking further variables into consideration. In comparison, 

multi-stage models provide a general description of the translation of intention into behaviour and the 
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differences between the stages, but give less insights into the processes of the individual stages 

(Armitage & Conner, 2000).  

This reflection explains our approach in terms of going beyond the TRA and TPB, both motivational 

models, and instead analyse the translation of intention into behaviour more in depth. Thereby we 

attempt to improve this understanding by drawing on the second category, that of behaviour enaction 

models. Understanding the underlying causes of why individuals might have the intention to start-up a 

social enterprise, but Ŷot ĐaƌƌǇ out theiƌ iŶteŶtioŶs is aŶ iŵpoƌtaŶt aspeĐt foƌ ƌeseaƌĐh as the ͞lack of 

action then means that potentially fruitful entrepreneurial initiatives are not realised͟ (Van Gelderen, et 

al., 2015, p. 656). Lastly, the Rubicon model, an example of the third category, delineates the volitional 

from the motivational phase. This allows for a focus on the volitional stage, in which intention is 

translated into behaviour. 

2.1.3 The Integrative Model for Behavioural Prediction 

As outlined in the previous section, several researchers emphasise that intention alone does not 

sufficiently predict behaviour (Gollwitzer & Oettingen, 2012; Laguna & Purc, 2016; Moghavvemi, et al., 

2015). In order to improve the understanding of the intention-behaviour relationship and the factors 

that ŵaǇ iŵpaĐt this Đausal liŶk, this studǇ dƌaǁs upoŶ FishďeiŶ͛s (2000) ͚Integrative Model for 

Behaǀioural PrediĐtioŶ͛ (IM), which attempts to predict and explain human behaviour. Within the 

literature, researchers refer to the IM also as the ͚‘easoŶed AĐtioŶ Fƌaŵeǁoƌk͛ (Fishbein & Ajzen, 2011) 

aŶd the ͚IŶtegƌated Behaǀiouƌal Model͛ (Montaño & Kasprzyk, 2008). The following section outlines the 

framework, its development, as well as its purpose within our study.  

After several main behavioural theorists, such as Bandura and Fishbein, had identified specific factors 

relevant for any type of behaviour, they did not agree on one conceptual model (Fishbein & Ajzen, 2011; 

Fishbein, et al., 2001a; Montaño & Kasprzyk, 2008). Therefore, Fishbein (2000) built upon these variables 

and combined them, with minor adaptions, in his IM (see Figure 3). Due to this development process, 

several key behavioural theories influenced this framework (Fishbein, 2000; Fishbein & Ajzen, 2011). In 

particular, the TRA and TPB both significantly contributed to the IM with their claim that intention best 

predicts behaviour, and that attitude, norms and perceived behavioural control determine intentions 

(Ajzen, 1985; Ajzen, 1991; Ajzen & Fishbein, 1980). In addition, elements from other theories were 
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applied, suĐh as the ͚ SoĐial CogŶitiǀe TheorǇ͛ (Fishbein & Cappella, 2006), which originates from the field 

of social psǇĐhologǇ. The “oĐial CogŶitiǀe TheoƌǇ ƌests oŶ BaŶduƌa͛s (1986) ŶotioŶ that a peƌsoŶ͛s 

functioning can be understood through the interdependency between personal, environmental, and 

behavioural factors.  

Overall, the IM attempts to enhance the understanding of human behaviour and contains factors that 

aƌe supposed to eǆplaiŶ a sigŶifiĐaŶt aŵouŶt of ͞variance in any given behavior͟ (Fishbein, 2008, p. 834). 

According to our understanding, the IM looks at two parts: Firstly, the grey variables in Figure 3 

determine the development and degree of intentions (Fishbein, et al., 2001a). In particular, Fishbein and 

Cappella (2006) propose to eǆaŵiŶe a peƌsoŶ͛s attitude, peƌĐeiǀed Ŷoƌŵs aŶd self-efficacy in order to 

clarify why the person has a positive or negative intention. While being a valid part of the IM, the 

intention formation is not key to our research, as it has been studied, in the precursor study of Hockerts 

(2015, 2017) in a slightly modified manner. In contrast, this research concentrates on the second part of 

the model, highlighted in blue in Figure 3. It depicts factors which affect the probability of individuals 

translating their intentions into behaviour (Fishbein, et al., 2001a). Intention, environmental factors, and 

skills and abilities are considered variables that are ͞necessary and sufficient for producing any behavior͟ 

(Fishbein, et al., 2001a, p. 5). Following this reasoning, individuals are most likely to engage in a certain 

behaviour if they have strong positive intentions, possess the required traits and capabilities to perform 

this activity, and if the environment is supportive, and/or not restrictive (Fishbein, 2000; Fishbein & 

Cappella, 2006). Generally, research focusing on this part of the IM is concerned with finding 

environmental barriers and facilitators, as well as personal characteristics which reduce or augment the 

probability of initiating a particular behaviour (Fishbein, et al., 2001a). HeŶĐe, seleĐtiŶg FishďeiŶ͛s (2000) 

IM as a theoretical framework for our study allows us to focus on the translation of social enterprise 

start-up intentions into subsequent behaviour, plus the influencing effects of environmental factors, and 

skills and abilities, to which we refer to as personal factors.  
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Figure 3: Fishbein's (2000, 2008) 'Integrative Model for Behavioural Prediction' (IM) 

 

According to Fishbein (2000), analysing a certain behaviour based on the IM can be particularly helpful 

in order to create effective interventions to promote or change a particular behaviour. Reviewing the 

current scientific literature reveals that the IM has been mainly adopted to better understand underlying 

beliefs and intentions, and then propose effective interventions to change or promote a certain 

behaviour. This is particularly the case in the areas of medicine and health, as the IM has been 

successfully applied to, for example, HIV prevention (Fishbein, et al., 2001b), eating and exercising 

(Middlestadt, 2012) and sleeping habits (Robbins & Niederdeppe, 2015).  

Furthermore, Fishbein (2000) notes that the intervention type depends on the result of the analysis. For 

example, a different type of intervention is required if an individual has no intention at all, compared to 

a situation in which an intention is formed, but the individual is not able to perform the intended 

behaviour. In this regard, Fishbein (2008) specifies that some people may find themselves unable to 

behave as intended due to lacking relevant capabilities or environmental obstacles, despite positive 

intentions. While if no intention has been formed, the intervention should address the particular belief 

systems, if the case is the latter, it may be necessary to create an intervention that targets skill 

development or eliminating environmental barriers (ibid.). Fishbein and Ajzen (2011) prompt future 

researchers to identify environmental factors and skills and abilities which may be most relevant for the 

specific behaviour studied. 
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Thus, it is these influencing factors that have to be taken into account in order to better predict behaviour 

(Fishbein & Ajzen, 2011). IŶ otheƌ ǁoƌds, the pƌeseŶt ƌeseaƌĐh dƌaǁs upoŶ FishďeiŶ͛s ;ϮϬϬϬ, ϮϬϬϴͿ 

framework to examine the social enterprise start-up intention-behaviour relationship. The IM 

contributes to this study by providing a testable framework and determining the scope of variables that 

could potentially influence the intention-behaviour relationship. More precisely, it narrows down our 

research focus to environmental and personality effects which may facilitate or impede the realisation 

of the social enterprise start-up intention. Thereby, our focus is to better understand the translation of 

intention into behaviour, and, hence, improve the TPB by accounting for influencing factors.  

We selected this theoretical framework to guide our research due to several reasons. First, according to 

Ajzen (2012, p. 11), the IM is ͞the dominant conceptual framework for predicting, [aŶd] eǆplaiŶiŶg […] 

human social behaviour͟. “eĐoŶd, the model is supposed to hold for any kind of behaviour (Fishbein, 

2000), even though it was mainly applied in the context of health-related behaviour and developed 

within Aids prevention research. Third, the IM unifies insights and variables from prior leading 

ďehaǀiouƌal theoƌies, suĐh as the T‘A, TPB aŶd ͚ “oĐial CogŶitiǀe TheoƌǇ͛ (Fishbein & Ajzen, 2011). Fourth, 

the respective theorists approved and agreed upon these general factors (Fishbein, 2008). Fifth, the 

model can be applied to any culture (Fishbein, 2000), which is a relevant requirement with regards to 

our global sample. Lastly, the IM allows our study to be consistent with Hockerts͛ ;ϮϬϭϱ, ϮϬϭϳͿ pƌeĐuƌsoƌ 

study which expanded on the TPB as well.  

IŶ ĐoŶĐlusioŶ, this studǇ ďuilds upoŶ FishďeiŶ͛s IM ǁhiĐh assuŵes that iŶdiǀiduals eŶgage iŶ a ĐeƌtaiŶ 

behaviour due to (a) their positive intentions, (b) the absence of environmental constraints, and (c) their 

relevant skills and abilities (Fishbein & Ajzen, 2011). This theoretical framework substantially shapes the 

direction of this study, resulting in the following research question:  

͚Do social enterprise start-up intentions lead to subsequent behaviour, and how do environmental 

and personal factors moderate this relationship?͛ 

2.1.4 Factors Influencing the Intention-Behaviour Relationship 

As outliŶed iŶ the seĐtioŶ ďefoƌe, FishďeiŶ͛s (2000) ͚IŶtegƌatiǀe Model foƌ Behaǀiouƌal PƌediĐtioŶ͛ ;IMͿ 

guides our research by providing a framework and suggesting the exploration of environmental and 

personal factors. The IM generally posits that the choice of these factors should depend on the behaviour 
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(Fishbein, et al., 2001a). This consideration, the Rubicon model, as ǁell as the ͚“oĐial CogŶitiǀe TheoƌǇ͛, 

which substantially influenced the IM (Fishbein, 1995), facilitate our search for potential environmental 

and personal factors, as follows:  

Environmental Factors 

͞[E]ntrepreneurs do not operate in vacuums – they respond to their environment͟ (Gartner, 1985, p. 700). 

This environmental influence on human behaviour is considered within the Social Cognitive Theory and 

may be crucial for both the decision-making process (Kachlami, 2014), and for behaviour initiation when 

starting a social enterprise. In fact, several researchers call for further investigating the significance of 

the environmental context within the field of social entrepreneurship (Bacq & Janssen, 2011; Haugh & 

Kitson, 2007; Littlewood & Holt, 2015).  

While Fishbein et al. (2001a, p. 10) ďƌoadlǇ desĐƌiďe the eŶǀiƌoŶŵeŶt as ͞factors that are external to the 

individual͟, oŶe keǇ authoƌ of the “oĐial CogŶitiǀe TheoƌǇ, Alďeƌt BaŶduƌa (1986), provides a more 

specific approach when considering the environment as an influence on human behaviour. Among other 

things, Bandura (1998) ƌefeƌs to ͚faĐilitatoƌs͛ aŶd ďaƌƌieƌs ǁhiĐh aƌe ͞the provision of new structures or 

resources that enable behaviours or make them easier to perform͟ (McAlister, et al., 2008, p. 174). 

AdaptiŶg aŶd puƌsuiŶg BaŶduƌa͛s thiŶkiŶg may be insightful to the translation of social enterprise start-

up intention into behaviour. FolloǁiŶg BaŶduƌa͛s distiŶĐtioŶ aŶd FishďeiŶ͛s (2000) IM, our focus is not to 

understand how to manipulate motivation, but to understand which environmental factors may 

constrain or facilitate social enterprise start-up behaviour. 

A wide-spread approach to account for the external environment is the institutional theory (Kachlami, 

2014). According to one of the key authors, North (1990, p. 3), ͞[i]nstitutions are the rules of the game 

in a society͟. TheǇ guide huŵaŶ ďehaǀiouƌ thƌough ŵeaŶs of ƌegulatioŶs, Ŷoƌŵs aŶd ǀalues (Scott, 2005). 

North (1990) and Scott (2005) use different terminologies to distinguish between distinct subsets of 

institutions. The first refers to formal institutions for written rules, and to informal institutions regarding 

societal conventions (North, 1990). In contrast, Scott (2005) distinguishes between (1) the regulative 

pillar, which involves national, legal regulations; (2) the normative pillar, which consists of societal 

obligations, values and norms; and, lastly, (3) the cognitive pillar, which relates to individual skills and 
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knowledge (Peng, et al., 2009). IŶ ĐoŵpaƌisoŶ, Noƌth͛s foƌŵal iŶstitutioŶs aŶd “Đott͛s ƌegulatiǀe pillaƌ aƌe 

ĐoŵpleŵeŶtaƌǇ, as aƌe Noƌth͛s iŶfoƌŵal iŶstitutioŶs aŶd “Đott͛s Ŷoƌŵatiǀe and cognitive pillars.  

The selection of the institutional theory to account for environmental factors is based on a myriad of 

reasons. Firstly, the institutional approach includes several dimensions of the external environment: 

political, economic, socio-cultural and legal aspects. Secondly, several researchers (Pathak & 

Muralidharan, 2016; Pathak & Muralidharan, 2018; Urbano, et al., 2010; Stephan, et al., 2015) emphasise 

that institutions actively shape, enable and restrict human behaviour through explicit and implicit action 

guideliŶes. ThiƌdlǇ, ͞SE [social entrepreneurship] is context embedded, which implies that the emergence 

and implementation of SE varies according to the socioeconomic and cultural environment͟ (Urban & 

Kujinga, 2017, p. 639). In this regard, some articles stress that institutions play a key role in social 

entrepreneurship as social entrepreneurs and their enterprises attempt to address unmet social needs 

(Ferri & Urbano, 2015). In fact, some researchers go as far as to consider the institutional context part of 

the nature of social enterprises, and, thus, incorporate it in the definition of social enterprises: As pointed 

out in Dacin et al. (2010, p. 46) ͞[s]oĐial ǀeŶtuƌes, ďǇ defiŶitioŶ, […] deal ǁith the iŶstitutioŶal ǀoids 

common to emerging or failed economies͟. IŶ additioŶ, the iŶstitutioŶal eŶǀiƌoŶŵeŶt is ĐoŶsideƌed highlǇ 

relevant for the social entrepreneurship field due to policies enabling the emergence of social enterprises 

(Roy, et al., 2015). Against this background, it seems relevant to examine whether institutions as part of 

an individual͛s suƌƌouŶdiŶgs eǆeƌt a suďstaŶtial iŶflueŶĐe oŶ the pƌoĐess of tƌaŶslatiŶg soĐial eŶteƌpƌise 

start-up intentions into behaviour.  

Despite the pƌopositioŶ that a peƌsoŶ͛s aĐtioŶs aƌe ŵoulded ďǇ foƌŵal aŶd iŶfoƌŵal iŶstitutioŶs (Stephan, 

et al., 2015), this research does not consider the effects of informal institutions, but only of formal, 

regulative institutions on the intention-behaviour relationship. This decision is based on the fact that 

informal institutions have already been studied and found significant as a predictor to social 

entrepreneurial intentions, as for example in Hockerts (2015, 2017), the precursor to this study. This 

leads us to assume that informal institutions may be more important when forming intentions (see IM, 

Section 2.1.3; see Rubicon model, Section 2.1.2), rather than when translating intentions into behaviour. 

On the other hand, it is yet to be demonstrated whether formal institutions affect either social enterprise 

start-up intention or the subsequent behaviour. Existing evidence suggests that government activism 

and rule of law does influence social entrepreneurship rates (Hoogendoorn, 2016; Stephan, et al., 2015), 
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yet, to date it has not been applied to intention or intention-behaviour studies within social 

entrepreneurship. Thereby, as part of our focus, we delve into the effects of formal regulative institutions 

further in the hypotheses, Section 2.2.3.  

Personal Factors 

͞People do not simply react to their immediate environment͟ (Bandura, 1986, p. 19). 

IŶ geŶeƌal, the “oĐial CogŶitiǀe TheoƌǇ aĐkŶoǁledges that a peƌsoŶ͛s ĐhaƌaĐteƌ ĐaŶ shape heƌ oƌ his 

behaviour (Bandura, 1986). Hence, we provide an oǀeƌǀieǁ of soŵe of the theoƌǇ͛s keǇ ĐoŶĐepts 

ƌegaƌdiŶg peƌsoŶal faĐtoƌs aŶd deĐide to fuƌtheƌ iŶǀestigate, ͚“elf-‘egulatioŶ͛ aŶd ͚IŵpleŵeŶtatioŶ 

IŶteŶtioŶs͛. The folloǁiŶg hǇpotheses seĐtioŶ theŶ ƌeǀeals the eǆaĐt ŵeasuƌes that ƌefleĐt these tǁo 

personal factors. 

Personal Factors within the Social Cognitive Theory 

The “oĐial CogŶitiǀe TheoƌǇ is ďased oŶ aŶ ͚ ageŶtiĐ͛ ǀieǁ of huŵaŶ fuŶĐtioŶiŶg, ǁhiĐh ŵeaŶs that huŵaŶ 

ageŶĐǇ desĐƌiďes a peƌsoŶ͛s poǁeƌ to aĐtiǀelǇ guide heƌ oƌ his ĐogŶitioŶ as ǁell as iŵpaĐt on her or his 

life and environment (Bandura, 1999; Bandura, 2012; Bandura, 2018). Thus, ͞[t]he huŵaŶ ŵiŶd is 

generative, creative, proactive, and self-reflective not just reactive͟ (Bandura, 1999, p. 156). As recently 

pointed out by Bandura (2018), human behaviour can be described through a multitude of determinants. 

However, within the Social Cognitive Theory, there are three particular personal factors: forethought, 

self-regulatory and self-reflective determinants. These are repeatedly investigated in academic papers, 

and closely linked to personal agency. 

Firstly, the majority of purposeful actions is steered by forethoughts (Bandura, 1986): Individuals are 

able to animate themselves through the means of plans, goals, or envisioning future outcomes (Bandura, 

2012; Bandura, 2018). Forethought can serve as guidance and provide a puƌpose to oŶe͛s aĐtioŶs aŶd is 

based, on the one hand, on goal aspirations and, on the other hand, on outcome expectations (Bandura, 

2018). However, both concepts refer to the intention formation, which is why forethoughts are not 

further investigated as a moderator to the social enterprise start-up intention-behaviour relationship.  

Secondly, another key concept of the Social Cognitive Theory is self-regulation (McAlister, et al., 2008) 

which is the capability to control behaviour (Bandura, 2012) and forms the foundation for purposeful 
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behaviour (Bandura, 1991; Bandura, 2012). The self-regulative mechanism includes developing personal 

staŶdaƌds aŶd ƌegulatiŶg oŶe͛s aĐtiǀities ďǇ ͚self-saŶĐtioŶs͛ ǁhiĐh iŶǀolǀe the ĐoŵpaƌisoŶ of the 

behaviour to personal standards (Bandura, 2018). The puƌpose of ͚self-saŶĐtioŶs͛ is to eŶsuƌe aŶ 

alignment between actions and moral standards. Thus, self-regulation entails several cognitive 

processes: (a) Self-ŵoŶitoƌiŶg oŶe͛s aĐtioŶs; ;ďͿ CoŵpaƌiŶg the ďehaǀiouƌ to oŶe͛s oǁŶ ŵoƌal staŶdaƌds; 

and (c) Self-reacting based on self-sanctioning in case the behaviour breaches these standards (Bandura, 

1986; Bandura, 1991; Bandura, 1999). Particularly, self-reactiveness connects the mind and its thoughts 

to subsequent behaviour as it determines appropriate activities, and stimulates and controls their 

enactment (Bandura, 2001). Thus, agents self-regulate their behaviour by conducting satisfying activities 

and refraining from those that lead to censure (Bandura, 2012).  

Moreover, self-regulation could be a relevant personal factor for overcoming the following difficulties of 

tƌaŶslatiŶg iŶteŶtioŶ iŶto ďehaǀiouƌ: ͞[G]etting started with goal striving, staying on track, calling a halt 

[to vain goals], and not overextending oneself͟ (Gollwitzer & Oettingen, 2011, p. 167). In addition, 

Heckhausen (2007) recognises that this personal factor is particularly useful for long-term goals, as these 

goals Đoeǆist ďesides a peƌsoŶ͛s daily obligations, and thus self-regulation has the potential to ensure 

refocusing on the long-term objective despite recurring distractions. Past research revealed that self-

regulation is an important aspect of purposeful behaviour, such as physical activity (Hagger, et al., 2010). 

In this regard, self-regulation could play a crucial role, i.e. by influencing the probability that individuals 

change their intentions before acting, and, thus, shed light on the intention-behaviour discrepancy.  

Thirdly, self-reflection is another cognitive determinant of human behaviour. Self-reflection refers to the 

pƌoĐess of thoƌoughlǇ thiŶkiŶg aďout aŶd ƌeǀieǁiŶg oŶe͛s ďehaǀiouƌ aŶd thoughts (Bandura, 2018). 

Based on reflecting on oneself, individuals assess the adequacy between their thoughts and actions, form 

an opinion, and, if necessary, attempt to improve. Within the Social Cognitive Theory, this personal factor 

is related to self-efficacy, which is defined as a peƌsoŶ͛s peƌĐeptioŶ aďout heƌ oƌ his peƌsoŶal aďilities to 

achieve a desired outcome (Bandura, 1999; Bandura, 2012). ͞Unless people believe they can produce 

desired effects by their actions, they have little incentive to act or to persevere in the face of difficulties͟ 

(Bandura, 2018, p. 133). Past research demonstrated that self-efficacy is an antecedent of social 

entrepreneurial intentions (Hockerts, 2017). As a consequence, this personal factor is not examined with 

regards to the intention-behaviour relationship.  
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Personal Factor of Planning 

To identify further key personal factors that may affect the intention-behaviour relationship, we turn for 

inspiration to the Rubicon model, delved into in section 2.1.2. As explained, the Rubicon model provides 

an overview of an iŶdiǀidual͛s pƌoĐess of tƌaŶslatiŶg iŶteŶtioŶs iŶto ďehaǀiouƌ. Particularly the concept 

of implementation intentions stands out as part of the volitional phase in this multi-stage model.  

Implementation intentions determine when, where and through which means a certain behaviour is 

enacted (Brandstätter, et al., 2001; Gollwitzer, 1993). Several health-related studies revealed that people 

ǁith iŵpleŵeŶtatioŶ iŶteŶtioŶs suĐh as ͞I intend to do y when situation z is encountered͟ (Gollwitzer & 

Brandstätter, 1997, p. 187) are more likely to pursue their goals effectively (Aarts, et al., 1999; Gollwitzer, 

1993; Sniehotta, et al., 2005b), especially when the aim is difficult (Brandstätter, et al., 2001; Gollwitzer 

& Brandstätter, 1997). Forming implementation intentions helps people realise their intentions (ibid.) 

and, hence, individuals could benefit from action planning.  

Generally, the propensity to plan is found to explain the intention-behaviour discrepancy (Conner, et al., 

2010). Lynch et al. (2010) define planning as the self-regulative process of specifying a set of actions in 

oƌdeƌ to ƌealise a paƌtiĐulaƌ oďjeĐtiǀe. PlaŶŶiŶg ĐaŶ ďe suďĐategoƌised iŶto ͚ĐopiŶg plaŶŶiŶg͛ aŶd ͚aĐtion 

plaŶŶiŶg͛ (Sniehotta, et al., 2005b). While coping planning refers to building strategies in order to deal 

ǁith eǆpeĐted ďaƌƌieƌs, aĐtioŶ plaŶŶiŶg is used iŶteƌĐhaŶgeaďlǇ ǁith Gollǁitzeƌ͛s ĐoŶĐept (1993) of 

implementation intentions. Thus, implementation intentions are a subcategory of planning and may 

comprise another relevant moderating personal factor to the social enterprise start-up intention-

behaviour relationship.  

In conclusion, we find the Social Cognitive Theory and the Rubicon Model to be insightful in order to 

deƌiǀe at ĐoŶĐƌete ĐoŶĐepts foƌ eŶǀiƌoŶŵeŶtal aŶd peƌsoŶal faĐtoƌs iŶ liŶe ǁith FishďeiŶ͛s (2000) IM. We 

draw on the Social Cognitive Theory, as it is one of the theories that significantly influenced the IM, and 

on the Rubicon model as it puts emphasis on behaviour as a volitional decision by which a person 

commits to a certain goal and strategy prior to acting. Overall, we derive at the concepts of: Institutions 

as a moderating environmental factor, and self-regulation and implementation intentions as moderating 

personal factors of the social enterprise start-up intention-behaviour relationship. 
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2.2 Hypotheses 
The main purpose of this chapter is to develop a conceptual model that can be tested statistically. 

Therefore, we first introduce the relevant terminology to build a causal model. Secondly, based on the 

concepts we derived at in the previous section: Institutions, self-regulation and implementation 

intentions, we now deduce concrete measures. Eventually, we arrive at our conceptual model which 

includes the eŶǀiƌoŶŵeŶtal faĐtoƌ of ͚IŶstitutioŶal “uppoƌt͛, as ǁell as the peƌsoŶal faĐtoƌs of ͚“elf-

CoŶtƌol͛ aŶd ͚Tiŵe PlaŶŶiŶg͛ as ŵodeƌatoƌs to the social enterprise start-up intention-behaviour 

relationship.  

2.2.1 Building a Conceptual Model 

To succinctly describe the theoretical framework, this section first delves into the differences between 

reflective and formative measurement models, and the meaning of items and constructs, which are the 

key building blocks of such models. Thereafter, the types of variables one can find within a causal model 

are explored and contrasted for further understanding of the subsequently built theoretical model. 

Reflective and Formative Models 

Within a measurement model, there are both items and constructs, while the structural model only looks 

at the relationships between the constructs, which are also known as variables (Diamantopoulos, et al., 

2008). We first look at the measurement model, the relationship between items and constructs. Each 

item is the resulting set of answers to one of the asked questions from our questionnaire. An overall 

construct is thereby the sum of the items which are meant to represent that said construct.  

Hoǁeǀeƌ, iteŵs aŶd ĐoŶstƌuĐts ĐaŶ ďe ͚ ƌefleĐtiǀe͛ oƌ ͚ foƌŵatiǀe͛, aŶd ďoth tǇpes of ƌelatioŶships aƌe ofteŶ 

present within a single model (see Figure 4). The main difference between these two types of 

relationships is that reflective items are caused by the construct, while formative implies that the items 

are producing the construct (Hair, et al., 2014b). This is esseŶtiallǇ the ͚diƌeĐtioŶ͛ of the ƌelatioŶship, 

either from construct to the item (reflective), or from the items to the construct (formative) (Garson, 

2016). Within our drawn measurement model, this is represented by the direction of the arrows as 

follows: 
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Figure 4: Distinction between Formative and Reflective Models 

 

It is important to understand the key differences between reflective and formative relationships, as the 

resulting constructs are fundamentally different, and as such analysed in their specific respective 

manners. 

Formative items are assumed to encompass the entire domain of the construct measured. As the 

construct only exists as a result of the items, it is a construct created as a result of the ƌeseaƌĐheƌ͛s 

interpretation (Colman, et al., 2008). As such, if a key item representative of the construct is not included, 

this may change the construct entirely (Diamantopoulos, et al., 2008). Items thereby should, as a rule, 

not be removed from a formative model, as this would be comparable to ignoring part of the construct 

(Hair, et al., 2014b). To evaluate formative item-construct relationships, statistical tests to assess 

convergent validity, collinearity and level of significance are conducted (Diamantopoulos, et al., 2008).  

Reflective items should theoƌetiĐallǇ ďe ƌepƌeseŶtatiǀe of ͚͚all possible items within the conceptual 

doŵaiŶ of a ĐoŶstƌuĐt͛͛ (Hair, et al., 2014b, p. 111). This means that reflective items should be highly 

correlated with one another, and thereby interchangeable, or even removable if necessary, without 

affecting the overall significance of the construct. This is because the construct itself exists, irrespective 

of the items used to reflect the variable (Colman, et al., 2008). As such, it is the approach used when 

ŵeasuƌiŶg ƌespoŶdeŶts͛ attitudes, ďeliefs or personality, meaning that practically all business research 

is built on reflective items (ibid).  

Within such models, reflective items are linked to their construct with a so-Đalled ͚loadiŶg͛, ǁhiĐh is the 

regression coefficient between an item and its construct. Reflective relationships are tested for statistical 
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ǀaliditǇ aŶd ƌeliaďilitǇ thƌough the use of ĐalĐulatioŶs suĐh as CƌoŶďaĐh͛s alpha, Composite Reliability, 

Average Variance Extracted, and other methods which will be expanded upon in Section 4 (Hair, et al., 

2014b). As reflective items are interchangeable and removable, they may be found to be internally 

inconsistent when tested statistically if they do not factor together sufficiently. The suggestion is to 

remove those items to result in a consistent constƌuĐt, also kŶoǁŶ as a ͚lateŶt ǀaƌiaďle͛. 

CoŶĐlusiǀelǇ, giǀeŶ that ǁe assuŵe ouƌ ĐoŶstƌuĐts do eǆist, aŶd that ǁe ask aďout ƌespoŶdeŶts͛ opiŶioŶs 

and personality, our model constructs are a result of reflective items. As such, the items used to reflect 

a latent variable have to correlate strongly together or can otherwise be deleted. 

Variables 

In research, variables are varying and measurable factors. Within a conceptual causal model, the types 

of variables one encounters include the independent, dependent and control variables, as well as the 

mediating and moderating variables. A causal model can be understood as having the underlying 

assumption that within the model, variations in one variable will cause changes in another (Wu & Zumbo, 

2008). 

Independent Variables 

The independent variable (IV) is a variable which is not influenced by any other variable within the model 

aŶd is hǇpothesised to Đause suďseƋueŶt ĐhaŶge iŶ the depeŶdeŶt ǀaƌiaďle. IŶ a ͚ Đause and effeĐt͛ ŵodel, 

the IVs ǁould ďe the supposed ͚Đause͛. 

Dependent Variables 

Dependent variables (DVs) are those that are influenced by the other variables within the model and are 

thereby presumed to respond to changes in the other variables (Hair, et al., 2014a, p. 2). The DV is the 

suďseƋueŶt ͚effeĐt͛ oďseƌǀed ǁithiŶ the fƌaŵeǁoƌk. 

Control Variables 

Control variables are independent variables which are not central to the study, yet cannot be ignored as 

they may have an effect on results. Typically, control variables used in the social sciences are aspects 

such as age, gender, minority status, or education (Shirokova, et al., 2016). To increase the internal 

validity of the study, such variables are thereby typically controlled for in a model, as these may provide 
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alternative explanations for the DV outcome. For example, a researcher investigating the relationship 

ďetǁeeŶ peoples͛ age aŶd height, ǁill haǀe to add ĐoŶtƌol ǀaƌiaďles ǁhiĐh Đould ƌelate to height, such as 

gender. 

Moderating and Mediating Variables 

Modeƌatoƌs aŶd ŵediatoƌs aƌe ďoth ͚͚theoƌies foƌ ƌefiŶiŶg aŶd uŶdeƌstaŶdiŶg a Đausal ƌelatioŶship͛͛ (Wu 

& Zumbo, 2008, p. 367), meaning they are separate variables which attempt to further understand the 

nuances within a causal relationship. They are based on two very different concepts which should be 

understood and not be misapplied (Garson, 2016), as the type of variable applied in a model affects the 

entire research and data analysis process. As such, we now explain with examples the differences 

between mediators and moderators, and our reasoning for investigating potential moderators of the 

intention-behaviour relationship. 

Figure 5: Distinction between Mediators and Moderators 

 

At the very basic level, we have a relationship (depicted as ͚a͛ in all three models of Figure 5) between 

the IV aŶd DV. As aŶ eǆaŵple, let͛s assuŵe that the IV is ͚gǇŵ ŵeŵďeƌship͛, aŶd the DV is ͚fat loss͛. We 

assuŵe that ͚a͛ is positiǀe, iŶdiĐatiŶg that aŶ iŶdiǀidual͛s fat peƌĐeŶtage deĐƌeases oŶĐe theǇ joiŶ a gǇŵ.  
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However, signing up to the gym does not automatically make an individual lose a few kilos. This is 

because the relationship is mediated ďǇ ͚eǆeƌĐise͛. Mediatoƌs, as shoǁŶ iŶ Model Ϯ ;Figuƌe 5), are an in-

between link in the cause- and effect-relationship, they explain why and how the IV affects the DV (Baron 

& Kenny, 1986). Within a simple full mediation model, it is thereby assumed that the IV causes the 

ŵediatoƌ, depiĐted as ƌelatioŶship ͚b͛ iŶ Model Ϯ, aŶd that the ŵediatoƌ suďseƋueŶtlǇ Đauses the DV, 

ƌelatioŶship ͚ c͛ (Wu & Zumbo, 2008). For our example case, the gym membership leads to exercise, which 

iŶ tuƌŶ leads to fat loss. It should ďe hoǁeǀeƌ Ŷoted that ŵediatoƌs do Ŷot ŶeĐessaƌilǇ haǀe to ďe ͚full͛ 

ŵediatoƌs, ďut ĐaŶ ďe ͚paƌtial͛ ŵediatoƌs. This siŵplǇ ŵeaŶs that the ǀaƌiaďle does, to soŵe eǆteŶt, aĐt 

as a mediator, but that the IV and DV still have a partially direct relationship.  

Moderators, also kŶoǁŶ statistiĐallǇ as aŶ ͚iŶteƌaĐtioŶ effeĐt͛, ŵodifǇ the diƌeĐtioŶ aŶd/oƌ stƌeŶgth of 

the ƌelatioŶship ďetǁeeŶ aŶ IV aŶd DV, ďetǁeeŶ the ͚Đause͛ aŶd ͚effeĐt͛ (Baron & Kenny, 1986). 

Essentially, a moderator specifies for whom, or when, an IV has a stronger or weaker effect on the DV 

(Wu & Zumbo, 2008). Within Model 3 of Figure 5, the effeĐt of the ŵodeƌatoƌ ͚b͛, affects the relationship 

͚a͛. Foƌ eǆaŵple, let͛s assuŵe that the IV is eǆeƌĐise, aŶd the DV is fat loss. This ƌelatioŶship is assuŵed 

to be positive, as one would think that exercise leads to a caloric deficit, and thus weight loss. However, 

we may find inconsisteŶt ƌesults ďeĐause the ƌelatioŶship is ŵodeƌated ďǇ ͚ĐaloƌiĐ iŶtake͛. CaloƌiĐ iŶtake 

can make the relationship between exercise and fat loss weaker or stronger, as if no overall caloric deficit 

is created through exercise, there is no fat loss. 

In line with our aim, we respond to previous calls in the academic literature to test variables which affect 

the intention-behaviour relationship strength (Fishbein & Ajzen, 2011; Sheeran, 2002). Our theoretical 

framework, steŵŵiŶg fƌoŵ FishďeiŶ͛s ;ϮϬϬϬ, ϮϬϬϴͿ IM, states that ͞a peƌsoŶ […] [ŵaǇ iŶteŶd] to peƌfoƌŵ 

a given behaviour but when attempting to do so may find that he or she does not have the necessary 

skills or abilities or may encounter unanticipated barriers or environmental constraints.͟ (Fishbein, 2008, 

p. 838). Hence, it is moderators which we apply within our conceptual model, and in particular 

environmental and personal factors which may moderate the social enterprise start-up intention-

behaviour relationship. We are thereby not lookiŶg at poteŶtial ŵediatiŶg ǀaƌiaďle ͚liŶks͛ ǁhiĐh eǆplaiŶ 

why or how intention influences behaviour.  
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2.2.2 The Intention-Behaviour Relationship 

As described in the literature review, the TRA, TPB and IM posit that intention predicts behaviour (Ajzen, 

2012; Fishbein, 2007), forming the starting point of this thesis. So far however, no researcher has ever 

examined the intention-behaviour relationship within the social entrepreneurial context. Despite its 

principal tenet, TPB has solely been applied to social entrepreneurial intentions, suĐh as iŶ HoĐkeƌts͛ 

(2015, 2017) study. As Shinnar et al. (2017, p. 63) note, intentions and their ͞antecedents are only 

important if they lead to meaningful outcomes, that is, start-up behaviours͟. HeŶĐe, this ƌeseaƌĐh is Ŷoǀel 

and overdue for the social entrepreneurship discipline.  

WithiŶ otheƌ sĐieŶtifiĐ fields, “heeƌaŶ͛s (2002) meta-analysis finds a moderate relationship between 

intentions and subsequent behaviour, indicating that the stronger a peƌsoŶ͛s iŶteŶtioŶs, the higheƌ the 

likelihood of taking respective actions (Kautonen, et al., 2015). Besides classifying intention as a predictor 

of behaviour, further meta-analyses (Rhodes & Dickau, 2012; Webb & Sheeran, 2006) ĐoŶĐlude that ͞a 

medium-to-large-sized ĐhaŶge iŶ iŶteŶtioŶs led to […] a sŵall-to-medium-sized change in behaviour͟ 

(Sheeran & Webb, 2016, p. 3). For example, Sheeran (2002) shows that overall, intentions on average 

account for 28% of the variance in behaviour for the included studies. This is similarly echoed by the 

findings of Armitage & Conner (2001), whose meta-analyses of intention-behaviour studies results in a 

22% average variance explained.  

Hoǁeǀeƌ, iŶteŶtioŶ͛s aďilitǇ to pƌedict behaviour varies from field to field. Most of the studies within the 

intention-behaviour field included in these meta-analyses are simple single acts, such as exercising or 

takiŶg oŶe͛s ŵediĐatioŶ. IŶ this ƌespeĐt, “heeƌaŶ et al. (2003) propose that the probability of intentions 

resulting in behaviour is higher for easily performed tasks (Sheeran & Webb, 2016). In contrast, creating 

a new social venture can be considered a large and complex goal, which is why there is reason to expect 

a weaker intention-ďehaǀiouƌ ƌelatioŶship Đoŵpaƌed to “heeƌaŶ͛s (2002) results. Another consideration 

is the time interval between the measurement of intention and behaviour. In regard to our study, almost 

four years passed between measuring intentions in 2014, and the corresponding action in 2018. As 

Shirokova et al. (2016) point out, the larger the time difference, the higher the probability of unexpected 

events changing the initial intention, and the less variance the original intentions explain. 
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For a better comparison, we refer to results obtained by recent intention-behaviour research within 

commercial entrepreneurship. For example, Shirokova et al. (2016) find intention to account for 9.9% of 

subsequent action with a one-year time interval between entrepreneurial intention and behaviour 

measurement. Furthermore, Van Gelderen et al. (2015) find that entrepreneurial intention alone 

accounts for 13% of the variance in start-up behaviour with a three-year time interval. Thereby, we 

assume that social enterprise start-up intentions explain a similar amount of the variance in behaviour. 

In conclusion, the TRA, TPB and IM and past academic research, including from the field 

entrepreneurship, determine that intention does predict behaviour, and so we hypothesise that:  

H1. Social enterprise start-up intentions significantly predict subsequent behaviour.  

2.2.3 Environmental Factor of Institutional Support 

As part of the literature review on environmental factors, we explained and justified our focus on formal, 

regulatory institutions. To date, there is an on-going debate within the academic community regarding 

their effects on social eŶtƌepƌeŶeuƌship. FiƌstlǇ, the ͚iŶstitutioŶal support͛ perspeĐtiǀe claims supportive 

institutions can help social enterprise start-ups through the provision of resources, while also making the 

process of legitimising a start-up both easier and cheaper (Korosec & Berman, 2006; Stephan, et al., 2015; 

Zahra & Wright, 2011). “eĐoŶdlǇ, theƌe is the ͚iŶstitutioŶal ǀoid͛ ǀieǁ, which sees social enterprises as 

arising due to gaps in their governments provisions, so as to cater to the unmet needs of society (Dacin, 

et al., 2010; Stephan, et al., 2015).It has widely been accepted that formal institutions can have both a 

supportive and hindering role in commercial entrepreneurship.  

Generally, having a government which is supportive of entrepreneurship means stability, access to 

resources and support, and ease of legalisation (Bruton, et al., 2010). The ͚iŶstitutioŶal support͛ ǀieǁ 

thereby implies that social enterprises and governments work together to achieve social goals, and that 

a strong government can make more resources available for social enterprises pursuing their mission 

(Santos, 2012). 

Unsupportive or weak governments, on the other hand, increase the uncertainty and risk for 

entrepreneurs, and may create entry or expansion barriers, such as making the legislative process overly 

long and complicated (Bruton, et al., 2010; Mair & Marti, 2009). Findings such as that from Djankov et 
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al. (2002) and Stephan et al. (2015) support the ͚iŶstitutioŶal ǀoid͛ view. For example, DjaŶkoǀ et al.͛s 

(2002) data shows that countries where business regulations made it a slow and difficult process to start-

up social enterprises were more likely to have high levels of corruption and informal economies. Stephan 

et al. ;ϮϬϭϱͿ pƌeseŶt a paƌtiĐulaƌlǇ iŶteƌestiŶg Đase, as theǇ test ďoth the paƌadoǆiĐal ͚iŶstitutioŶal 

suppoƌt͛ aŶd ͚iŶstitutioŶal ǀoids͛ theoƌies thƌough the use of pƌoǆies. TheǇ fiŶd a positiǀe ĐoƌƌelatioŶ 

between government activism and social enterprise activity, meaning that the statistical evidence 

points towards the institutional support view.   

IŶ additioŶ, PuuŵalaiŶeŶ et al.͛s (2015) study points towards the need for formal institutions: Their 

results indicate that institutional voids or unmet societal needs do not correlate with more social 

enterprise start-ups unless the formal institutions are sufficiently established and developed. 

Furthermore, Urbano et al. (2010) conclude that regulatory, financial support facilitates the 

implementation of social enterprises. The view that a favourable formal environment can promote and 

encourage social enterprise start-ups is eĐhoed ďǇ EstƌiŶ et al.͛s (2013a) research, which indicates that 

stƌoŶg pƌopeƌtǇ ƌights eŶaďle soĐial eŶteƌpƌises͛ ŵaƌket eŶtƌǇ. HoogeŶdooƌŶ (2016) complements this 

by verifying that the relative number of social enterprises positively correlates with high public spending, 

safe property rights and a dependable law system. Against the backdrop of these findings, which suggest 

that institutions are able to promote, provide resources for and support social enterprise start-ups, we 

are inclined to take a positive view. Hence, we expect and hypothesise that:  

H2a. Perceived availability of institutional support positively moderates the social 

enterprise start-up intention-behaviour relationship.  

2.2.4 Personal Factor of Self-Control 

As outlined in the literature review, the Social Cognitive Theory considers self-regulatory capabilities as 

a particularly important personal factor. Furthermore, Hagger et al. (2010) point out that the intention-

behaviour disĐƌepaŶĐǇ Đould ďe eǆplaiŶed ďǇ a peƌsoŶ͛s degƌee of self-regulation.  

Generally, academic researchers disagree on delineating the concept of self-regulation from self-control 

(Murtagh & Todd, 2004; vanDellen, et al., 2012). Some consider it as two distinct concepts (Hanfstingl, 

et al., 2010; Kuhl & Fuhrmann, 1998), while others use the terms interchangeably (Baumeister, et al., 

1998; Muraven, et al., 1999). Foƌ iŶstaŶĐe, Kuhl aŶd FuhƌŵaŶŶ͛s (1998) volition theory posits self-



2. THEORETICAL BACKGROUND 

40 

 

regulation and self-control as two distinct types of volition with different functions. The authors describe 

self-ƌegulatioŶ as a ĐoŶĐept of ͚self-ŵaiŶteŶaŶĐe͛, iŶ ǁhiĐh a peƌsoŶ͛s aĐtioŶs aƌe aligŶed ǁith its self iŶ 

terms of inner principles, experiences and desires. In contrast, self-ĐoŶtƌol is depiĐted as ͚goal 

ŵaiŶteŶaŶĐe͛ aŶd, thus, ƌelates to eǀaluatiŶg faĐts, eŶaĐtiŶg plaŶs aŶd sustaiŶiŶg goals (Hanfstingl, et 

al., 2010).  

In this paper, both terms are distinguished as well, nevertheless, self-control is seen as a subcategory of 

self-regulation (Baumeister, et al., 2007). Thereby, vaŶDelleŶ et al.͛s (2012) view is adopted. Self-

ƌegulatioŶ ĐaŶ ďe desĐƌiďed as ͞aŶ iŶdiǀidual͛s aďilitǇ to diƌeĐt oƌ ĐoŶtƌol theiƌ ďehaǀiouƌ͟ (Van Gelderen, 

et al., 2015, p. 660). Self-control, being a subset of self-ƌegulatioŶ, is defiŶed as ͞a conscious process in 

which people are aware that they are doing something they would not like to do or not doing something 

they would like to do͟ (vanDellen, et al., 2012, p. 898). VaŶDelleŶ et al.͛s (2012) distinction is applied due 

to two reasons. Firstly, it allows to focus only on conscious behaviour, which can be assumed to hold for 

social enterprise start-up activities. Secondly, doing something even though it was initially undesired 

ƌeseŵďles to a ĐeƌtaiŶ degƌee “heeƌaŶ͛s (2002) category of disinclined actors, who act even though they 

previously did not have the intention. Similarly, refrainiŶg fƌoŵ a desiƌed ďehaǀiouƌ ƌeseŵďles “heeƌaŶ͛s 

(2002) inclined abstainers, who refrain from acting despite their positive intentions. Therefore, it seems 

as if self-control could accurately target the intention-behaviour discrepancy and, thus, be an important 

variable within this research.  

Traditionally, self-control is treated as a relatively static personal factor within psychology (Rabinovich & 

Webley, 2007). Although some research suggests that this factor can be improved through training 

(Elster, 1977; Rabinovich & Webley, 2007), we consider self-control as a static variable, in line with the 

traditional psychological view. Self-control is now measured in t2 based on the assumption that it is 

relatively stable and has not varied in the 4 years since t1. 

With regards to translating intention into behaviour, considering that individuals struggle to act upon 

their intentions and rather procrastinate (Brandstätter, et al. 2001), self-control could play an important 

role, especially for aims entailing sacrifices (Van Gelderen, et al., 2015). As such, Van Gelderen et al. 

(2015) point out that it is self-control ensuring that intention does not remain a wish. In fact, the 

likelihood to effectively enact a specific behaviour is higher if a person is able to self-control her or his 
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action (Mullan, et al., 2013). This in turn means that a lack of self-control may be one reason why a person 

is unable to enact an intended behaviour (Baumeister & Heatherton, 1996; Hagger, et al., 2010).  

Several papers investigate the effects of strong self-control, which is found to positively moderate health-

related intention-behaviour relationships, such as the intake of vitamin and mineral supplements (Allom, 

et al., 2018), physical activity (Pfeffer & Strobach, 2017), healthy snack consumption (Weijzen, et al., 

2009), and dieting, exercising and smoking (Schroder & Schwarzer, 2005). Other researchers indicate that 

students with higher self-control achieve better grades in school (Mischel, et al., 1988; Shoda, et al., 

1990; Tangney, et al., 2004) and at university (Wolfe & Johnson, 1995). Furthermore, research from the 

entrepreneurship field shows that the higher the degree of self-control, the higher the likelihood of 

translating the intention to create a new venture into corresponding behaviour (Van Gelderen, et al., 

2015). Theƌefoƌe, ǁe eǆpeĐt that the higheƌ a peƌsoŶ͛s self-control, the stronger the social enterprise 

intention-behaviour relationship. 

H2b. Self-control positively moderates the social enterprise start -up intention-

behaviour relationship.  

2.2.5 Personal Factor of Time Planning 

As mentioned in the literature review, academic evidence suggests that planning in general, and 

implementation intentions in particular, are important for translating intentions into subsequent 

behaviour and goal realisation (Conner, et al., 2010; Gollwitzer & Sheeran, 2006). In t2, we determine 

ouƌ ƌespoŶdeŶts͛ soĐial eŶteƌpƌise staƌt-up behaviour. As a consequence, measuring implementation 

intentions now would mean to test this construct retrospectively. Generally, retrospective studies run 

the risk of being biased (Everitt, 2007) due to theiƌ depeŶdeŶĐe oŶ ƌespoŶdeŶts͛ ŵeŵoƌies of past 

events, and, thus, generate less reliable results than prospective study designs (Agresti & Franklin, 2013). 

The more time passes after the occurrence of the event, the more likely it is that respondents remember 

events incorrectly (Hassan, 2005). For example, it has been shown that one year after an event, people 

already forget 20% of the core details (Bradburn, et al., 1987). In order to prevent this so-Đalled ͚ƌeĐall 

ďias͛, ǁe ƌefƌaiŶ fƌoŵ testiŶg iŵpleŵeŶtatioŶ iŶteŶtioŶs ƌetƌospeĐtiǀelǇ to eŶsuƌe a ƌeseaƌch design with 

high internal validity.  
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Nevertheless, due to the well-recognised importance of the effect of implementation intentions on the 

intention-behaviour relationship (Aarts, et al., 1999; Gollwitzer & Sheeran, 2006), we decide to test time 

planning as a ŵodeƌatoƌ. Tiŵe plaŶŶiŶg Đould ďe ƌegaƌded as the ͞when͟ deteƌŵiŶaŶt of 

implementation intentions. According to the study of Lynch et al. (2010), it can also be considered as a 

proxy of implementation intentions as they are found to strongly correlate together. Moreover, time 

planning can be tested with the t2 dataset as a personal capability. As opposed to self-control, time 

management is not a static factor, but can be trained and developed (Inyang & Enuoh, 2009). If it proves 

to be statistically significant, this factor could be introduced into social entrepreneurial university courses 

to eŶhaŶĐe studeŶts͛ tiŵe plaŶŶiŶg Đapaďilities, aŶd thus potentially fostering the translation of social 

enterprise start-up intentions into behaviour. 

In this study, time planning, or time management, is defined as the self-ƌegulated atteŵpt to use oŶe͛s 

time in a subjectively efficient manner in order to obtain intended outcomes (Kleinmann & König, 2018). 

Most importantly, this definition includes a goal orientation as it is concerned with how individuals 

address and achieve their goals within a given period of time (ibid). This means one determines when or 

in which order to conduct one or several activities; however, it does not imply the need to write down 

the time frame for each activity (Theurer, 2014). For long-term time planning, such as in the case of 

starting-up a social enterprise, it is more important to set goals than to determine the single activities 

(ibid.).  

Moreover, studies show the relevance of time planning in the achievement of goals. For example, 

Crossman (2016) determined time planning as a relevant factor to achieve the goal of health-related 

behaviour change. In addition, planning was found to moderate the intention-behaviour relationship 

within the field of physical activity (Norman & Conner, 2005). So far however, time planning has not been 

tested regarding its impacts on the social enterprise start-up intention-behaviour relationship. Since 

individuals tend to procrastinate after having developed a certain goal intention (Brandstätter, et al., 

2001), time planning has the potential to ensure the initiation of the intended social enterprise start-up 

behaviour.  

Since time often is considered a valuable and limited resource, time management becomes a highly 

necessary personal factor and enables one to spend time efficiently (Inyang & Enuoh, 2009). Generally, 
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time planning has been investigated as a self-regulatory behaviour change strategy (Olander, et al., 2013; 

Silfee, et al., 2016), as a key factor for successful leadership (Fatoki, 2014), and as an important quality 

of successful entrepreneurs (Duchesneau & Gartner, 1990; Inyang & Enuoh, 2009). Based on these 

insights, we derive that a high propensity to plan time supports the translation of social enterprise start-

up intention into behaviour, and, therefore, we expect that: 

H2c. Time-planning positively moderates the social enterprise start-up intention-

behaviour relationship. 

2.2.6 Control Variables 

As mentioned in the beginning of this chapter (Section 2.2.1), the control variables are those which are 

not central to the study, but may affect the results, and thereby should be controlled for. Through a 

ƌeǀieǁ of the liteƌatuƌe, the iŵpoƌtaŶĐe of aŶ iŶdiǀiduals͛ gender, age and education level on their 

entrepreneurial propensity was highlighted. 

One of the variables most controlled for in entrepreneurship studies is gender. This is because 

traditionally, women have been found to have lower general entrepreneurial intentions than men 

(Joensuu, et al., 2013; Schlagel & Koenig, 2014), and are subsequently less likely to engage in 

entrepreneurial activities (Langowitz, et al., 2005; Kelley, et al., 2017). However, the Global 

Entrepreneurship Monitor (GEM) 2009 study on social entrepreneurship indicates that although men are 

more likely to engage in social entrepreneurial activities than women worldwide, this gap is smaller than 

for commercial enterprise start-ups (Terjesen, et al., 2012, p. 21). Indeed, this same study found that in 

some countries, such as Malaysia, Iceland and Argentina, women are actually more likely than men to 

start a social enterprise. In contrast, men are more likely than women to engage in commercial 

entrepreneurial activity in each and every country included in the GEM studies (Langowitz, et al., 2005). 

Furthermore, according to the precursor to this study, no significant differences in social entrepreneurial 

intentions were found between men and women (Hockerts, 2017). This indicates that although gender 

might have an effect on the rates of social enterprise start-up activity, and should be controlled for, the 

gender gap will most likely be less pronounced than would be expected within commercial 

entrepreneurship.  
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The second controlled variable is that of age, as it is found to be one of the most statistically significant 

determinants of entrepreneurial activity (Van Gelderen, et al., 2015). In general, research points towards 

aŶ iŶǀeƌted ͚u-shaped͛ ƌelatioŶship ďetǁeeŶ aŶ iŶdiǀidual͛s age, and their likelihood to both intend to 

(Schlagel & Koenig, 2014), and eventually start, an enterprise (Kautonen, et al., 2015; Levesque & Minniti, 

2006). EsseŶtiallǇ, aŶ iŶdiǀidual͛s pƌopensity to engage in start-up activities increases each year until the 

entrepreneurial peak of 35-44, and then gradually decreases (Levesque & Minniti, 2006). This is because 

the perceived feasibility of starting-up a venture is lower, and increases as one gets older and gathers 

experiences (Kautonen, et al., 2015). By the time individuals reach their mid-30s, they are more likely to 

enact their entrepreneurial intentions due to their higher knowledge and determination, plus having 

larger networks to draw from (Shirokova, et al., 2016). The reason for the downturn in entrepreneurship 

after the age of 45 is theorised to be due to a change in the opportunity costs, as peak income levels are 

typically reached around this age. Thereby, leaving a steady job for a start-up entails a higher risk than 

before, and is thereby a less attractive opportunity (Kautonen, et al., 2015).  

In regards to social entrepreneurship, some scholars find the same u-shaped relationship (Estrin, et al., 

2013a), while others find evidence that the typical social entrepreneur will engage in start-up activities 

at a younger age than their commercial counterparts (Lepoutre, et al., 2013; Van Ryzin, et al., 2009). 

Indeed, according to the GEM study on social entrepreneurship, the group most likely to start-up a social 

enterprise is those aged 25 to 34, followed by those between the ages of 35 and 44 (Terjesen, et al., 

2012). In fact, their findings suggest that the youngest individuals surveyed, those aged 18 to 24, are the 

gƌoup ŵost likelǇ to ďe iŶǀolǀed iŶ soĐial eŶteƌpƌises ǁithiŶ ͚iŶŶoǀatiǀe eĐoŶoŵies͛, suĐh as iŶ the U“A 

or Switzerland. Thus, although the evidence appears to be rather conflicting as to which age groups are 

most likely to be involved in a social enterprise start-up, age does determine social entrepreneurial 

activity to some extent, and therefore should be controlled for in the study. 

LastlǇ, ǁe use ouƌ ƌespoŶdeŶt͛s education level as a final control variable. Within social 

entrepreneurship, it has been found that the higher the level of education, the more likely it is that the 

individual will engage in social enterprise start-up activities (Estrin, et al., 2013a; Van Ryzin, et al., 2009). 

This is again supported by the social enterprise-specific GEM study which finds a strong correlation 

ďetǁeeŶ aŶ iŶdiǀidual͛s leǀel of eduĐatioŶ aŶd theiƌ pƌopeŶsitǇ to ďe iŶǀolǀed iŶ a soĐial eŶteƌpƌise staƌt-
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up (Terjesen, et al., 2012). OŶe aƌguŵeŶt foƌ this is that eduĐatioŶ iŵpƌoǀes oŶe͛s skills, Ŷetǁoƌk, aŶd 

ability to identify and exploit business opportunities (Kautonen, et al., 2015).  

2.2.7 Visual Representation of the Final Conceptual Model 

To suŵŵaƌise, ǁe hǇpothesise that ͚IŶstitutioŶal “uppoƌt͛, ͚“elf-CoŶtƌol͛ aŶd ͚Tiŵe PlaŶŶiŶg͛ ŵodeƌate 

the social enterprise start-up intention-behaviour relationship. Due to our literature review, we assume 

the moderation effects to be positive, and thereby increase the variance explained in behaviour. The 

final conceptual model that we aim to test through our research is thereby shown as: 

Figure 6: Our Final Conceptual Model  

 

3 Methodology 
The methodology chapter explains the development of the study based on our philosophical point of 

view, our research aim and objectives. The first few sections shape this research by determining 

methodological decisions, such as the decision to follow a mainly deductive research approach, and to 

pursue an explanatory research design. These sections are followed by outlining how we construct a 

longitudinal study following-up on Hockerts͛ (2015, 2017) research and a reflection on the importance 

of a reliable and valid data collection approach which ensures the reliability and validity of our final 

results. Finally, we delve into our quantitative data collection method, detailing our pilot study, and the 

final questionnaire with its relevant items. Overall, the present chapter reveals the concrete path 

selected to find empirical answers to our research question of ͚Do social enterprise start-up intentions 

lead to subsequent behaviour, and how do environmental and personal factors moderate the 

relationship?͛ 
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3.1 Philosophy of Science 
The following section outlines the philosophical point of view which underlies this research. First of all, a 

brief introduction to philosophy of science in general is provided. Secondly, we adopt the scientific realist 

view, explain its belief system, and how its philosophical assumptions impact this research.  

Philosophy of science describes the view taken when approaching scientific research. Thus, the 

philosophical perspective guides the knowledge development and determines what theory and science, 

and in particular, existence and reality, as well as knowledge and truth are according to that approach 

(Bechara & Van de Ven, 2007; Lane, 1996; Saunders, et al., 2016). These philosophical assumptions tend 

to direct research (Hunt, 2018; Ladyman, 2002) aŶd help to ƌefleĐt oŶ oŶe͛s oǁŶ ideas aŶd teŶets (Kuada, 

2012; Lane, 1996). Moreover, philosophy of science shapes research in terms of the research questions, 

the problem formulation, theories, research methods (Pedersen, 2005; Saunders, et al., 2016) and, lastly, 

the understanding and justification of the results (Lane, 1996). 

The present study is based on a scientific realist point of view, which is nowadays the leading 

philosophical approach, and stems from realism (Haig, 2013). Scientific realism represents the belief 

that: ;ϭͿ Theƌe is a ǁoƌld eǆteƌŶal to, aŶd iŶdepeŶdeŶt of, the iŶdiǀidual͛s ŵiŶd; ;ϮͿ TheoƌǇ is aďle to 

describe approximate truth (Bechara & Van de Ven, 2007); and (3) Observable, as well as unobservable 

objects, such as molecules or bacteria, exist within the world (Devitt, 2007; Haig, 2013; Lane, 1996).  

The first assumption implies that a peƌsoŶ͛s ĐogŶitioŶ aŶd eǆpeƌieŶĐe does Ŷot affeĐt oƌ deteƌŵiŶe the 

ǁoƌld͛s eǆisteŶĐe. EǀeŶ ǁithout huŵaŶ ďeiŶgs oŶ the plaŶet aŶd theiƌ ĐapaĐitǇ to peƌĐeiǀe e.g. a taďle, 

the object is nevertheless there, and hence exists (Ladyman, 2002). IŶ otheƌ ǁoƌds, ͞there is only one 

true […] realitǇ eǆperienĐed ďǇ all […] aĐtors͟ (Saunders, et al., 2016, p. 128).  

The second statement on the beliefs of scientific realism refers to the view that science is only able to 

provide theoretical and empirical statements which approximate the truth (Chakravartty, 2007; 

Saunders, et al., 2016). This assuŵptioŶ ƌelates to sĐieŶtifiĐ ƌealisŵ as ͞the only philosophy that does not 

make the success of science a miracle͟ (Chakravartty, 2007, p. 4). In the academic literature, this is 

laďelled the ͚Ŷo-ŵiƌaĐles aƌguŵeŶt͛, ƌeasoŶiŶg that the suĐĐess of sĐieŶtifiĐ theoƌies is attƌiďuted to the 

fact that they reflect at least approximate truth, otherwise their success could only be described as a 

miracle (Lyons, 2016, p. 564). AgaiŶst this ďaĐkdƌop, sĐieŶtifiĐ ƌealists ĐoŶsideƌ the ͚Ŷo-miracles 
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aƌguŵeŶt͛ as the ďest eǆplaŶatioŶ of a theoƌǇ͛s suĐĐess. Moƌeoǀeƌ, this philosophǇ aĐkŶoǁledges that 

science may produce right or false statements about phenomena, which is a driving force to proceed 

with research (Hunt, 2018; Psillos, 1999; Wight & Joseph, 2010). Scientific realists consider latest theories 

as a point of departure for research, even though their only purpose may be to disprove them (Wight & 

Joseph, 2010). Thus, despite the purpose of science to produce knowledge, no one can know the truth 

with absolute certainty (Hunt, 2018). NoŶetheless, ͞ mature and predictively successful scientific theories 

[are viewed] as well-confirmed and approximately true of the world͟ (Psillos, 1999, p. xvii).  

Lastly, the third tenet of scientific realism helps to differentiate it from other philosophies. Scientific 

realists believe in the existence of both observable and unobservable entities. In contrast, other 

philosophies accept solely the existence of the observable, considering the unobservable as fictious and 

regard theories about the unobservable as a mere instrument to better grasp the observable entity 

(Bechara & Van de Ven, 2007; Mäki, 1984). 

The scientific realist point of view impacts and guides our research substantially. Firstly, scientific realism 

is one of three main philosophies of science concerned with psychology. Therefore, it is coherent with 

our focus on the intention-behaviour relationship and the selected social cognition models, such as TPB 

aŶd FishďeiŶ͛s (2000) ͚IŶtegƌatiǀe Model foƌ Behaǀiouƌal PƌediĐtioŶ͛ ;IMͿ. “eĐoŶdlǇ, sĐieŶtifiĐ ƌealists 

attempt to explain causal entities underlying behaviour (Cherryholmes, 1992; Lane, 1996). This is key to 

our research, as the selected moderators are examined as causal entities, so as to clarify the discrepancy 

between social enterprise start-up intentions and behaviour. In this context, scientific realism focuses on 

structural forces and their explanatory power. Hence, according to this philosophical angle, scientific 

findings should, among other things, explain and identify effects and mechanisms of observed events, 

but not predict or generate universal laws (Lane, 1996; Wight & Joseph, 2010). Thirdly, scientific realism 

considers contextual factors, such as institutions, as mechanisms and explanations for why individuals 

act upon their goals (Lane, 1996). Thus, this view supports the inclusion of a framework that takes 

situatioŶal faĐtoƌs iŶto aĐĐouŶt ǁheŶ eǆplaiŶiŶg ďehaǀiouƌ, suĐh as FishďeiŶ͛s IM.  

3.2 Research Aims and Objectives 
This section clarifies the aim and objectives which should be fulfilled at the end of the data collection and 

aŶalǇsis. The ƌeseaƌĐh ƋuestioŶ, plus the ƌeseaƌĐh aiŵ aŶd oďjeĐtiǀes seƌǀe as the ͚ƌed thƌead͛ to this 
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study, guiding the development of the research design, methods and instruments. While the aim 

represents the overall purpose and mission of this study, the objectives set the concrete steps of the 

research process and specify how to achieve the aim (Kumar, 2014; Saunders, et al., 2016). In accordance 

with Saunders et al. (2016), the research aim maps out the subject of the study, and, thus, is 

complementary to the research question: 

The aim of this thesis is to analyse whether social enterprise start-up intentions lead to subsequent 

behaviour, and how environmental and personal factors moderate this relationship.  

To ensure the realisation of the overall aim, respective objectives are required to provide specific and 

relevant actions to clarify the overall research process and finally answer the research question 

(Saunders, et al., 2016). Our objectives are to:  

(1) Identify whether social enterprise start-up intentions predict behaviour within our sample;  

(2a) Assess whether specific environmental factors moderate this intention-behaviour relationship;  

(2b) Assess whether specific personal factors moderate this intention-behaviour relationship;  

(3) Draw conclusions for practice and theory on how to facilitate the translation of social enterprise 

intentions into subsequent behaviour. 

3.3 Research Approach and Design 
This section describes the approach of the study based on the research aim and the type of knowledge 

which we intend to generate.  

According to Flyvbjerg (2006), the main purpose of science is to develop knowledge. Generally, there are 

different ways of approaching and initiating scientific research. One is the inductive research approach, 

which explores a certain field by starting with specific observations through data collection, and then 

generating general theories or frameworks based on the data findings (Saunders, et al., 2016).  

In the present study however, we deploy a primarily deductive approach which some researchers refer 

to as the ͞hypothetico-deductive method͟ (Kuada, 2012, p. 74). A deductive approach implies that the 

current academic literature determines the research topic or field (Saunders, et al., 2016), and existing 

theories induce the hypotheses to be tested (Kuada, 2012). This holds true for the beginning of our 

research, where we develop specific hypotheses based on the general existing knowledge (Saunders, et 
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al., 2016). After the data analysis, we however change the perspective to a certain degree by critically 

discussing our findings against the backdrop of existing theories. Thereby, we attempt to understand 

why our sample shows certain causal relations. This means we go beyond the general process of a 

deductive approach, as it usually only involves the confirmation or rejection of a theory based on the 

research outcomes (Blaikie, 2010).  

One of the properties of the deductive approach is that it typically attempts to understand causal models 

(Saunders, et al., 2016). In this regard, this study is concerned with the causal link between intention and 

ďehaǀiouƌ, aŶd hoǁ its disĐƌepaŶĐǇ ĐaŶ ďe eǆplaiŶed ďǇ ŵodeƌatiŶg ǀaƌiaďles, ďoth a peƌsoŶ͛s iŶteƌŶal 

and external factors. The corresponding hypotheses are tested based on primary, quantitative data. In 

fact, deduction is often associated with quantitative methods (Saunders, et al., 2016). As a consequence, 

this research deploys highly structured methods (i.e. online survey), which ensures the quality of this 

study by enabling its replication, and, thus, producing reliable findings (further explained in Section 3.5) 

(ibid.).  

Fuƌtheƌŵoƌe, FlǇǀďjeƌg͛s (2006) statement that scientific research aims at knowledge development also 

relates to the selection of a research design, which is here defined as the type of knowledge that is being 

produced (Kumar, 2014; Flick, 2015). Research can be designed in different manners. Some studies may 

ďe ͚desĐƌiptiǀe͛ aŶd aĐĐuƌatelǇ outliŶe aŶd desĐƌiďe a particular phenomenon (Kuada, 2012; Saunders, 

et al., 2016). Otheƌ ƌeseaƌĐheƌs ŵaǇ aiŵ at ͚Ŷoƌŵatiǀe͛ studies that guide deĐisioŶ-makers and provide 

recommendations for dealing with a particular situation or issue (Kuada, 2012).  

The purpose of this research however, is mainly of explanatory nature, as the focus lies on analysing a 

cause-and effect relationship (Kumar, 2014). This refers back to the research question and aim 

(Saunders, et al., 2016), where we specify that at the core of this research is the causal relationship 

between intention and behaviour, and the factors which may impact its strength. Explanatory research 

atteŵpts to deƌiǀe at eǆplaŶatioŶs foƌ ͚hoǁ͛ ƋuestioŶs ďǇ eǆaŵiŶiŶg the ǀaƌiaďles that iŶteƌaĐt ǁithiŶ a 

model, so as to establish a causal relationship (Murray, 2003; Ruane, 2016). In other words, it looks at 

the processes behind a studied phenomenon (Chapman & McNeill, 2005; Matthews & Ross, 2010). Lastly, 

explanatory research can be easily combined with a deductive approach and typically also makes use of 

questionnaires (Saunders, et al., 2016).  
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To summarise, this research follows a mainly deductive approach by building on existing theory to 

develop hypotheses to be tested. Given our focus on these hypotheses, and the causal relationship 

between social enterprise intention and subsequent behaviour, we primarily follow an explanatory 

design.  

3.4 Constructing a Longitudinal Study: The t1 and t2 Sample 
This section on methodology explains how we follow-up Hockerts (2015, 2017) study on social 

entrepreneurial intentions, and, as a result, conduct a longitudinal study by measuring social enterprise 

start-up behaviour. Moreover, we provide background information about our chosen sample.  

This research is a continuation of the study conducted by Hockerts (2015, 2017), which investigates five 

possible determinants of social entrepreneurial intentions. These determinants include empathy, 

societal moral obligation, self-efficacy, societal support and experience. As part of the study, Hockerts 

(2015, 2017) collected several sets of data at different points in time, and from diverse groups of people. 

Neǀeƌtheless, oŶlǇ oŶe of the datasets fƌoŵ HoĐkeƌts͛ ;ϮϬϭϱ, ϮϬϭϳͿ studǇ is used as a pƌeĐuƌsoƌ foƌ this 

investigation. This dataset was collected in 2014 from a sample of individuals who signed up to take Kai 

HoĐkeƌts͛ oŶliŶe Couseƌa Đouƌse oŶ soĐial eŶtƌepƌeŶeuƌship.  

Coursera is an online learning platform offering ͚Massiǀe OpeŶ OŶliŶe Courses͛ spanning all fields, from 

Computer Science, to Maths, or the Humanities. Kai Hockerts, a professor at Copenhagen Business 

“Đhool, offeƌs a ͚“oĐial EŶtƌepƌeŶeuƌship “peĐialisatioŶ͛. IŶdiǀiduals ĐaŶ Đhoose to do the Đouƌse foƌ fƌee 

or can pay for the course to receive feedback on the work they hand in, as well as receive an official 

accreditation. 28,967 individuals enrolled into the first course on social entrepreneurship and received 

the questionnaire at the beginning of the course (Hockerts, 2018, work in progress). 2,790 individual 

responses were gathered in 2014, to which we refer to as t1. This present study collected data in 2018, 

which is referred to as t2.  

The t1 dataset is chosen for various reasons. Firstly, is the availability and suitability of the data, as Kai 

Hockerts provided access to his raw data, which has clear items for iŶteŶtioŶ, as ǁell as the ƌespoŶdeŶts͛ 

email addresses. Secondly, is the fact that the individuals had already, to some extent, shown an interest 

in social entrepreneurship, as they had signed up for the course. Lastly, measuring behaviour requires a 

reasonable time gap between the intention and behaviour measurement in order to give the 
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respondents sufficient time to act upon their intentions. The data in t1 was collected in September of 

2014, and t2 was collected at the end of March 2018, equalling to a time interval of approximately three 

and a half years, which we reasoned would be sufficient time to possibly take action. What made the t1 

dataset further attractive is the relative rarity of longitudinal studies within the intention-behaviour field 

with such a large time gap between measurements.  

3.5 Validity and Reliability 
Throughout the project, considerations were taken to ascertain the validity and reliability of our 

methods, the data collected, its subsequent interpretation, and our conclusions.  

Validity 

Validity refers to the extent to which constructs successfully measure and represent the intended 

variables, free from non-random errors (Balnaves & Caputi, 2001; Hair, et al., 2014a). References to 

validity can be found throughout the following chapters, yet to introduce the concept we first delve into 

three facets of validity to show how validity is consistently considered and implemented into our process. 

The three facets of validity explored are: construct validity, internal validity, and external validity 

(Balnaves & Caputi, 2001). 

Construct validity is the testing of the internal consistency of the used scales. Borsboom et al. (2004, p. 

1061) explain in simple terms that a construct can be considered valid only if ͚͚;aͿ the attƌiďute eǆists, 

aŶd ;ďͿ ǀaƌiatioŶs iŶ the attƌiďute ĐausallǇ pƌoduĐe ǀaƌiatioŶs iŶ the outĐoŵes͛͛. Essentially, if through 

our statistical tests it is clear that something is being measured, it must exist. Ascertaining this variable 

exists, yet finding it has no effect on the dependent variable, one could assume that nothing, or an 

entirely different construct, is measured. Thereby, to test construct validity, one ĐaŶ look at ͚trait 

validity͛ ǁhiĐh is doŶe ďǇ ĐoŵpaƌiŶg oŶe͛s sĐale to otheƌ estaďlished sĐales, oƌ thƌough ͚nomological 

validity͛, ǁhiĐh tests the ĐoŶstƌuĐt ǀaliditǇ statistiĐallǇ, foƌ eǆaŵple thƌough CƌoŶďaĐh͛s Alpha (Campbell 

& Russo, 2001). For this study, all constructs were tested mainly for nomological validity, except for 

͚IŶstitutioŶal “uppoƌt͛, ǁhiĐh is iŶ additioŶ thoƌoughlǇ tested foƌ tƌait ǀaliditǇ, as eǆplaiŶed iŶ Section 

4.4.3. ͚Nomological ǀaliditǇ͛ is the ŵoƌe ŵodern method of validity confirmation, and as most of our 

items are drawn from well-established scales or from the t1 dataset, this was deemed the most 

appropriate approach (Campbell & Russo, 2001). ͚IŶstitutioŶal “uppoƌt͛, ďeiŶg an entirely new scale, and 
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presenting unexpected results, is therefore the only construct further checked for trait validity in a 

comparative manner. 

Internal validity refers to the overall quality of the project, the extent to which our research design 

allows for the drawing of conclusions from the relationships observed (Balnaves & Caputi, 2001). As 

explained in Section 4.4.3, we test for internal validity through path analysis. To ascertain validity, we 

check for the strength and significance of the intention-behaviour relationship and the effect of the 

moderators, to assure that the results are not a result of coincidence or errors. It should, however, be 

noted that although we may find a significant relationship, there are many factors that still threaten 

iŶteƌŶal ǀaliditǇ. Foƌ eǆaŵple, the passiŶg of tiŵe, the ƌespoŶdeŶt͛s ŵotiǀatioŶs to aŶsǁeƌ the suƌǀeǇ iŶ 

one way or another, or researcher bias (Campbell & Russo, 2001). Being aware of such limitations aids in 

their mitigation, and as researchers we attempted to control for bias or errors whenever possible. 

Lastly, external validity refers to the generalisability of results, asking to which extent our conclusions 

can be applied to different situations, and if our results are truly representative of our given population. 

Here, as researchers we must consider how the restrictions put on our target population may limit the 

generalisability of our study, or how those who answered our questionnaire may be different from those 

who were invited to, but did not (Campbell & Russo, 2001). One must keep in mind however that, in line 

with our scientific realist point of view, we do not aim at generating universal laws, and realise that our 

results represent approximate truth. 

Reliability 

Reliability refers to how the measurements are conducted, referring to the accuracy and consistency of 

the data collection methods used (Hair, et al., 2014a). The data collection instrument and methodology 

should be sufficiently consistent that if the study were to be repeated, the exact same results should be 

attained. Essentially, reliability is necessary to assure that the results are not random coincidence or 

error, and that the results are representative of the given situation. 

When selecting already-established scales, as well as constructing our new scales, we closely considered 

how questions may be worded and understood so as to give consistent and reliable results. While for 

statistical reliability, for example, we made sure that each construct had at least three items, as the 
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variables with multiple items are considered more reliable than single-item constructs (Pole & Lampard, 

2002).  

The iteŵs ĐoŶstƌuĐted foƌ the studǇ ǁeƌe theŶ assessed foƌ ͚iŶterŶal ĐoŶsisteŶĐǇ reliaďilitǇ͛, meaning 

that the items strongly correlate internally to represent their intended construct, while not correlating 

extensively with other construct items (Viswanathan, 2005). Statistical checks for internal consistency 

ƌeliaďilitǇ ǁeƌe ĐoŶduĐted eǆteŶsiǀelǇ thƌoughout the pƌoĐess of ͚“tƌuĐtuƌal EƋuatioŶ ModelliŶg͛, as is 

further expanded upon in Chapter 4, Data Analysis. 

3.5.1 Constructing a Valid and Reliable Survey 

In regards to the questionnaire, the main validity issues faced were response and nonresponse bias, as 

ǁell as ͚coŵŵoŶ ŵethod ďias͛. We hoǁeǀeƌ take ĐeƌtaiŶ steps to ďoth ŵitigate aŶd statistiĐallǇ test 

these biases to ascertain that they do not have an undue effect on our results. 

Response bias refers to the suďliŵiŶal iŶflueŶĐe of a ƋuestioŶ͛s ǁoƌdiŶg oŶ the ƌespoŶdeŶt͛s aŶsǁeƌs 

(Agresti & Finley, 2014). This is mitigated through careful consideration and the use of a pilot study for 

the analysis of the preliminary data and the collection of feedback. Furthermore, the Exploratory Factor 

Analysis (EFA) conducted with the pilot data initially confirmed the internal validity of the scales, which 

is further explored for the final data in Section 4.  

Nonresponse bias on the other hand, refers to the individuals who were initially approached, but did not 

respond to the questionnaire (Agresti & Finley, 2014). It cannot be assumed that the percentage of 

people who answered are representative of the entire t1 sample populatioŶ, iŶdiĐatiŶg that the ͚ eǆteƌŶal 

ǀaliditǇ͛ aŶd geŶeƌalisability of the study should not be overestimated. It might, for example, be that 

those with higher intention ǁeƌe ŵoƌe eŶgaged iŶ the ͚Massiǀe OpeŶ OŶliŶe Couƌse͛, aŶd theƌeďǇ ŵoƌe 

likely to answer our questionnaire.  

In terms of reliability, the methodology is clearly reported and kept track of, so that theoretically it could 

be replicated to achieve the same results. Testing the same instrument, a second time would allow for 

test-retest reliability, however, a tight schedule did not allow for such a retest at this point in time. The 

language used in the wording of the questions was improved so as to make them easier and more 

understandable, and furthermore the platform SurveyMonkey was instructed to randomise the order of 

the questions in each section, so as to prevent leading thought patterns which may skew results. Internal 
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consistency validity is furthermore tested in Chapter 4 to check our constructs, and to statistically 

ascertain our findings so as to reject that they are the result of a random error (Viswanathan, 2005). 

Common method bias refers to the systematic bias which influeŶĐes the data due to the ͚͚variance 

attƌiďutaďle to the ŵeasuƌeŵeŶt ŵethod ƌatheƌ thaŶ the ĐoŶstƌuĐt of iŶteƌest͛͛ (Baggozi, et al., 1991, p. 

421). In other words, common method bias may result in an increase or decrease in the strength of 

variable correlations due to a fault in the measurement method (Podsakoff, et al., 2003). However, 

there are several ways we can mitigate the occurrence of such issues by taking certain precautions with 

the questionnaire. For example, although not an issue for this study, using the same source to construct 

both the independent (IV) and dependent variable (DV) scale is one major source of common method 

bias (ibid). All our scales are derived from different sources, and the IV and DV are even collected almost 

four years apart, indicating that this is most probably not an issue for this study. Other potential factors 

are harder to control for, such as the social desirability of answering questions in a certain manner (Koch, 

2015), or that individuals answer in an automatic manner without giving consideration to their answers 

(Podsakoff, et al., 2003). To mitigate these possible sources of bias, we ascertain to our interviewees that 

the questionnaire is anonymous, and at points use different types of scales formats (i.e. by adding 

qualitative questionnaires) so as to keep the interviewees engaged. Furthermore, to assure that the 

study is not suffering unduly from common method bias, we statistically check for convergent and 

discriminant validity and run a full collinearity test (Koch, 2015) in Chapter 4. 

3.6 Methods 
Based on, and in line with, the mainly deductive research approach and the primarily explanatory 

research design, the following section outlines the data collection methods in detail. It points out which 

methods we chose to collect our data and evaluates their strengths and potential pitfalls. Furthermore, 

we explain how we construct our pilot study, and lastly, present and justify the items for our final 

questionnaire.  

3.6.1 Data Collection Method  

The following section explains our choice of quantitative data collection in form of an online 

questionnaire. Moreover, we present why approaching our sample through an online survey is an 

appropriate method for our study. 
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To conduct our research, we selected quantitative methods as they fit with our deductive approach of 

testing theory-driven hypotheses (Rahman, 2017). Quantitative approaches are the primary method 

used ǁheŶ testiŶg a ͚cause aŶd effeĐt͛ ƌelatioŶship as the data is numerical, allowing for objective 

statistical analysis and testing of hypotheses. Essentially, only quantitative methods can statistically 

ascertain if the conceptual model explains some of the variance in the dependent variable. As such, 

Moreover, applying a deductive approach to intention-behaviour studies is often combined with 

quantitative data collection.  

We realise that there are pitfalls of conducting a purely quantitative questionnaire, as the results may 

not explore the underlying meaning of the observed phenomena (Rahman, 2017). As this is outside of 

our scope, it is a limitation that one should be aware of, but does not necessarily call for a mixed methods 

approach. A few qualitative questions were added, in case the quantitative data was not sufficient for 

statistical analysis.  

For this study, we collected our quantitative data through an online questionnaire. This was considered 

the most efficient way to reach our geographically spread target audience, comprised of 2,718 

individuals, to collect the maximum amount of responses. Apart from being a cheap and fast way to 

reach the target audience (Wright, 2005), online questionnaires have further aspects which make them 

an ideal tool for data collection. For example, online questionnaires allow for increased design flexibility, 

such as randomising the order of the questions received by each participant, as we did for our survey, 

and so enhancing survey quality (Fielding, et al., 2017).  

Another attractive feature of online questionnaires is that they provide a certain sense of anonymity and 

confidentiality, which allows for individuals to answer without repercussions or fear that their personal 

results become public (Pole & Lampard, 2002). Ensuring confidentiality was an ethical consideration that 

we took very seriously. We did not have the names of any of our participants, and the only identifier of 

the individuals, their email, was always removed from our datasets to preserve anonymity.  

Furthermore, given that our sample participated in an online course and has previously answered the t1 

questionnaire, it can be assumed that they are able to respond to further online surveys. These 

considerations, plus the fact that our potential respondents are spread around the globe, led to the 

conclusion that an online questionnaire is the optimal tool to reach our sample.  
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As in the t1 data collection, we used the online platform, SurveyMonkey, to construct the questionnaire. 

To test our questionnaire, we first conducted a pilot study, as explained in the following section. Based 

on the feedback collected through the pilot study, we developed the final questionnaire. We also tested 

the pilot results statistiĐallǇ ǁith a pƌeliŵiŶaƌǇ ͚EǆploƌatoƌǇ FaĐtoƌ AŶalǇsis͛ ;EFAͿ iŶ the pƌogƌaŵ “P““ 

24, to check which items factor together. 

Furthermore, when constructing a questionnaire, the consistency of the scales used to collect the data 

is a key consideration to arrive at a statistical analysis which is valid and reliable. In t1, the quantitative 

survey was conducted asking respondents to answer on a five-point Likert scale to what extent they 

͚stƌoŶglǇ disagƌeed͛ oƌ ͚stƌoŶglǇ agƌeed͛ oŶ a seƌies of statements. Intention, the dependent variable of 

the t1 study, was ranked on such a five-point scale. As the same variable from t1 is our independent 

variable in t2, we maintain the five-point Likert scale for ease of statistical analysis and consistency. Only 

a few questions did not comply with this format, such as asking about the country of residence, and the 

qualitative questions mentioned above. Likert scales are a standard tool used in behavioural research, 

allowing for sufficient variation and consistent statistical calculations (Hair, et al., 2014a). As in the t1 

survey, the scale allows the respondent to choose to what extent she or he disagrees or agrees with a 

statement.  

In conclusion, we have chosen a quantitative approach to collect our data in t2. For statistical simplicity 

and given our saŵple͛s speĐifiĐ ĐhaƌaĐteƌistiĐs, we construct an online survey comprised mainly of five-

point Likert scales.  

3.6.2 Pilot Study 

This section describes how we derived at the constructs and scales we test in the pilot study. We draw 

conclusions based on the pilot study results for the construction of the final questionnaire. 

Pilot studies are customarily run to test the feasibility of the research questions and scales, so as to 

construct a final study which collects reliable and valid data (Pole & Lampard, 2002). The main aims of 

our pilot study were to firstly, gain feedback on the formulation and logic of the questions and overall 

survey, and secondly, to check if the iteŵs ͚faĐtoƌed togetheƌ͛ statistiĐallǇ to pƌoduĐe a ĐoŶsisteŶt 

variable.  
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To develop a pilot study, preliminary reflective items were constructed for our dependent variable (DV), 

aŶd the ǀaƌiaďle of ͚IŶstitutioŶal “uppoƌt͛. ϭϯ iteŵs ;seeŶ uŶder Appendix B: Q4,5,7,12-22) were 

deǀeloped to ƌefleĐt the DV, ͚ďehaǀiouƌ͛. As eǆplaiŶed iŶ-depth in the following section (3.6.3), the items 

area Đustoŵised ǀaƌiatioŶ of paƌt of the ͚PaŶel “tudǇ of EŶtƌepƌeŶeuƌial DǇŶaŵiĐs II͛ (PSED, 2005). As we 

adapted the original PSED II questionnaire to our purpose, the testing of these items was key, as without 

a good set of items to reflect our DV, the whole questionnaire would be void. 

Foƌ the ŵeasuƌeŵeŶt of ͚IŶstitutioŶal “uppoƌt͛, oƌiginally, two different constructs with separate items 

were built up and tested. The first one investigated access to finance, as we theorised that the different 

sources of finance one used to start-up a social enterprise would reflect how supportive different groups 

within a peƌsoŶ͛s environment were. The ten questions developed can be found under Appendix B, 

Section 4. They were inspired by typical sources of finance widely used in literature and worldwide 

entrepreneurship studies such as the Global Entrepreneurship Monitor (GEM) and the PSED. 

TheoƌetiĐallǇ, ouƌ ͚aĐĐess to fiŶaŶĐe͛ appƌoaĐh ǁould esseŶtiallǇ deŵoŶstƌate hoǁ soĐial eŶteƌpƌises 

shape their model according to their environment, as it is in great part the environment that has shaped 

the current differing schools of thought in social entrepreneurship, as discussed in Section 2.1.3. The aim 

with this approach is to see if an environment which has a lack of public funding would prevent a person 

to start-up a social enterprise, or if they would find alternative funding sources. For example, if a 

respondent states that their funding mainly came from friends and family, this could indicate that the 

formal institutions, such as the government or banks, are not supportive of starting-up a social 

enterprise, while informal institutions are. We also theorised that questions into sources of funding 

would give an insight into how individuals may interact with their given environment, showing how 

different the support systems are from one country to another.  

Furthermore, a second set of items to measure institutional support was constructed to look at the 

formal, regulative institutional support. These items were developed as a result of an extensive literature 

review, as few studies in the intention-behaviour literature ask respondents to evaluate their own 

eŶǀiƌoŶŵeŶt, aŶd ŶoŶe ǁeƌe fouŶd ǁhiĐh ask iŶdiǀiduals to assess the ͚ƌegulatiǀe͛ iŶstitutioŶs. As the 

focus is on the regulatory support, our questions were developed to reflect this focus. As guidance, we 

used studies such as that of Griffiths et al. (2013) and Hoogendoorn (2016), which investigate through 

proxy measures how institutional factors affect social entrepreneurial rates. As seen in Appendix B, 
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Section 7, the items Q43 & Q47-ϱϬ ƌefeƌ to a ĐouŶtƌǇ͛s suppoƌtiǀeŶess of soĐial eŶtƌepƌeŶeuƌs, the 

perceived corruption in their given country, and the ease of legal registry for a social enterprise. In 

addition to these items, we added control variable questions, such as marital status and children living 

in the household, as well as some general comment boxes to the pilot for enabling direct feedback. In 

order to mitigate the risk of collecting insufficient quantitative data, qualitative questions asking 

individuals to reflect why in their opinion they did or did not start-up a social enterprise were added to 

the survey. 

In mid-February of 2018, we distributed our pilot questionnaire to friends and family. To have more 

statistical variation, individuals were asked to either answer as themselves, or imagine themselves to be 

the founder of a social enterprise and living in a different country. The pilot study was closed after two 

weeks. Out of 58 participants 60% completed the entire survey. This made it very clear to us that we 

needed a questionnaire which was as precise and short as possible. Thereby, questions which were not 

central to our research aims or complicated the survey, were removed. To further judge which questions 

to keep in our final survey, the pilot data was assessed through the use of SPSS 24, by conducting an 

͚EǆploƌatoƌǇ FaĐtoƌ AŶalǇsis͛ ;EFAͿ. The EFA gaǀe aŶ oǀeƌǀieǁ of ǁhiĐh iteŵs faĐtoƌed togetheƌ 

statistically to create a consistent construct, and which not, allowing for the further deletion of items 

which were not relevant to our final constructs. Nevertheless, we did consider the fact that our pool of 

interviewees is mainly Western, and highly educated, so as to not remove questions which may be 

answered differently by international respondents with more diverse backgrounds.  

3.6.3 Final Study Constructs and Items 

Within this section, we explain how we derived at the items for each construct for our final study and 

provide an overview of the items. For a full overview of the final questionnaire, refer to Appendix C.  

Behaviour – Dependent Variable 

What social enterprise start-up behaviour is, and at what point an intention becomes action which can 

ďe ĐoŶsideƌed ŵeasuƌaďle ͚ďehaǀiouƌ͛, is a rather new and debated concept. For guidance as to how the 

dependent variable should be constructed, the first point of inspiration is the widely recognised ͚Global 

Entrepreneurship Monitor͛ (GEM), and more specifically the GEM 2009 report specific to social 

entrepreneurship (Terjesen, et al., 2012). The data collected for the GEM Social Report has been widely 
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used by scholars (Estrin, et al., 2013a; Hörisch, et al., 2016; Stephan, et al., 2015), and represents one of 

the few globally tested methods to measure social entrepreŶeuƌship. The studǇ ŵeasuƌes ͚“oĐial eaƌlǇ-

stage EŶtƌepƌeŶeuƌial AĐtiǀitǇ͛ ǁhiĐh asks iŶdiǀiduals whether they are involved in the starting-up of a 

social enterprise, ascertains if the enterprise is actually social in nature, and investigates the enterprise͛s 

goals, plus its revenue model, innovativeness, and its industry (Terjesen, et al., 2012). Many of the GEM 

questions are not relevant to our study as our research goal is not to identify the specific goals, revenue 

model or innovativeness. 

As no further globally tested measures of social enterprise start-up behaviour were found, attention was 

turned towards commercial entrepreneurship studies. One of the most well-recognised methods of data 

collection on entrepreneurship is the ͚Panel Study of Entrepreneurial Dynamics͛ ;P“EDͿ ǁhiĐh is ďoth 

globally tested and adaptable. The PSED interviews started with the aim to ͚͛deǀelop ƌeliaďle eŵpiƌiĐal 

desĐƌiptioŶs of the ďusiŶess ĐƌeatioŶ pƌoĐess͛͛ (Curtis & Reynolds, 2007a) by asking a series of questions 

about every imaginable aspect regarding the start-up and consolidation process of businesses: From their 

industry, to finance, to marketing.  

The PSED, and its newer and improved version, the PSED II, are longitudinal studies. Both consist of 

several questionnaires, one for the initial scanning of potential nascent enterprises, and further 

questionnaires to track the development of those enterprises (Curtis & Reynolds, 2007b). For the 

purpose of this study, only the first questionnaire concerned with recognising nascent enterprises, also 

Ŷaŵed ͚Waǀe A͛ of the P“ED II (PSED, 2005), is necessary. From Wave A we found only the questions 

specific to measurable behaviours to be central to our study, those being: SeĐtioŶ D, titled ͚“taƌt-up 

AĐtiǀities͛, aŶd “eĐtioŶ E, Đalled ͚“taƌt-up FiŶaŶĐes͛ (PSED, 2005, pp. 13-24). The questions in the PSED II 

itself are numerous and rather lengthy, asking for the time-frame in which each of the activities have 

been started or completed. Thereby, many researchers (Gartner, et al., 2004; Manolova, et al., 2009; 

Reynolds, 2017) have simplified the evaluation of start-up activities when applying the PSED II 

questionnaire.  

The PSED II is furthermore globally adaptable, as evidenced by its successful application to countries 

ranging from the USA, to Norway (Alsos & Kolvereid, 1998), China (Zhang, et al., 2011) and Latvia 

(Dombrovsky, et al., 2011). Many of these studies also reduce the number of items used to identify start-
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up behaviours. Zhang et al. (2011) for example successfully cut down the original 34 start-up activities 

included in the PSED II, to 16 start-up activities which are more developing-country inclusive. Using Zhang 

et al.͛s ;ϮϬϭϭͿ aŶd ‘eǇŶolds͛ ;ϮϬϭϳͿ ŵodified sĐales as iŶspiƌatioŶ, ǁe ƌesulted in the 10 PSED II-based 

questions (Appendix C, Q3, Q7, Q9-16). Upon further consideration, consultation with beneficiaries (Q.8) 

was added to account for a social enterprise start-up dimension. 

We furthermore added two screening questions (Q2 & Q3), so that iŶdiǀiduals ǁhiĐh aŶsǁeƌed ͚“tƌoŶglǇ 

disagƌee͛ oƌ ͚disagƌee͛ ǁould ďe aďle to skip the ƋuestioŶs oŶ the iŶdiǀidual staƌt-up activities. The 

resulting final 13 questions for the measurement of behaviour thereby included: 

Q2. Since the completion of the online MOOC on social entrepreneurship, I have been involved in the 

founding of a social enterprise start-up. 

Q3. Since the MOOC on social entrepreneurship, I have taken concrete steps to start-up a social 

enterprise. 

Q4. I have invested money in a social enterprise.  

Please indicate if you have taken any of the following steps towards a social enterprise start-up 

since the completion of the MOOC course. If you have started several social enterprises, please 

indicate for that which you consider most established. 

Q7. Saving money for a social venture  

Q8. Consulted with beneficiaries regarding the social enterprise  

Q9. Applied for funding  

Q10. Received funding 

Q11. Opened a bank account for the start-up  

Q12. Determined regulatory requirements 

Q13. Legal form of entity registered  

Q14. Began to promote goods or services  

Q15. Have a web presence 

Q16. Received income from goods or services  
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Intention – Independent Variable 

For the t1 study, social entrepreneurial intention was measured based on four reflective items with a 

five-point Likert scale. As a result, Hockerts (2015, 2017) received 2790 answers. The items used for the 

HoĐkeƌts͛ ;ϮϬϭϱ, ϮϬϭϳͿ studǇ aƌe adaptatioŶs of pƌeǀiouslǇ tested eŶtƌepƌeŶeuƌial iŶteŶtioŶ sĐales. The 

items included were: 

1) I expect that in the next five years I will be involved in launching a social enterprise. 

2) I have a specific idea for a social enterprise, on which I plan to act. 

3) I do not plan to start-up a social enterprise.  

4) I have identified a social problem that I would like to address through a social enterprise. 

It should be noted that in Hockerts (2017) only the first three items were used as markers of intention. 

However, we decided that all four items would be tested initially, as they do appear to factor together 

in the initial ͚EǆploƌatoƌǇ FaĐtoƌ AŶalǇsis͛ ;EFAͿ. If iteŵs do Ŷot faĐtoƌ togetheƌ iŶ the assigŶed ĐoŶstƌuĐt, 

one can remove the particular item later on, as they are reflective items. 

Institutional Support – Moderating Variable  

Considering the aim is to construct a concise questionnaire applicable to other scenarios, we decided to 

use the ƋuestioŶŶaiƌe foƌ ͚IŶstitutioŶal “uppoƌt͛ tested iŶ ouƌ pilot studǇ. These ƋuestioŶs ǁeƌe 

constructed as a result of our reviewal of studies which investigate which country-specific factors may 

have an effect on social enterprise start-up rates. The studies used as inspiration look at the effects of 

faĐtoƌs suĐh as ͚ƌule of laǁ͛ (Hoogendoorn et al., 2016; Stephan et al, 2016), corruption (Griffiths, 2015), 

aŶd ͚ĐoŶstƌaiŶts oŶ a goǀeƌŶŵeŶt͛s aƌďitƌaƌǇ poǁeƌ͛ ;EstƌiŶ et al., 2013a). Based on this review we 

narrow down our focus from formal institutional factors to direct governmental and legal support. As 

these studies (Estrin, et al., 2013a; Griffiths, 2015; Hoogendoorn, et al., 2016; Stephan, et al., 2016) use 

proxy measures, mainly country-wide statistical data, we developed our own items for institutional 

support in our pilot. Conducting an EFA with the pilot data allowed for the identification of items which 

did, and those which did not, factor together into one construct, resulting in the following four items for 

our final survey: 
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Q28. My government supports social entrepreneurs. 

Q31. It is easy to legally register a social enterprise in my country of residence. 

Q32. The institutional context in my country is very supportive of starting-up a social enterprise. 

Q33. There is a lot of corruption in my country. 

It should however be noted that the pilot EFA indicated that the first three items (Q28, Q31, Q32) strongly 

factored together, yet that the fourth item (Q33) factored as a separate construct. Nevertheless, the 

question was kept for the final survey considering that the respondents of our pilot study were mainly 

from developed countries, which typically experience less corruption (Griffiths, 2013) and may have 

skewed the data. 

Self-Control – Moderating Variable 

TaŶgŶeǇ et al.͛s (2004) well-recognised article sheds light on the comprehension of self-control. The 

authors developed a new scale of how to measure self-control, which is the ability of an individual to 

defy, alter, disturb or omit inner behaviours, impulses, thoughts and emotions. This conception is in line 

ǁith ǀaŶDelleŶ et al.͛s (2012) definition adopted in this study.  

This standard and widely adopted measure of self-control is that developed by Tangney et al. (2004). 

Originally constructed as a 36-item questionnaire with a five-point Likert scale, it was shortened by the 

saŵe authoƌs to the ͚Brief Self-CoŶtrol SĐale͛, containing 13 items. As the difference in measurement 

accuracy between the full and brief scale is minimal, the Brief Self-Control Scale is most often used in 

behavioural studies. As such, the brief version is deemed sufficient for the purpose of our study. The 

items of the scale have been found to be generally consistent in studies spanning several fields. Items 

strongly factor together, and produce a reliable self-control measure with a CƌoŶďaĐh͛s Alpha ďetǁeeŶ 

0.82-0.88 found in most studies (Nebioglu, et al., 2012; Tangney, et al., 2004; Van Gelderen, et al., 2015), 

well above the 0.7 cut-off point needed for internal consistency (Hair, et al., 2014a). 

Furthermore, the Brief Self-Control Scale has also been used to measure self-control as a moderator in 

an entrepreneurial intention-behaviour context by Van Gelderen et al. (2015). Ascertaining that this scale 

has been successfully used in a similar scenario, we included the entire Brief Self-Control Scale in our 

final questionnaire, as follows: 
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Q40. I am good at resisting temptation. 

Q41. It is difficult for me to get rid of bad habits. 

Q42. I am lazy. 

Q43. I say inappropriate things. 

Q44. I do things that are bad for me, if they are fun. 

Q45. I should have more self-discipline. 

Q46. I abstain from things that are bad for me. 

Q47. People think I have iron self-discipline. 

Q48. Pleasant and fun things sometimes prevent me from getting work done. 

Q49. I have difficulties concentrating. 

Q50. I can work effectively to reach long-term objectives. 

Q51. Sometimes I cannot prevent myself doing things I know are wrong. 

Q52. I often act without closely considering the alternatives. 

Time Planning – Moderating Variable 

As explained in the section on hypotheses building, ͛Tiŵe PlaŶŶiŶg͛ is used as a proǆǇ for Gollǁitzer͛s 

͚IŵpleŵeŶtatioŶ IŶteŶtioŶ͛, as the study of Lynch et al. (2010) show that implementation intentions can 

ďe stƌoŶglǇ ƌelated to tiŵe plaŶŶiŶg sĐales. IŶdeed, LǇŶĐh et al.͛s ;ϮϬϭϬͿ ŵeasuƌes ǁeƌe deǀeloped foƌ 

the purpose of further investigating intention-behaviour relationships. In addition, they had already 

tested theiƌ sĐales foƌ iŶteƌŶal ĐoŶsisteŶĐǇ, deŵoŶstƌatiŶg a ǀeƌǇ good CƌoŶďaĐh͛s Alphas ƌaŶgiŶg fƌoŵ 

0.88-0.92. Furthermore, Lynch et al. (2010) constructed both long-term and short-term time planning 

scales. As the starting-up of a social enterprise is an extensive project which necessitates a long-term 

commitment, we thereby focused on the long-term scales.  

The items developed by Lynch et al. (2010) and used in our survey are as follows: 

Q34. I set long–term goals for what I want to achieve with my time.  

Q35. I decide beforehand how my time will be used within the next months.  

Q36. It makes me feel better to have my time planned out in the next months.  
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Q37. I actively consider the steps I need to take to stick to my time schedule. 

Q38. I consult my planner to see how much time I have left for the next few months.  

Q39. I like to look to my planner for the next 1–2 months in order to get a better view of using my 

time in the future.  

4 Data Analysis 
The data analysis chapter provides a detailed overview of how we collected our data and as a first 

analytical step screened for missing values. This is followed by outlining the descriptive statistics of our 

saŵple. “uďseƋueŶtlǇ, ǁe aŶalǇse the ŵeasuƌeŵeŶt ŵodel thƌough aŶ ͚EǆploƌatoƌǇ FaĐtoƌ AŶalǇsis͛ a 

͚CoŶfiƌŵatoƌǇ FaĐtoƌ AŶalǇsis͛, to asĐeƌtaiŶ the iŶteƌŶal ĐoŶsisteŶĐǇ aŶd ǀaliditǇ of ouƌ iteŵs aŶd 

constructs. Thereafter we test the entire structural model, plus alteƌŶatiǀe ŵodels, thƌough ͚ Paƌtial Least 

“Ƌuaƌes͛ to aƌƌiǀe at ouƌ fiŶal statistiĐal ƌesults.  

4.1 Data Collection and Screening 
As a test run, 100 invitations were first sent on the 15th of March through the online survey platform 

SurveyMonkey. Of those 100 first subjects, five of the emails were no longer in existence or did not 

accept surveys from SurveyMonkey. The remaining 2,623 invitations were sent out on the 16th of March. 

The 95 initial, plus the 2,623 subsequent invitations, equal to 2,718 total email invitations. 

Two further email reminders were sent out, on the 20th and 26th of March, to both those that had not 

started and those who had partially completed the survey. 

Of the 2,718 individuals contacted, 1,467 (54%) individuals had opened at least one of the emails sent, 

and 210 emails were either no longer in existence or the user had blocked emails from SurveyMonkey. 

This left a total of 1,041 (38.3%) questionnaire requests unopened. As this survey is conducted nearly 

four years after the first round of questionnaires, some of the emails may no longer be used by the 

subjects. This may reflect on both the amount of individuals who opened the email requests, and 

subsequently completed the survey. 

Between the 20th of March and 1st of April, we received a total of 254 unique responses, of which 211 

were complete and valid after data screening. 211 respondents correspond to a 7.8% overall response 

rate when considering 2,718 individuals were asked to complete the survey. This response rate entails 
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seǀeƌal ƋualitǇ ĐoŶsideƌatioŶs foƌ ouƌ pƌiŵaƌǇ data. It Đould ďe ƌefleĐtiǀe of a possiďle ͚ ŶoŶƌespoŶse ďias͛ 

(see explanation Section 3.5.1, p.53), meaning that we are underrepresenting certain groups of people 

who are less likely to respond, while overrepresenting others (Agresti & Finley, 2014). In our case, it is 

most likely that those that acted on their intention may be more likely to engage with the survey than 

those that did Ŷot. Hoǁeǀeƌ, as the appliĐatioŶ of “heeƌaŶ͛s (2002) ͚tǁo-by-tǁo ŵatƌiǆ͛ oŶ ouƌ dataset 

shows (Figure 8), we do have variation in our data, getting responses from people with and without 

intentions, and from those who acted or did not. 

Data Screening 

Before analysing the data, we first check data validity by ensuring that the requirements for multivariate 

data analysis are met, and that any issues are corrected before they can cause errors and issues in the 

analysis (Hair, et al., 2014a).  

Missing Values 

The first step is to check for missing data, as we allow for no missing values for our five constructs. We 

designed our questionnaire so that respondents could not skip single questions, but were forced to either 

answer all questions, or skip a whole question section. As a result, some individuals would skip an entire 

section. Consequently, these respondents were excluded from the study, as including individuals with 

many missing values would have caused substantial problems, as Structural Equation Modelling (SEM) 

may not be applicable if missing data exceeds 15% (Hair, et al., 2014a). After deleting respondents who 

were missing values, we resulted in 212 valid responses from the original 254. 

The questions on control variables were asked in the t1 study, based on a design which did not insist 

respondents answer all questions. Therefore, a few missing data points were found: three for gender, 

and two for age and education. As these are very few missing values, they should not cause significant 

issues, and we input the mean average into the missing data points for the functioning of the statistical 

programmes (Hair, et al., 2014a).  

Unengaged Responses 

A visual scan of the data, aŶd a ĐheĐk of staŶdaƌd deǀiatioŶ foƌ eaĐh iŶdiǀidual͛s aŶsǁeƌ set poiŶted out 

oŶe iŶdiǀidual ǁhose aŶsǁeƌs had Ŷo ǀaƌiatioŶ aŶd ƌeplied ĐoŶsisteŶtlǇ ͚stƌoŶglǇ disagƌee͛ to eaĐh 

question, even for reverse coded questions (e.g. Q44 and Q46 in Appendix C). It seems that the individual 
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did not take the time to answer the questions in an engaged manner, and so his responses were removed 

to result in the final sample of 211.  

Skewedness, Kurtosis and Outliers 

Next, we look at measures of skewedness and kurtosis for all our variable items, to see the level of 

variability in the dataset distribution. Skewedness shows if the dataset is symmetrical or not, and how 

͚Ŷoƌŵal͛ the distƌiďutioŶ of the data is. Kuƌtosis ƌefeƌs to the outlieƌs ƌelatiǀe to the dataset, aŶd so a 

large kurtosis would be indicative of several significant outliers, which could subsequently affect 

estimates and overall fit (Bagozzi & Yi, 1988). A perfectly symmetrical dataset thereby would have a 

skewedness and kurtosis value of 0, but values of -2 and +2 are considered acceptable (Byrne, 2016). 

Checking the 211 responses for skewedness and kurtosis for each item shows values within this range, 

indicating decent symmetry and univariate distribution in the dataset. Gender was the exception with 

2.01, simply pointing out that more women than men answered the questionnaire. 

Sample Size Adequacy 

A result of 211 complete responses is well above the suggested minimum for our SEM analysis method, 

which necessitates a sample of at least 100 respondents for a conceptual model with five constructs 

(Hair, et al., 2014a). This is a relevant requirement to ensure that the statistical programme of SmartPLS 

3 is able to proceed the analysis effectively without running the risk of random error, and, thus, ensure 

reliable and valid statistical findings.  

Data Statement 

It should be noted that all the data shown from here onwards includes only the final items which are 

statistically approved through SEM and, thus, used in our final study analysis. Initial statistical checks 

were done throughout the process with all items, but these checks are no longer relevant as some of the 

original items were removed. As such, the data analysis uses and presents only the most current data. 

For a summary of the items and questions used for each of our constructs, please refer to Appendix D, 

or Appendix E for an overview of the items constructing our dependent (DV) and independent variables 

(IV). 
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Validity and Reliability Check 

The AVE oƌ ͚Aǀeƌage VaƌiaŶĐe EǆplaiŶed͛ iŶ Taďle 1 looks at the shared variance between constructs and 

their items so as to test for further structural validity. AVE should be above 0.5, as an AVE of 0.5 indicates 

that the variable explains more than half the variance of its items, and so ascertaining convergent validity 

(Hair, et al., 2014b). The AVE shoǁs slight ǀaliditǇ ĐoŶĐeƌŶs iŶ ƌegaƌds to the ŵeasuƌe of ͚“elf-CoŶtƌol͛, 

highlighted in red, which is slightly below the 0.5 cut-off point. This could be either because a) the items 

within the ͚“elf-CoŶtƌol͛ construct do not correlate internally, theǇ do Ŷot haǀe ͚ĐoŶǀeƌgeŶt ǀaliditǇ͛, oƌ 

b) they correlate with items of other constructs, then they ŵaǇ Ŷot haǀe ͚disĐƌiŵiŶaŶt ǀaliditǇ͛. Heƌe, we 

first investigate the discriminant validity of the items by looking at the Maximum Shared Variance (MSV). 

If the MSV is higher than the AVE, the items would be correlating higher with another construct (Hair, et 

al., 2014a). Nevertheless, the MSV (0.087) is smaller than the AVE ;Ϭ.ϰϰϭͿ of ͚“elf-CoŶtƌol͛. This iŶdiĐates 

that there are no issues with discriminant validity, implying that items may not be correlating particularly 

ǁell to pƌoduĐe the IV of ͚“elf-CoŶtƌol͛.  

However, Fornell & Larcker (1981) speĐifǇ that if AVE is less thaŶ Ϭ.ϱ, ďut ͚Coŵposite ‘eliaďilitǇ͛ ;C‘Ϳ is 

higher than 0.6, the convergent validity can still be considered acceptable. With this consideration in 

ŵiŶd, ͚“elf-CoŶtƌol͛ ĐaŶ ďe ĐoŶsideƌed adeƋuate. All ǀaƌiaďles haǀe a C‘ ǁell aďoǀe the Ϭ,ϳ tƌaditioŶal 

cut-off point (Fornell & Larcker, 1981; Hair, et al., 2014a).  

Correlations between Variables 

Correlations between constructs should be kept to a minimum, as moderators in particular should not 

correlate with the DV and IV, if we want to arrive at a clear moderating effect (Baron & Kenny, 1986). 

Bivariate correlations between the constructs can be seen off-diagonally to the right of the AVE, MSV, 

and CR in Table 1. Heƌe, oŶe ĐaŶ see that ͚Tiŵe PlaŶŶiŶg͛ aŶd ͚“elf-CoŶtƌol͛ statistiĐallǇ Đoƌƌelate ǁith 

ďoth ͚IŶteŶtioŶ͛ aŶd ͚Behaǀiouƌ͛. Although some of the constructs may correlate with one another, this 

is not necessarily an issue, as correlation does not have to indicate causation or direct relationship, or a 

too close similarity in items. Straight-forward correlations are only a superficial overview, without an 

explanation of why or how the variables interact.  

One can furthermore look at the square root of the AVE, shown in bold above the bivariate correlations 

in Table 1. According to the Fornell-Larcker criterion (1981), the structural validity of the model can be 



4. DATA ANALYSIS 

68 

 

verified if all the correlations within a construct are below the square root AVE of the variable. As Table 

1 shows, all our variables fulfil this requirement. Further steps are taken in the next section as part of the 

͚“tƌuĐtuƌal EƋuatioŶ ModelliŶg͛ to asĐeƌtaiŶ that the ǀaƌiaďles do Ŷot Đoƌƌelate too stƌoŶglǇ ǁith oŶe 

another, and that the model is indeed structurally valid. 
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4.2 Descriptive Statistics 
Now that the data has been cleaned and verified, this section gives a brief overview of the descriptive 

findings of the dataset, which are also statistically outlined in Table 1. 

108 of the respondents were female, which equals a percentage of 51.2 of the total sample. Respondent 

age ranged from 20 to 72, with the mean age being 41.7. Education levels among respondents were on 

aǀeƌage high, ǁith the ŵajoƌitǇ haǀiŶg eitheƌ a ďaĐheloƌ oƌ a ŵasteƌ͛s degƌee ;Figuƌe 7).  

 

A total of 71 countries worldwide were represented, with the biggest groups of respondents coming from 

the USA (14.2%), India (8,1%), Nigeria (5.7%), Denmark (4.7%), and Canada (4.3%). Furthermore, 44 of 

the respondents, or 21%, considered themselves to be from a minority group. 

Findings indicate that 146 (69.2%) out of the 211 individuals who completed the questionnaire were 

involved in some kind of social enterprise start-up activity. A reason for this distribution could be that 

those who did become involved in the starting-up of a social enterprise may have in turn been more 

motivated to respond to the questionnaire. In this case, results may be less representative of those that 

did not act. Average intention of respondents was also slightly higher in the t2 dataset (3.91) than in t1 

(3.71), which may indicate that those with higher intention were more likely to answer the t2 

questionnaire. 
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Figure 7: Education Level of Respondents in t1 
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A fuƌtheƌ iŶteƌestiŶg aspeĐt to look at is “heeƌaŶ͛s (2002) ͚tǁo-by-tǁo ŵatƌiǆ͛ applied to ouƌ iŶteŶtioŶ-

behaviour relationship (Figure 8). As explained in the literature review (see Section 2.1.2), the matrix 

looks at the proportion of individuals who were inclined to start-up a social enterprise, versus those who 

were disinclined, and their subsequent behaviours. The discrepancy between intentions and behaviour 

is attƌiďuted to the gƌoups of iŶdiǀiduals ǁho did Ŷot aĐt as iŶteŶded, the ͚iŶĐliŶed aďstaiŶeƌs͛ aŶd 

͚disiŶĐliŶed aĐtoƌs͛. These tǁo gƌoups aƌe highlighted iŶ ďlue iŶ Figure 8 and constitute of 62 (29.4%) of 

our respondents. Generally, it has ďeeŶ fouŶd that it is ͚iŶĐliŶed aďstaiŶeƌs͛ ǁho aƌe ŵaiŶlǇ ƌespoŶsiďle 

for the intention-behaviour gap (Sheeran, 2002), and this is also true for our data, although a surprising 

seven individuals acted despite having no previous intention. In contrast, 149 (70.6%) individuals acted 

consistent with their initial intention. 

Figure 8: Application of Sheeran's (2002) 'Two-by-Two Matrix': Inclined Abstainers and Disinclined 

Actors  

 

According to the data, most of the social enterprise start-ups were either started by individuals (19,2%) 

or were considered to have two (21,2%), three (18.5%) or four (20.5%) founders. A remaining 16.5% of 

respondents had five or more founders. A further six individuals (4.1% of respondents) were no longer 

involved with their previously founded social enterprise. 
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In regards to the growth phase, the majority 

of social enterprise start-ups (70%) were in 

the inception or early growth phase. This is to 

be expected, as the questionnaire asked only 

about the involvement of individuals in social 

enterprise start-ups within the last four years. 

17% of the social enterprise start-ups were in 

the process of scaling up, and 3% of the social 

enterprises had impressively managed to 

reach maturity in this short time period. 10% 

of the social enterprises started within this 

time had however ceased to exist.  

4.3 Measurement Model 
The measurement model in Structural Equation Modelling (SEM) relates to the relationships between 

the variables and their items. These relationships are examined firstly through aŶ ͚EǆploƌatoƌǇ FaĐtoƌ 

AŶalǇsis͛ ;EFAͿ, secondly through a ͚CoŶfiƌŵatoƌǇ FaĐtoƌ AŶalǇsis͛ (CFA). 

4.3.1 Introducing Structural Equation Modelling 

Structural Equation Modelling (SEM) is chosen as the most logical and appropriate statistical 

confirmatory method for testing our final conceptual model (see Section 2.2.7). Simpler techniques for 

relationship testing, such as multiple regression or factor analysis, were found to be insufficient, as those 

are only able to test one relationship at a time, rather than an entire model (Hair, et al., 2014a). SEM is 

based on conducting several consecutive data analyses which verify and build upon each other so as to 

result in a complete, valid and testable model. As we are testing several interrelated variable 

relationships, a multivariate technique is necessary to test the entire model together simultaneously. 

Although there are a few other multivariate approaches available, SEM is by far the most-used approach 

in the field of social and behavioural sciences, with several hundreds of papers published using SEM for 

data analysis (Hair, et al., 2014a). Similarly, the study of Hockerts (2015, 2017) analysed the t1 sample 

through SEM, and so for consistency and validity purposes SEM seems the most appropriate approach. 

Figure 9: Social Enterprise Growth Phase in t2 
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What makes SEM particularly convenient is that it allows for flexibility. The aims of the study guide the 

necessary SEM procedures, and in turn, SEM allows for the systematic identification of possible 

ŵodifiĐatioŶ ǁhiĐh ŵaǇ stƌeŶgtheŶ a ŵodel aŶd iŶĐƌease ͚ŵodel fit͛ (Hoyle, 1995).  

Foƌ the puƌpose of the studǇ, fiƌstlǇ aŶ ͚EǆploƌatoƌǇ FaĐtoƌ AŶalǇsis͛ ;EFAͿ, aŶd theƌeafteƌ a ͚CoŶfiƌŵatoƌǇ 

FaĐtoƌ AŶalǇsis͛ ;CFAͿ is peƌfoƌŵed with the programmes SPSS and Amos 24. Factor analyses are 

statistically based methods which are used to develop a model where several items are conjoined into 

distinct variables. The EFA first considers the internal validity of the scales, while the CFA then analyses 

the external consistency across the items of the differing constructs (Viswanathan, 2005). Their aim is to 

test the validity and reliability of the variables and the items which are meant to represent that variable. 

This pƌoĐeduƌe alloǁs foƌ the deǀelopŵeŶt of aŶ appƌopƌiate aŶd ǀalid fiŶal ŵodel ǁith good ͚ŵodel fit͛. 

͚Model fit͛ ƌefeƌs to the fit ďetǁeeŶ the ŵodel aŶd the data it is ŵeaŶt to ƌepresent, i.e. does the model 

match the observed data?  

A ͚good ŵodel fit͛ ǁould theƌeďǇ iŶdiĐate that the ŵodel is ͚plausiďle͛, aŶd that it ƌeasoŶaďlǇ ĐoŶsisteŶt 

with the data (Schermelleh-Engel, et al., 2003). On the other haŶd, if the tests iŶdiĐate ͚pooƌ ŵodel fit͛, 

then the model has to be rejected and cannot be used to test the hypotheses. As the EFA and CFA are 

used to analyse reflective measurement models, the control variables are not included initially. The term 

͚lateŶt ǀaƌiaďle͛ ƌefeƌs to those ǀaƌiaďles ǁhiĐh aƌe Ŷot diƌeĐtlǇ oďseƌǀed oƌ ŵeasuƌed ďut aƌe Đƌeated 

mathematically from other variables measured. In this study, all the variables are latent variables, as they 

combine various items, except for the control variables. 

HaǀiŶg aĐhieǀed good ͚ŵodel fit͛, ouƌ fiŶal ĐoŶĐeptual ŵodel ;iŶĐlusiǀe Ŷoǁ of the ĐoŶtƌol ǀaƌiaďlesͿ is 

ready for path analysis. This model, plus alternative variations of it, are subsequently drawn up in the 

program SmartPLS 3 (Ringle, et al., 2015), for the final path analyses. Conducting a path analysis allows 

for the final testing of the strength and significance of our hypothesised relationships. 

Issues with Factor Analysis 

One of the largest pitfalls of a factor analysis is that it assumes that there is an underlying relationship 

between the items and their constructs. This would mean that although some items may correlate 

together, they might not necessarily be indicative of the intended construct (Hair, et al., 2014a). As 
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researchers, we in turn have to determine if the items, that are correlating together, can be appropriately 

ĐoŵďiŶed iŶto a ĐoŶstƌuĐt oƌ Ŷot. EFA aŶd CFA ƌeƋuiƌe a lot of a ƌeseaƌĐheƌ͛s iŶteƌpƌetatioŶ, ǁhiĐh ŵight 

even result in a misleading analysis (Fabrigar, et al., 1999).To mitigate this, the study aims to follow well-

recognised papers using SEM (Hair et al. 2011, 2014a, 2014b) and established statistical parameters. 

4.3.2 Exploratory Factor Analysis 

KMO aŶd Baƌtlett͛s Test of “pheƌiĐitǇ – Measures of Sampling Adequacy 

As a first step, the Kaiser-Meyer-Olkin (KMO) is calculated so as to determine sampling adequacy. In 

other words, it is used to ascertain that a proportion of the variance in the variables is due to some 

underlying common factor. The KMO value ranges from 0-1, and the sought after KMO value should be 

above 0.8 to be suitable for factor analysis.  

Secondly, Bartlett͛s test of SpheriĐitǇ is performed, which tests the hypothesis that the data is related 

and can be factored into a number of variables, so as to conduct factor analysis. Since it tests a 

hypothesis, the resulting p-value should be below the 0.05 cut-off point to be significant (Hair, et al., 

2014a).  

For our final items, the KMO is an adeƋuate Ϭ.ϴϲϭ, aŶd Baƌtlett͛s test ;χ2 4160,39, p < 0.000). These 

indices show acceptable sampling adequacy and that conducting a factor analysis is appropriate (Hair, et 

al., 2014a). 

Exploratory Factor Analysis 

Exploratory Factor Analysis (EFA) provides an overview of all the items used in the study and indicates 

whether the items factor together within the intended construct. This allows the researcher to remove 

reflective items that do not factor together internally as expected, or overly factor with other variables, 

to result in a reliable and valid model which can be tested through further multivariate methods. 

AŶ EFA ĐoŶsists of ĐeƌtaiŶ ǀaliditǇ aŶd ƌeliaďilitǇ ĐheĐks, suĐh as eigeŶǀalues, aŶd CƌoŶďaĐh͛s alpha, as 

well as a ͚ ĐoŵpoŶeŶt ŵatƌiǆ͛, ǁhiĐh giǀes aŶ oǀeƌǀieǁ of hoǁ the iteŵs aƌe iŶteƌƌelated. Foƌ the puƌpose 

of the study, a rotated component matrix is used for better and simpler interpretation in comparison to 

un-rotated factors (Yong & Pearce, 2013). More specifically, the rotation is a Varimax rotation, a standard 
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͚oƌthogoŶal͛ ŵethod ǁhiĐh assuŵes the faĐtoƌs aƌe uŶĐoƌƌelated, aŶd is ĐoŶsideƌed to ďe the iŵpƌoǀed 

version of previously used rotations (Costello & Osborne, 2005; Fabrigar, et al., 1999). 

To interpret the resulting factors of the rotated component matrix factors, one looks at the loadings to 

determine the strengths or weaknesses of the item-relationships. The closer to 1, the stronger the 

internal relationship. Initially, all possible items are inputted into the correlation matrix. From there it is 

up to the ƌeseaƌĐheƌ͛s disĐƌetioŶ to deĐide ǁhetheƌ to keep or remove certain items. Items can be 

dropped if they load insufficiently with a single factor, or if the item is highly cross-loading. Within our 

EFA we removed items due to both reasons. 

Firstly, we follow the advice of Hair et al. (2014a) and keep only items with a loading of over 0.6 for a 

variable. In complying with this criterion, we remove, for example, the iteŵ fƌoŵ Qϯϰ, ͚I set loŶg–term 

goals foƌ ǁhat I ǁaŶt to aĐhieǀe ǁith ŵǇ tiŵe͛ (see Appendix C). This is the first item in the scale which 

should ďe iŶdiĐatiǀe of ͚Tiŵe PlaŶŶiŶg͛. Yet eǀeŶ ǁheŶ iŶtƌoduĐed iŶto the fiŶal EFA, it oŶlǇ had a loadiŶg 

of 0.5ϳϴ ǁith its felloǁ iteŵs foƌ the ĐoŶstƌuĐt of ͚Tiŵe PlaŶŶiŶg͛, ďeloǁ the Ϭ.ϲ Đut off poiŶt. 

Secondly, an iteŵ ĐaŶ also ďe ƌeŵoǀed if it ͚Đƌoss-loads͛. This means that an item loads highly with two 

or more factors, indicating that the item is correlating too highly with items outside of its intended 

variable. A high cross-loading can be considered at 0.32 according to Costello & Osborne (2005), or a 

more conservative at 0.30 (Robinson, et al., 1991). When this happens, if it fits with the study design, 

and one has sufficient items per variable, the suggestion is to drop the cross-loading items (Costello & 

Osborne, 2005; Yong & Pearce, 2013). Conclusively, the overall aim is that each variable optimally has a 

minimum of three items with a communality over 0.6, and a cross-loading below 0.3, so as to have items 

which produce a strong and valid overall variable (Hair, et al., 2014a).  

Due to high cross-loadings we removed several items, such as those that did not correlate with the 

coŶstƌuĐt of ͚“elf-CoŶtƌol͛ as iŶitiallǇ assuŵed. Although ǁe use a pƌeǀiouslǇ tested aŶd ǀeƌified sĐale, 

several items have high cross-loadings or load as entirely separate factors. For example, one could argue 

that Qϰϯ, ͚I saǇ iŶappƌopƌiate thiŶgs͛ does Ŷot necessarily indicate a lack of self-control, but possibly 

ƌatheƌ peƌsoŶal pƌefeƌeŶĐe. IŶdeed, iŶ the oƌigiŶal EFA, this iteŵ sepaƌates fƌoŵ otheƌ ͚“elf-CoŶtƌol͛ 

items to become its own construct. Another discrepancy is shown in the resulting answers to Q47, 

͚People thiŶk I haǀe iƌoŶ self-disĐipliŶe͛. Opposite to all the otheƌ ͚“elf-CoŶtƌol͛ ƋuestioŶs, it asks the 
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individual about what other people think of them, rather than being self-reflective, and so it 

understandably appears as a separate construct. Fuƌtheƌŵoƌe, a feǁ iteŵs of ͚ “elf-CoŶtƌol͛ also Đoƌƌelate 

ǁith ͚Tiŵe PlaŶŶiŶg͛, suĐh as QϱϬ, ͚I ĐaŶ ǁoƌk effeĐtiǀelǇ to ƌeaĐh loŶg-teƌŵ oďjeĐtiǀes͛.  

Table 2 shows the resulting EFA after having conducted the Confirmatory Factor Analysis (CFA) and path 

analysis which further reduce the items, as explained in the following sections. The matching question 

for each coded item can be found under Appendix D. As can be seen in Table 2, all final items have a 

communality of over 0.6 with their intended construct (highlighted in blue), and each variable has a 

minimum of three items, following the guidelines of Hair et al. (2014a) and Pole & Lampard (2002) to 

result in a reliable construct. Additionally, there are no cross-loadings of over 0.3. 

Eigen values and Percentage Variance 

When deciding what variables to retain for factor analysis, the eigenvalues indicate which variables 

account for sufficient variance to ďe iŶĐluded iŶ the faĐtoƌ aŶalǇsis. GeŶeƌallǇ, Kaiseƌ͛s ĐƌiteƌioŶ is used 

as a rule of thumb, suggesting that all constructs which have an eigenvalue of 1 should be retained (Yong 

& Pearce, 2013). However, some argue that that this cut-off point may overestimate the number of 

factors one should use (Costello & Osborne, 2005). As seen in Table 2, the eigenvalues are well above 

Kaiseƌ͛s ĐƌiteƌioŶ of ϭ, which, thus, approves the inclusion and choice of the five constructs.  

Percentage variance indicates how much each variable contributes to the total variance, which is 

important as a low percentage variance indicates a high amount of random error. Thereby, according to 

Hair et al. (2014a) in social sciences, one should aim at a resulting cumulative percentage variance above 

60. As can be seen in Table 2, the five factors explain a cumulative variance explained of 66%, meeting 

the set criterion. 
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Table 2: Exploratory Factor Analysis - Varimax Rotated Component Matrix 

Items 1 2 3 4 5 

Behaviour 1 ,833 ,116 ,121 -,026 ,183 

Behaviour 2  ,856 ,082 ,074 -,043 ,187 

Behaviour 3 ,674 ,154 ,040 ,113 ,056 

Behaviour 4 ,768 ,051 ,076 ,032 ,104 

Behaviour 5 ,666 -,102 ,135 ,033 ,027 

Behaviour 6 ,838 ,115 ,126 -,010 ,079 

Behaviour 7 ,872 ,042 ,037 -,073 ,106 

Behaviour 8 ,889 ,120 ,043 -,070 ,163 

Behaviour 9 ,849 ,016 ,002 -,001 ,101 

Behaviour 10 ,841 ,029 -,049 -,046 ,006 

Self-Control 1 ,071 ,719 ,212 -,003 ,020 

Self-Control 2 ,154 ,717 ,166 -,013 ,124 

Self-Control 3 ,095 ,700 ,100 -,160 -,078 

Self-Control 4 ,006 ,759 -,061 ,068 ,105 

Self-Control 5 -,033 ,727 ,016 ,082 ,138 

Self-Control 6 ,105 ,691 ,116 -,001 -,063 

Time Planning 1 ,082 ,134 ,706 ,068 ,190 

Time Planning 2 ,045 ,007 ,806 ,042 ,058 

Time Planning 3 ,096 ,125 ,773 -,030 ,007 

Time Planning 4 ,072 ,149 ,743 -,038 ,045 

Time Planning 5 ,077 ,084 ,865 -,030 ,030 

Institutional Support 1 ,014 ,049 -,066 ,874 -,023 

Institutional Support 2 -,060 ,019 ,096 ,800 -,075 

Institutional Support 3 ,026 -,079 -,024 ,905 ,003 

Intention1 ,224 ,181 ,153 -,057 ,622 

Intention2 ,244 ,021 ,070 -,008 ,853 

Intention3 ,164 ,013 ,082 -,045 ,886 

Eigenvalue 7.732 3,631 2.452 2.312 1,692 

% of Variance 28.634 13.450 9.082 8.565 6.267 

% of Cumulative 

Variance 
28.634 42.087 51.169 59.734 66.000 

CƌoŶďaĐh͛s Alpha 0.946 0.825 0.851 0.830 0.784 
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CronďaĐh͛s Alpha 

CƌoŶďaĐh͛s alpha ĐoeffiĐieŶt is ĐustoŵaƌilǇ used to assess internal consistency and reliability of the 

ǀaƌiaďles, ƌaŶgiŶg fƌoŵ Ϭ to ϭ. The higheƌ CƌoŶďaĐh͛s alpha, the higheƌ the iŶteƌŶal ĐoŶsisteŶĐǇ of the 

items, and a value above 0.6 or alternatively 0.7 is generally found to be acceptable (Hair, et al., 2014a, 

p. 90). Foƌ ouƌ studǇ, ǁe folloǁed De VoŶ et al.͛s (2007) suggestioŶ ďǇ aiŵiŶg foƌ a CƌoŶďaĐh͛s alpha of 

above 0.7 to accept the internal consistency of our newly constructed questions for social enterprise 

start-up ďehaǀiouƌ aŶd ͚IŶstitutioŶal “uppoƌt͛. The CƌoŶďaĐh͛s alphas foƌ the fiŶal ĐoŶstƌuĐts aƌe aďoǀe 

the mentioned thresholds, indicating an acceptable internal consistency and establishing convergent 

validity (see Table 2). 

4.3.3 Confirmatory Factor Analysis 

The Confirmatory Factor Analysis (CFA) tests the model proposed by the EFA. Essentially, the EFA 

explores how well the measured items represent the constructs, and then guided by the statistical data, 

arrives at a suggested model. This model is then input into the program Amos 24, to arrive at a CFA with 

which we can confirm the item and construct interrelationships. However, the CFA is unable to examine 

relationships beyond simple construct correlations (Hair, et al., 2014a), making the CFA a precursor to 

the final structural model analysis. The CFA essentially checks that the items and constructs are valid, 

and that the theorised model has a good model fit. Thereby, several ͚goodŶess of fit͛ indicators are 

looked at, as follows; 

How to Interpret Confirmatory Factor Analysis 

Standardised Factor Loadings 

The first thing to look at when conducting a CFA are the standardised factor loadings, which are the 

bivariate correlations between the reflective items and the construct  (Hair, et al., 2014b). As can be seen 

in the CFA illustration, Appendix F, the loadings are the numbers stated between the lines connecting 

items to variables. The loadings should all be statistically significant, meaning above a cut-off point of 

0.7, or a less conservative cut-off of 0.5 (Hair, et al., 2014a). The initial CFA pointed out one issue – namely 

that the ͚IŶteŶtioŶ͛ iteŵ of ͚I do Ŷot plaŶ to staƌt a soĐial eŶteƌpƌise͛ has a loǁ loadiŶg of Ϭ.ϰϰ ǁith its 

corresponding construct. We removed this item from the model, as the loading is below the 0.5 cut-off 

point, and more than three items remain in order to create a strong and valid variable (Hair, et al., 2014a. 



4. DATA ANALYSIS 

79 

 

Appendix E gives a final breakdown of the items which construct our independent and dependent 

variables. 

Chi-sƋuaƌed ;χ²Ϳ, Degƌees of Fƌeedoŵ ;dfͿ, aŶd Ŷoƌŵed Chi-squared (CMIN/DF) 

Chi-squaƌed ;χ²Ϳ is the ďasiĐ statistiĐal ŵeasuƌe to ƋuaŶtifǇ the diffeƌeŶĐes ďetǁeeŶ the oďseƌǀed aŶd 

estimated covariance matrices (Hair, et al., 2014a). The χ² ǀalue is iŶ tuƌŶ diǀided ďǇ the degƌees of 

fƌeedoŵ, to pƌoduĐe ͚normed Chi-sƋuaƌed͛ ;χ²/dfͿ, fit iŶdeǆ ǁhiĐh should haǀe a ǀalue ďeloǁ thƌee to ďe 

acceptable (Hu & Bentler, 1999), but ideally below 2 for good model fit (Schermelleh-Engel, et al., 2003). 

Our final ŵodel shoǁs a good χ²/df ǀalue at ϭ.ϱϮϵ, as seeŶ in Table 3. 

Normed Fit Index (NFI) 

NFI is aŶ ͚iŶĐƌeŵeŶtal fit iŶdeǆ͛, ŵeaŶiŶg it assesses to ǁhat eǆteŶt the estimated model fits in relation 

to aŶ alteƌŶatiǀe staŶdaƌd ŵodel, a ͚Ŷull ŵodel͛, ǁhiĐh assuŵes that all variables are uncorrelated (Hu 

& Bentler, 1999, p. 2). NFI ranges from 0 to 1, and a value of 0.9 or higher should be aimed for a good 

model fit (Hair, et al., 2014a). However, it should be noted that NFI can be affected by sample size. For 

smaller samples, the NFI might be lower than expected, even if the model is valid (Bentler, 1990). Our 

CFA produces a NFI nearly approaching the cut-off point, at 0.865. This is still very close to the ideal NFI, 

and so not particularly worrisome.  

Comparative Fit Index (CFI) 

Nevertheless, we check the CFI, which is the modern version of the NFI and also the most widely used 

͚iŶĐƌeŵeŶtal fit iŶdeǆ͛. Values agaiŶ ƌaŶge from 0 to 1, with higher values demonstrating a better fit. 

Historically, the lower cut-off point for an acceptable model has been 0.9, but researchers should ideally 

aim for a CFI value above 0.95 so as to prevent incorrect models from being accepted (Hair, et al., 2014a). 

Our model͛s CFI, 0.948, is close to this upper value, meaning our model does have good model fit, which 

confirms that our NFI is acceptable. 

Root Mean Square Error of Approximation (RMSEA)  

RMSEA is a ĐoŵŵoŶlǇ used ͚aďsolute fit iŶdeǆ͛, ǁhiĐh autoŵatiĐallǇ ŵeasuƌes to ǁhat eǆteŶt the ŵodel 

reflects the actual data. Ranging from 0 to 1, the optimal RMSEA values would be below 0.05 (Hu & 

Bentler, 1999), although below 0.08 can be considered acceptable (Schermelleh-Engel, et al., 2003). Our 

resulting RMSEA, as seen in Table 3, is just on the first threshold at 0.05, indicating good fit. 
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Standardised Root Mean squared Residual (SRMR) 

SRMR is a second ͚aďsolute fit iŶdeǆ͛, ŵeaŶiŶg that as aďoǀe, peƌfeĐt fit ǁould ďe ƌepƌeseŶted ďǇ a ǀalue 

of 0. According to Hu & Bentler (1999), the ideal SRMR should be below 0.08. The CFA shows that our 

model has a SRMR value of 0.058, below the threshold, signifying adequate overall fit of the model 

representing the data. 

Modification Indices for Cross-Loading Estimates 

Modification indices indicate the covariance between a model͛s constructs, and how the overall model 

χ² ǀalue ǁould deĐƌease ďǇ iŶĐludiŶg a paƌtiĐulaƌ path that is not included in the current model (Hair, et 

al., 2014a). WheŶ high ŵodifiĐatioŶ iŶdiĐes aƌe eǀideŶt, it is up to the ƌeseaƌĐheƌ͛s disĐƌetioŶ to eitheƌ 

delete the item, or alternatively to covary it within the model. Generally, we follow the suggestion that 

if the deletion of an item increases model fit indices, it should be removed, but otherwise we attempt to 

covary items. The items however can only be covaried when it logically makes sense, i.e. when the two 

items are very similar and also reflective of the same construct.  

CoǀaƌiaŶĐe issues ǁeƌe oďseƌǀed ǁithiŶ the ŵeasuƌes of ͚Behaǀiouƌ͛. As ǁe haǀe ŵaŶǇ iteŵs 

representing the variable, the item with the largest modification index, asking if the social enterprise 

fouŶdeƌs had ͚DeteƌŵiŶed ƌegulatoƌǇ ƌeƋuiƌeŵeŶts͛ ;QϭϮͿ, ǁas deleted. CheĐkiŶg CƌoŶďaĐh͛s alpha, CFI, 

RMSEA and PCLOSE showed that this improves the model.  

The Ŷeǆt ďiggest offeŶdeƌ is ͚Behaǀiouƌ ϲ͛, ǁhiĐh asked if the ƌespoŶdeŶt has ͚OpeŶed a ďaŶk account 

for the start-up͛ ;QϭϭͿ. Hoǁeǀeƌ, upoŶ its deletioŶ, ŵodel fit iŶdiĐes do Ŷot iŵpƌoǀe, aŶd so it is iŶstead 

Đoǀaƌied ǁith ͚Behaǀiouƌ ϴ͛, as these aƌe the iteŵs ǁhiĐh shoǁ the highest ĐoǀaƌiaŶĐe. AdditioŶallǇ, it 

makes logical sense to covary them, as ͚ Behaǀiouƌ ϲ͛ asks if a ďaŶk aĐĐouŶt ǁas opeŶed, ǁhile ͚ Behaǀiouƌ 

ϴ͛ asks if the ďusiŶess has ďeeŶ legallǇ ƌegisteƌed, aŶd ofteŶ oŶe has to haǀe a ďusiŶess legallǇ ƌegisteƌed 

ďefoƌe oŶe ĐaŶ opeŶ a ďaŶk aĐĐouŶt iŶ the ďusiŶess͛ Ŷaŵe. 

This change again increases the model fit values, with the final numbers presented in Table 3: 
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Table 3: Model Fit Thresholds and Final Model Values 

 Threshold Final Model Values 

Chi-square  478,5 

Degrees of Freedom  313 

Chi-square /Degrees of freedom < 3 1.529 

CFI > 0.9, ideally > 0.95 0.948 

NFI > 0.9 0.865 

RMSEA < 0.05 0.050 

SRMR < 0.08 0.058 

PCLOSE > 0.05 0.478 

Conclusively, these values overall indicate that the variables and items are sufficiently valid to move on 

to the next step, that of constructing a structural model to test our hypotheses.  

4.4 Structural Model 
In this section, we continue the data analysis by doing a final check of the measurement model, and 

finally analysing the structural model. This comprises the path analysis, a comparison of alternative 

models and an extended analysis of our moderators.  

4.4.1 Path Analysis 

Having confirmed that we have adequate items and variables to construct a consistent model, the final 

structural model is set up to test the relationship between our constructs. After conducting the EFA and 

CFA, there are two main statistical SEM approaches when estimating the relationships in a complete 

ŵodel, the ͚CoǀaƌiaŶĐe Based͛ aŶd the ͚Paƌtial Least “Ƌuaƌes͛ ;PL“Ϳ appƌoaĐh. Although theƌe is a deďate 

regarding which approach is the most statistically correct, the choice of approach should be guided by 

the characteristics of the data, and the aim of the study. As such, we apply PLS to our data, as we find it 

the more appropriate tool for the purpose to our study. This is because PLS methods are easier to apply 

when investigating moderation models, and work better than Covariance Based models when the 

sample is smaller or has an increased complexity (Hair, et al., 2011). The main issue with PLS is that the 

measures of model fit are as of yet not as developed as those of the Covariance Based method. However, 

we do test for model fit in the previous EFA and CFA, and also apply a newly developed model fit test, 

the Heterotrait-Monotrait (HTMT) criterion to ensure there is no discriminant validity (Hensler, et al., 

2015). The program used for the following calculations is SmartPLS 3 (Ringle, et al., 2015), chosen due to 
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its graphic interphase and ease of use, plus its ability to achieve good statistical results for moderation 

models.  

PLS works similarly to a multiple regression analysis. The results show if there is a relationship between 

constructs, and what percentage of the variance can be explained by the model or construct using R² 

(Hair, et al., 2014b). As mentioned however, simple multiple regression approaches do not calculate all 

the relationships within a model simultaneously (Hair, et al., 2014a), which is why methods such as PLS 

are more appropriate than multiple regression. 

PLS is used, firstly, to check the final structural model fit to judge if the model can be accepted, and, 

secondly, to analyse the structural variance explained (Hair, et al., 2014a). When conducting PLS 

modelling, the resulting model can be analysed in two stages, looking separately into the measurement 

͚outeƌ͛ ŵodel, aŶd the stƌuĐtuƌal ͚iŶŶeƌ͛ ƌesults, folloǁiŶg the suggestion of Hair et al. (2014b). 

The outer part of the model is essentially the measurement model which we have previously tested in 

the EFA and CFA (Garson, 2016). This includes the relationships between our reflective items and their 

corresponding constructs (Hair, et al., 2014b). The outer model in PLS-SEM essentially re-confirms the 

significance of the items in relation to the constructs, as was done with the EFA and CFA. Appendix G, 

Figure 1, depicts a graphic representation of our final model. The outer model are the relationships 

between the constructs (in circles) and their respective items (in rectangles). 

The iŶŶeƌ ŵodel, also Đalled the ͚stƌuĐtuƌal ŵodel͛ oŶ the otheƌ haŶd, aƌe the ƌelationships between 

constructs, the relationships which essentially build up and test our theoretical structural model. 

Appendix G, Figure 2, visually depicts our inner model without the outer model. This distinction between 

the inner and outer model is important, as their evaluation methods are rather different, as is shown. 

͚Outer͛ MeasureŵeŶt Model AŶalǇsis aŶd ‘eliaďilitǇ aŶd ValiditǇ CheĐk 

As can be seen in Appendix G, Figure 1, all the arrows in the outer model point from the construct 

towards the item, indicating that all our items are reflective. This means that the items are a partial 

representation of all the possible items which could reflect the construct. 

As with the CFA, the items are again connected to their constructs through loadings. As before, the aim 

is to have a loading of above 0.7, but overall loadings above 0.5 can be considered acceptable (Hair, et 
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al., 2014a). As shown in Appendix G, Figure 1, all loadings between the items and their respective 

constructs are above 0.6, exceeding the 0.5 threshold, thus providing adequate model fit. 

To fuƌtheƌ assess ƌeliaďilitǇ aŶd ǀaliditǇ, oŶe looks agaiŶ at the CƌoŶďaĐh͛s alphas aŶd Coŵposite 

Reliability (CR), as well as Average Variance Explained (AVE) for each of the final constructs. For 

ĐoŶǀeƌgeŶt ǀaliditǇ, CƌoŶďaĐh͛s alpha aŶd C‘ should ďe aďoǀe Ϭ.ϳ, ǁhile AVE should ďe higheƌ thaŶ Ϭ.ϱ 

(Hair, et al., 2014b). Checking these values for our model, below in Table 4, shows that all these criteria 

are met, and validity is sufficiently established.  

Table 4: Validity Measures of the Final Model. 

 
Cronbach's Alpha CR AVE 

Behaviour 0,946 0,954 0,678 

Intention 0,780 0,873 0,697 

Institutional Support 0,831 0,812 0,602 

Self-Control 0,825 0,867 0,522 

Time Planning 0,853 0,894 0,629 

Next, we conduct a Heterotrait-Monotrait ratio of correlations (HTMT) test, a new and improved method 

of checking discriminant validity (Hensler, et al., 2015). Discriminant validity tests how different the 

constructs are from one another, and that the construct indeed measures what it intends to (Hair, et al., 

2014a). With HTMT, a value below 0.9 is aimed for to establish that there is no discriminant validity 

between the constructs (Hensler, et al., 2015). As shown by Table 5, the HTMT test confirms that there 

is no discriminant validity between our variables.  

Table 5: Heterotrait-Monotrait Ratio of Correlations (HTMT) 

 
Age Behaviour Education Gender Inst. 

Support 

Intention Self-

Control 

Behaviour 0.046 
      

Education 0.019 0.093 
     

Gender 0.023 0.078 0.040 
    

Inst. 

Support 

0.176 0.070 0.123 0.026 
   

Intention 0.175 0.443 0.125 0.062 0.092 
  

Self- 

Control 

0.054 0.214 0.033 0.115 0.101 0.218 
 

Time 

Planning 

0.085 0.208 0.082 0.142 0.087 0.279 0.315 
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Common Method Bias 

Lastly, as previously mentioned in Section 3.5.1, one main concern when conducting studies is common 

method bias. This bias is defined as an increase or decrease in the strength of construct correlations 

due to a fault in the measurement method (Podsakoff, et al., 2003). Basic checks included the previously 

conducted convergent and divergent validity checks, but to truly ascertain that the common method bias 

is ŵiŶiŵal, ǁe look at the ͚VaƌiaŶĐe IŶflatioŶ FaĐtoƌs͛ of the iŶŶeƌ ŵodel. FaĐtoƌs aďoǀe ϯ.ϯ ďetǁeeŶ an 

IV or moderators and the DV would indicate that there is too much collinearity and that the model is 

subject to the common method bias (Koch, 2015). Looking at Table 6 however, we can see that this is 

not the case, and that all the Variance Inflation Factors are well below this cut off point. 

Table 6: Variance Inflation Factors' Values for Inner Model 

VIF Values Behaviour 

Age 1.066 

Education 1.050 

Gender 1.136 

Institutional 

Support 

1.096 

Intention 1.161 

Self-Control 1.157 

Time Planning 1.145 

͚IŶŶer͛ StruĐtural Model Analysis  

Having confirmed the reliability and validity of the model, we can use the inner or structural model to 

assess our hypothesised relationships, drawn up in Section 2.2. 

PLS SEM is quite different in its approach to ͚model fit͛ statistics when analysing the structural model, as 

oŶe ĐustoŵaƌilǇ does Ŷot use seǀeƌal of the pƌeǀiouslǇ ŵeŶtioŶed ͚goodŶess of fit͛ iŶdiĐatoƌs, suĐh as 

CFI, PCLOSE or RMSEA. Instead, the model is evaluated based on its competency in predicting the DV. 

Thereby, the suggestion is to look at the coefficient of determination (R²), the cross-validity redundancy 

(Q²), path coefficients and t-statistics, and the effect size (f²) (Hair, et al. 2011 & 2014b). SRMR, previously 

used in CFA, is added as an absolute fit index. 
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Coefficient of Determination (R²) 

R² represents the combined effect of the IV and moderators on the DV. The R² values are calculated to 

assess the predictive accuracy of the model, and range from 0 to 1. A higher number indicates a stronger 

predictive accuracy (Hair, et al., 2014b). It should be noted that R² values are used throughout many 

fields, which subsequently require higher or lower R² values to accept the predictive accuracy of the 

model. This leads to a myriad of recommendations regarding what an acceptable R² value is. Some 

suggest that values over 0.1 are sufficient (Falk & Miller, 1992), while others, such as Hair et al. (2014b) 

suggest that values of 0.25, 0.5 and 0.75 should be considered, respectively, as weak, medium and strong 

R² values. For social sciences, where it can be assumed that a variety of factors besides those tested 

affeĐt the ƌesults, the ͚ƌule of thuŵď͛ should alloǁ foƌ this ĐoŶsideƌatioŶ. Thereby, we are guided by 

CoheŶ͛s (1988) proposal, as he specifically refers to behavioural sciences, and is also the first to specify 

the calculations for effect size (f²). Cohen (1988) suggests that R² values of 0.02 are weak, 0.13 are 

moderate, and those of 0.26 or above, are large.  

Cross-Validity Redundancy (Q²) 

Q² assesses the ͚iŶŶeƌ ŵodels͛ pƌediĐtiǀe ƌeleǀaŶĐe, ǁithout ƌefeƌƌiŶg to the ƋualitǇ of that pƌediĐtioŶ 

(Hair, et al., 2014b). A Q² above 0 indicates that the model is relevant in predicting the dependent 

variable, i.e. it affirms the R² is valid.  

Standardised Root Mean Squared Residual (SRMR) 

SRMR, as previously presented in the CFA analysis, indicates absolute fit, where perfect fit is 0. The 

aimed-for SRMR value should be below 0.8 (Hu & Bentler, 1999). 

Path Coefficients 

The path coefficients are the hypothesised relationships between our variables, depicted in Appendix G, 

Figure 2, as the arrows and their adjacent values. The values range from -1 to +1 to indicate the direction 

of the relationship, and the further from 0 the path coefficient is, the stronger the relationship (Hair, et 

al., 2014b). This is not to say that the coefficients obtained are necessarily significant, as they could be 

ƌaŶdoŵ oĐĐuƌƌeŶĐe. TheƌeďǇ a ͚ďootstƌappiŶg test͛ is ƌuŶ to test foƌ the sigŶifiĐaŶĐe ;oƌ p-values) of the 

path coefficients. The p-values indicate how confidently one can reject the null hypothesis, i.e. in this 

case, that the relationships tested do not have an effect on the DV. The closer the resulting p-value is to 
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0, the more confidently one can reject the null hypothesis. As a general rule, a value below 0.05 is 

required to consider the path coefficient statistically significant, as a value of 0.05 would indicate a 5%, 

or 1 in 20 chance of the relationship being random coincidence.  

T-Statistics 

T-statistics are calculated to assess the level of significance of each relationship (Hair, et al., 2011). The 

higher the value, the higher the significance level. The critical t-value cut-off point is 1.96, which indicates 

a confidence level of 95%. The t-values are not as straight-forward to understand as some of the other 

measures, so for further assessment guidance, it should be noted that a value of 1.65 indicates a 90% 

confidence level, and a value of 2.58, indicates a confidence level of 99%. 

Effect Size (f²) 

CoheŶ͛s (1988) f² shows the effect size of each path and is calculated as the change in R² when a construct 

is systematically removed from the model (Hair, et al., 2014b). The higher the resulting value, the 

stƌoŶgeƌ the ĐoŶstƌuĐt͛s effeĐt. UsiŶg CoheŶ͛s (1988) parameters for consistency, the f² values can be 

considered strong if above 0.35, moderate at 0.15, and weak at 0.02.  

4.4.2 Comparison of Alternative Models 

Now that the method of analysis for PLS has been established, we can test our hypotheses through a 

series of models, as seen under Table 7 (p.88), with the according f² values under Table 8 (p.89). Although 

the overall aim is to test the full model and the simultaneous moderating effects, we first test each of 

the intervening constructs separately, as a comparison of models allows for a much stronger overall 

analysis (Hair, et al., 2014b). 

͚Model ϭ͛ tests oŶlǇ the relatioŶship ďetǁeeŶ ͚IŶteŶtioŶ͛ aŶd ͚Behaǀiour͛ with the addition of the 

ĐoŶtƌol ǀaƌiaďles. The path ĐoeffiĐieŶt ďetǁeeŶ ͚ IŶteŶtioŶ͛ aŶd ͚ Behaǀiouƌ͛ is sigŶifiĐaŶt ;Ϭ.ϰϭϭ, p=0.000), 

indicating that H1 is supported by the data. The R² shows that ͚IŶteŶtioŶ͛ aloŶe eǆplaiŶs ϭ6.8% of the 

variaŶĐe iŶ ͚Behaǀiour͛, and the Q² value affirms the validity of the R². Furthermore, the f² and the t-

value (7.196) confirm that the intention-behaviour relationship is indeed significant, while none of the 

control variables appear to have a significant effeĐt oŶ ͚Behaǀiouƌ͛. This laĐk of ĐoŶtƌol ǀaƌiaďle effeĐt oŶ 

social enterprise start-up behaviour simply implies that individuals are equally likely to start-up a social 

enterprise irrespective of their age, gender, or education. 
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͚Model Ϯ͛ tests the supposed moderators first as IVs, or in other words, as direct predictors of 

͚Behaǀiour͛. The results again indicate a clear intention-behaviour relationship, as well as the significance 

of the ͚“elf-CoŶtƌol͛ ĐoŶstƌuĐt as aŶ IV ;path ĐoeffiĐieŶt of Ϭ.ϭϯϲ, p=0.036). The increase in R² 0.195 

implies that to some extent, the constructs we assume to be moderators have an effect independently 

oŶ ͚Behaǀiouƌ͛ as sepaƌate IVs. 

Models 3a-3c test each of our hypothesised moderators individually for their moderating effects on 

the intention-behaviour relationship. 

• ͚Model ϯa͛ tests the effeĐt of ͚IŶstitutioŶal Support͛ as a moderator, yet it does not appear to be 

statistically significant (0.083, p =0.564). The data thereby does not support H2a. 

• ͚Model ϯď͛, testiŶg HϮď, that ͚Self-CoŶtrol͛ positively moderates the intention-behaviour 

relationship, is supported by our results (0.164, p =0.022). The t-statistics indicate a value of 2.213, 

meaning that it can be assumed with an over 95% confidence level that the relationship is statistically 

sigŶifiĐaŶt. Hoǁeǀeƌ, it should ďe Ŷoted that ͚“elf-CoŶtƌol͛ is also a sigŶifiĐaŶt IV ;Ϭ.ϭϯϲ, p =0.021, t-

value = 2.407), although the effect size is slightly smaller than as a moderator when comparing path 

coefficients and f². The overall vaƌiaŶĐe eǆplaiŶed ǁheŶ addiŶg the ǀaƌiaďle ͚“elf-CoŶtƌol͛ iŶĐƌeases 

to 19.5%. 

• ͚Model ϯĐ͛ looks at hoǁ ͚ Tiŵe PlaŶŶiŶg͛ affects the intention-ďehaǀiouƌ ƌelatioŶship. ͚ Tiŵe PlaŶŶiŶg͛ 

as a moderator is clearly not significant (-0.036, p= 0.675). 

The final model, ͚Model 4͛ tests the ĐoŶjoiŶt ŵoderatioŶ effeĐts. The R² for our final model is 0.236, 

indicating that our ŵodel eǆplaiŶs alŵost Ϯ4% of the ǀariaŶĐe iŶ ͚Behaǀiour͛. ApplǇiŶg CoheŶ͛s (1988) 

criteria this variance suggests that the model predicts a medium-large amount of the variance in 

behaviour. A check of the Q² value (0.138) shows it is clearly above zero, demonstrating that the model 

is iŶdeed pƌediĐtiǀe of ͚Behaǀiouƌ͛. “‘M‘ fuƌtheƌŵoƌe shoǁs adeƋuate ŵodel fit ǁith a value of 0.61. 

Path coefficients, seen in Table 7 on the following page or in Appendix G, Figure 1, indicate that some of 

our hypothesised relationships are clearly stronger than others, and that some appear to be statistically 

significant, while others not. The path coefficients of the final model thereby indicate that: 
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• H1: ͚IŶteŶtioŶ͛ has a Đleaƌ effeĐt oŶ ͚Behaǀiouƌ͛ ǁith a path ĐoeffiĐieŶt of Ϭ.ϯϯϵ ;p = 0.000). There 

appeaƌs to ďe a Đleaƌ ƌelatioŶship ďetǁeeŶ ͚IŶteŶtioŶ͛ aŶd ͚Behaǀiouƌ͛, aŶd the ͚Ŷull hǇpothesis͛ 

for H1 can be confidently rejected. 

• H2a: ͚IŶstitutioŶal “uppoƌt͛ does Ŷot appeaƌ to haǀe a ŵodeƌatiŶg effeĐt oŶ the iŶteŶtioŶ-

behaviour relationship, as according to our data the p-value for the relationship is 0.530. 

• H2b: ͚“elf-CoŶtƌol͛ does have a significant moderating effect on the intention-behaviour 

relationship, having a path coefficient of 0.178, with a p-value of 0.007. This indicates that the 

path ĐoeffiĐieŶt is sigŶifiĐaŶt, aŶd the ͚Ŷull hǇpothesis͛ ĐaŶ ďe ƌejeĐted.  

• HϮĐ: ͚Time PlanniŶg͛ does Ŷot seeŵ to haǀe a sigŶifiĐaŶt ŵodeƌatiŶg effeĐt oŶ the iŶteŶtioŶ-

behaviour relationship (p = 0.521).  

Furthermore, the t-statistics of the final inner model, shown in Appendix G, Figure 3, confirm that the 

following relationships are statistically significant:  

1) The intention-behaviour relationship, with a t-value of 5.342, shows a significant relationship; 

2) ͚“elf-CoŶtƌol͛ as a ŵodeƌatoƌ, ǁith a t-value of 2.882, indicates that the relationship is indeed 

significant with a confidence level of over 99%; and 

3) ͚“elf-CoŶtƌol͛ as aŶ IV, ǁith a t-value of 1.833, indicates that it has an effect on behaviour with a 

confidence level between 90-95% (Hair, et al., 2011). 

Checking effect sizes (f²) in Table 8, uŶdeƌ ͚Model ϰ͛, we see that ͚IŶteŶtioŶ͛ has a ŵodeƌate effeĐt size 

;Ϭ.ϭϯϭͿ, aŶd ͚“elf-CoŶtƌol͛ as a ŵodeƌatoƌ has a ǁeak-ŵodeƌate effeĐt size ;Ϭ.ϬϰϭͿ oŶ ͚Behaǀiouƌ͛. All 

otheƌ ǀaƌiaďles ǁeƌe ďeloǁ the Ϭ.Ϯ ͚ǁeak͛ effeĐt size thƌeshold, although ͚“elf-CoŶtƌol͛ as aŶ IV ;Ϭ.ϬϭϳͿ 

approaches the threshold. This indicates that self-ĐoŶtƌol has a diƌeĐt effeĐt oŶ ďehaǀiouƌ, ďut that it͛s 

moderating effect on the intention-behaviour relationship is stronger. 
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Table 8: Alternative Model Effect Size (f²) 

 Model 1 Model 2 Model 3a Model 3b Model 3c Model 4 

Age 0.001 0.002 0.001 0.002 0.001 0.001 

Education 0.013 0.011 0.015 0.012 0.012 0.013 

Gender 0.001 0.001 0.001 0.000 0.000 0.000 

Main 

Variables 
      

Intention 0.191 0.145 0.187 0.163 0.153 0.131 

Institutional 

Support 
 0.001 0.001   0.001 

Self-Control  0.021  0.023  0.017 

Time 

Planning 
 0.005   0.006 0.004 

Moderators       

Institutional 

Support 
  0.008   0.007 

Self-Control    0.035  0.041 

Time 

Planning 
    0.010 0.011 

As a final step, we check if some of the variables have a mediating effect to assure that we are not 

misinterpreted our variables. Thereby, we test for mediation with SmartPLS 3, following the procedure 

suggested in Garson (2016), by comparing the strength of the intention-behaviour relationship with and 

without the mediating effect. If the strength of the intention-behaviour relationship changes, this would 

indicate that the construct does have a mediating effect. When testing the variables as mediators both 

separately and conjointly, the intention-behaviour relationship changed marginally (from 0.362 to 0.361) 

or not at all, indicating that none of the variables is a significant mediator. 

4.4.3 Further Analysis 

In this section we attempt to further understand the statistical results. We test an alternative measure 

foƌ ͚IŶstitutioŶal “uppoƌt͛ fƌoŵ the ThoŵsoŶ ‘euteƌs fouŶdatioŶ, giǀeŶ that the ƌesults do Ŷot appeaƌ to 

ďe iŶ liŶe ǁith ouƌ hǇpothesis. Fuƌtheƌŵoƌe, the statistiĐallǇ sigŶifiĐaŶt ŵodeƌatoƌ of ͚Self-CoŶtƌol͛ is 

analysed through a simple slope analysis, and a statistical explanation as to the non-significance of Time 

Planning is proposed.  
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Institutional Support 

Surprisingly, our findings indicate that institutional support seems not to have an effect on the intention-

behaviour relationship. Rationalising that our results may reflect an iŶdiǀidual͛s suďjeĐtiǀe eǆpeƌieŶĐe oƌ 

lack of knowledge, rather than the actual social enterprise start-up support, we test our model with a 

second measure of social enterprise support. We decide to implement an external, objective evaluation 

of social enterprise support, to also make sure that our results were not subject to ͚common method 

bias͛ oƌ otheƌ eǀaluatioŶ issues.  

As the Thomson Reuters Foundation (2016) specifically assesses a ĐouŶtƌǇ͛s iŶstitutioŶal suppoƌtiǀeŶess 

for social enterprises(and which are ͚The ďest ĐouŶtƌies to ďe a soĐial eŶtƌepƌeŶeuƌ͛ in), we select their 

country rating as an alternative measure In particular, Thomson Reuters͛ study encompasses areas such 

as government policy, ease of transactions, as well as access to funding and non-financial support for 

social enterprises in each given country. To assess these criteria, Thomson Reuters approached 20 social 

enterprises experts in every one of the 45 countries surveyed. The resulting responses are calculated into 

country ratings ranging from 0 to 100, with the average mean rating being 54.76 (SD 7.54).  

Since only the largest 45 economies are surveyed in this study, inputting the ratings for each 

ƌespoŶdeŶt͛s ĐouŶtƌǇ revealed that, 46 individuals within our study did not have an equivalent country 

rating. These individuals come from both less economically developed countries such as Bolivia, Peru, 

Zimbabwe, Niger and Afghanistan, but also smaller, more economically developed countries such as New 

Zealand, Portugal, or Hungary. Inputting the average would skew the data, and calculating an average 

value of similar countries is not an option, as countries which one would assume to have a similar rating, 

do not. For example, the UK is ranked as the third most supportive social enterprise country with a rating 

of 60.6, while Ireland is in 44th place with a rating of 35.1. However, as the aim is just to retest our results, 

we went forward in the testing of this variable despite the almost 20% missing data. Both the SPSS 23 

aŶd “ŵaƌtPL“ ϯ pƌogƌaŵŵes ͚delete Đase-ǁise͛ those iŶdiǀiduals ǁithout a ƌatiŶg. 

The first step is to check whether there is a correlation between ThoŵsoŶ ‘euteƌs͛ ͚CouŶtƌǇ “oĐial 

Enterprise Supportiveness͛, as we call it, aŶd the ƌesults foƌ ouƌ ͚IŶstitutioŶal “uppoƌt͛ ǀaƌiaďle. GoiŶg 

ďaĐk to ouƌ iŶtƌoduĐtioŶ to ͚ValiditǇ aŶd ‘eliaďilitǇ͛ ;“eĐtioŶ 3.5), one can see that we originally checked 

all our constructs for ́ nomological ǀaliditǇ͛. Yet, fiŶdiŶg that ouƌ ŵeasuƌeŵeŶt foƌ ͚ IŶstitutioŶal “uppoƌt͛, 
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which we ourselves created for this survey, has neither an effect as a mediator nor as an IV, one could 

argue that we cannot be sure if we are measuring our intended construct. Thereby, checking 

͚IŶstitutioŶal “uppoƌt͛ ƌesults agaiŶst ThoŵsoŶ ‘euteƌs͛ sĐale Đould pƌoǀide additioŶal ͚tƌait ǀaliditǇ͛. 

IŶdeed, ǁheŶ ĐoŶduĐtiŶg a PeaƌsoŶ ĐoƌƌelatioŶ ǁith the tǁo ͚IŶstitutioŶal “uppoƌt͛ ǀaƌiaďles, a 

statistically significant relationship of 0.311 (p-value below 0.01) is found, indicating that these two 

variables highly correlate.  

Neǆt, aŶ EFA is ĐoŶduĐted to test if it faĐtoƌs as a sepaƌate ǀaƌiaďle. IŶ faĐt, ͛CouŶtƌǇ “oĐial EŶteƌpƌise 

Supportiveness͛ faĐtoƌs ƌatheƌ stƌoŶglǇ ǁith ouƌ ŵeasuƌeŵeŶt of ͚IŶstitutioŶal “uppoƌt͛, at Ϭ.ϰϲϱ. This 

iŶdiĐates that ouƌ ĐoŶstƌuĐt of ͚IŶstitutioŶal “uppoƌt͛ appeaƌs to ďe iŶ liŶe ǁith the ThoŵsoŶ ‘euteƌs͛ 

measure, adding credibility and trait validity to our measurement method. However, when checking 

CƌoŶďaĐh͛s alpha ;Ϭ.ϯϭϳͿ, it ďeĐoŵes Đleaƌ that the iteŵ foƌ ͚CouŶtƌǇ “oĐial EŶteƌpƌise “uppoƌtiveness͛, 

although ĐoƌƌelatiŶg highlǇ ǁith ͚IŶstitutioŶal “uppoƌt͛, is Ŷot paƌt of the saŵe ǀaƌiaďle. TheƌeďǇ, it is 

worth testing Thomson ‘euteƌs͛ alteƌŶatiǀe ĐoŶstƌuĐt foƌ ͚IŶstitutioŶal “uppoƌt͛ as although theǇ ŵaǇ ďe 

similar, they are not the same. 

As the Thomson Reuters variable does not have to be tested for internal consistency (as it consists of 

only one item), it is directly input and tested in the final model with SmartPLS 3 and replaces our 

ĐoŶstƌuĐt of ͚IŶstitutioŶal “uppoƌt͛ (Ringle, et al., 2015). As above, we test alternative models to 

thoroughly iŶǀestigate the ĐoŶstƌuĐt of ͚CouŶtƌǇ “oĐial EŶteƌpƌise Supportiveness͛ ;see Models Ϯ.ϭ; ϯ.ϭa; 

4.1). In Table 9, we show the results of inserting the ͚CouŶtƌǇ “oĐial EŶteƌpƌise “uppoƌtiveness͛ 

highlighted in blue and compare them to the original models. 

The alternative models (see Models 2.1; 3.1a; 4.1 in Table 9) ǁith ThoŵsoŶ ‘euteƌs͛ ͚CouŶtƌǇ “oĐial 

Enterprise Supportiveness͛ agaiŶ shoǁs that ouƌ eŶǀiƌoŶŵeŶtal faĐtoƌ does Ŷot seeŵ to haǀe a 

sigŶifiĐaŶt effeĐt oŶ ͚Behaǀiouƌ͛, Ŷeitheƌ as aŶ IV, Ŷoƌ as a ŵodeƌatoƌ of the iŶteŶtioŶ-behaviour 

relationship.  
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Self-Control 

͚“elf-CoŶtƌol͛ is the oŶlǇ tested ŵodeƌatoƌ ǁhiĐh the data iŶdiĐates to haǀe a sigŶifiĐaŶt effeĐt oŶ the 

intention-behaviour relationship. It also has a significant effect as an IV, which is of note, but which is not 

directly relevant conceptually to the testing of hypothesis 2b (Baron & Kenny, 1986). This finding simply 

iŶdiĐates that ͚“elf-CoŶtƌol͛ also has a diƌeĐt positiǀe effeĐt oŶ soĐial eŶtƌepƌeŶeuƌial ďehaǀiouƌ, 

irrespective of intention.  

A simple slope analysis (Figure 10Ϳ, ĐoŶstƌuĐted ǁith “ŵaƌtPL“ ϯ, shoǁs hoǁ ͚“elf-CoŶtƌol͛ at the ŵeaŶ, 

and at +/- 1 standard deviation (SD), moderates the intention-behaviour relationship. The mean slope 

clearly shows that the higheƌ the ͚“elf-CoŶtƌol͛, the ŵoƌe likelǇ the individual will act as intended and 

start-up a social enterprise. Interestingly however, the ͚staŶdaƌd deǀiatioŶ͛ slopes are not parallel, as 

might be expected, but cross over. Essentially, this indicates that an individual who both has high self-

control (pictured in green as +1 SD in Figure 10) and does not intend to start-up a social enterprise, is 

less likely to start-up a social enterprise than an individual who also has not the intention, but has low 

self-control (the line in blue, -1 SD).  

 

  

Figure 10: Simple Slope Analysis of Self-Control as a Moderator 
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Time Planning 

AĐĐoƌdiŶg to ouƌ data, ͚Tiŵe PlaŶŶiŶg͛ appeaƌs to haǀe Ŷo effeĐt Ŷeitheƌ as a ŵodeƌatoƌ of the iŶteŶtioŶ-

behaviour relationship, nor as an IV. An argument for why it may not be having a moderating effect is its 

ĐoƌƌelatioŶ ǁith ͚“elf-CoŶtƌol͛ ;Ϭ.258**, significant p-value at the 0.01 level), as seen in Table 1. This 

ĐoƌƌelatioŶ ŵaǇ haǀe aŶ effeĐt of ĐaŶĐelliŶg out ͚Tiŵe PlaŶŶiŶg͛ ǁithiŶ the ŵodel. “uĐh aŶ effeĐt ĐaŶ 

happen when two constructs represent the same variable or one construct reflects a particular facet of 

the other overall construct and variable. This then causes one construct to become statistically obsolete 

as otherwise the model would be measuring the effect of that one same variable twice.  

Applied to ouƌ studǇ, ͚tiŵe plaŶŶiŶg͛ Đould be assumed to just be a subset of self-control. However, 

having gone through and presented validity and reliability checks throughout each stage of the SEM, we 

can assure that they are indeed two separate constructs which do not excessively cross-load. 

Furthermore, as was done in the ͚alteƌŶatiǀe ŵodels͛ with the original construct (Table 8), we checked if 

͚Tiŵe PlaŶŶiŶg͛ ǁas sigŶifiĐaŶt ǁheŶ tested as a siŶgle ŵodeƌatoƌ ǁithout the possiďle iŶflueŶĐe of ͚“elf 

CoŶtƌol͛ ;Taďle ϴ, Model 3c), which it was not. CoŶĐlusiǀelǇ, ǁe ŵeasuƌed aŶd applied ͚Tiŵe PlaŶŶiŶg͛ 

aŶd ͚“elf CoŶtƌol͛ as tǁo diffeƌeŶt ǀaƌiaďles. 

5 Discussions 
This section starts with an overview of our findings, going into the results for each hypothesis, their 

meaning, and how the literature may explain the findings. We follow this up with the possible theoretical 

and methodological limitations, as well as generalisability considerations of our study. Thereafter, the 

implications for practitioners and academics and are explored, and recommendations for future research 

are given. Lastly, reflecting upon what we have gleaned from this study, we point out its contributions 

to the scientific literature. 

5.1 Overview of Findings 
IŶ suŵŵaƌǇ, ǁe applied FishďeiŶ͛s (2000) ͚IŶtegƌatiǀe Model foƌ Behaǀiouƌal PƌediĐtioŶ͛ ;IMͿ to ďetteƌ 

understand the intention-behaviour relationship. Our data indicates that intention is a predictor of social 

enterprise start-up behaviour, and that self-control is a moderator. In other words, the relationship 

between social enterprise start-up intention and behaviour is found to be statistically significant and, 

thus, H1 is supported by our data. However, institutional support appears not to be a significant 
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moderator of the intention-behaviour relationship, both when testing our own measure, and the 

͚CouŶtƌǇ “ocial Enterprise Supportiveness͛ from the Thomson Reuters Foundation (2016). H2a thereby 

is not supported by our data. H2b, which hypothesises that the personal factor of self-control is a 

moderator of the intention-behaviour relationship, is uphold by our findings. H2c, which theorises that 

time planning moderates the intention-behaviour relationship, is not confirmed by our findings, and is 

not statistically significant. All control variables are furthermore found to be not statistically significant, 

indicating that gender, age, or level of education does not affect social enterprise start-up behaviour. 

Our findings can be summarised by Figure 11, which shows the strength of the relationship within the 

ŵodel, theiƌ sigŶifiĐaŶĐe, aŶd the ƌesultiŶg ǀaƌiaŶĐe eǆplaiŶed iŶ the depeŶdeŶt ǀaƌiaďle, ͚Behaǀiouƌ͛. IŶ 

the following subsections, the statistical results of this study are discussed against the theoretical 

background outlined in the literature review (Section 2.1). 

Figure 12: Final Structural Model with Path Coefficients and Variance Explained 

 

5.1.1 The Intention-Behaviour Relationship (H1) 

The social enterprise intention-behaviour relationship is found clearly within our study, as was originally 

hypothesised. Social enterprise start-up intention alone predicts 16.8% of the variance in subsequent 

behaviour. Nevertheless, it seems that intention is not a perfect predictor of actual behaviour, as 83.2% 

of the variance in behaviour remains unexplained. A further 6.8% in variance is then explained with the 

addition of our moderators (Model 4, Section 5.3.2).  



5. DISCUSSIONS 

97 

 

The variance explained by intention in our study (16.8%) is lower than the average found in meta-

analyses of intention-behaviour studies, such as Armitage & Conner (2001) or Sheeran (2002). However, 

we find three justifications within the literature which explain why this could be the case.  

The first explanation is that our measurement of intention, for which we use the answers to t1 questions, 

ŵaǇ haǀe Đaptuƌed ͚ǁish-like͛, pooƌlǇ foƌŵed iŶteŶtioŶs, ƌatheƌ thaŶ ǁell-formed intentions (Bagozzi & 

Yi, 1989). This relates to the degree of intention formation, which is the extent to which the individual 

considers the consequences of their actions. Thereby, if the participant has considered the possible 

outcomes of their behaviour, their intentions are well-formed, and are a better predictor both of simple 

and complex behaviour, than poorly formed intentions (Sheeran, 2002). Although we could not ask 

questions regarding how well the intentions had been formed retrospectively, the importance of the 

measurement of intention formations should be considered in future research.  

A second consideration is the complexity of behaviours. Fishbein (1995, 2000) proposes that researchers 

should differentiate between specific behaviours, behavioural categories and overall goals. The reason 

why the author recommends this distinction for behavioural research is that intention best predicts 

specific single activity compared to behavioural categories or goals (Fishbein, 2007). Hornik (2007) 

provides an example to clarify the distinction within the health-related field: A person may have the 

overall goal to lose weight. To achieve this aim, the individual has several options within the so-called 

corresponding behavioural categories, such as to either adapt her or his energy intake and/or the energy 

outflow. Each of these categories, in turn, consists of different single actions. While the first may entail 

to adhere to multiple dietary restrictions, the latter can refer to distinct exercise activities. Therefore, a 

single activity may be, for example, to go to a specific exercise class.  

Applied to the present research, starting-up a social enterprise could be considered either a behavioural 

category or an overall goal, but not as a specific activity. For instance, if considered as a goal, this would 

lead to different behavioural categories, such as marketing or financing, which in turn entail different 

sets of activities. Marketing as a behavioural category may relate to specific actions which promote the 

social enterprise and its product or service.  

Since starting-up a social enterprise can rather be regarded a behavioural category or goal, this may 

explain why our variance explained is lower compared to single, simple activities compiled in Armitage 
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and CoŶŶeƌ͛s (2001) aŶd “heeƌaŶ͛s (2002) meta-analyses. Essentially, the more complex the task, the 

more obstacles or challenges one may face, and so intention is less predictive of behaviour (Sheeran, 

2002). The results from this study should thereby be more comparable to the findings from previous 

entrepreneurial intention-behaviour studies, such as Shirokova et al. (2016) and Van Gelderen et al. 

(2015). These found, respectively, entrepreneurial intention to explain 9.9% and 13% of the variance in 

behaviour, indeed explaining a slightly smaller variance than what was found in this study.  

A further 83.2% of the variance in behaviour is not explained by intention, which means that intention 

alone is not a perfect predictor of subsequent behaviour. As delved into in Section 2.1.2, the intention-

ďehaǀiouƌ disĐƌepaŶĐǇ is ŵost ofteŶ Đaused ďǇ ͚iŶĐliŶed aďstaiŶeƌs͛ aŶd ͚disiŶĐliŶed aĐtoƌs͛, those ǁho 

acted contrary to their intentions (Sheeran, 2002). This is the case for our data, as 55 individuals with an 

intention to start-up a social enterprise, did not act, and seven people, who originally had no interest in 

social entrepreneurship, did go on to be part of a social enterprise start-up. In total, both groups amount 

to almost 30% of all the respondents of our sample (N=211).  

A reason for this intention-behaviour discrepancy is that intentions can change over time (Sheeran, 

2002). As such, the relative temporal stability of intentions is the next major consideration, as intentions 

can change quickly due to a myriad of factors. One could speculate that the seven respondents who 

indicated not having an intention in t1, yet acted, may have changed their intentions due to, for example, 

the online course on social entrepreneurship. As of a result of their now positive intention, they started-

up a social enterprise. Following a similar logic, some of the 55 inclined abstainers may have changed or 

postponed their positive intentions due to, for example, an irresistible job offer, a family crisis, or 

administrative barrier. It is however still possible that these current inclined abstainers enact their 

intention eventually. Furthermore, as the first intention question in t1 asks to what extent the individual 

expects to be involved in starting-up a social enterprise within the next five years. Theoretically, one and 

a half years remain to alloǁ foƌ the eŶaĐtioŶ of theiƌ iŶteŶtioŶ, so as to tƌulǇ eǀaluate if the suďjeĐt͛s 

original intention is fulfilled. Follow-up iŶteƌǀieǁs askiŶg aďout the iŶdiǀiduals͛ ĐuƌƌeŶt ;ĐoŶtiŶuiŶgͿ 

intentions and the reasons as to why they have not acted to date could clarify these issues as part of 

future research.  
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To summarise, we firstly outlined that our variance explained may be lower compared to other 

behavioural studies, such as from Armitage and Conner (2000) and Sheeran (2002), possibly due to the 

degree of intention formation and/ or the complexity of our social enterprise start-up behaviour. 

Secondly, we indicated that intention alone is not a perfect predictor due to a visible discrepancy in our 

ƌespoŶdeŶts͛ iŶteŶtioŶ aŶd suďseƋueŶt ďehaǀiouƌ, ǁhiĐh Đould ďe Đaused ďǇ iŶteŶtioŶs ĐhaŶgiŶg oǀeƌ 

tiŵe. Oǀeƌall, these ƌesults iŶdiĐate that theƌe is a Ŷeed foƌ aĐadeŵiĐs to go ďeǇoŶd ĐlassiĐ ͚iŶteŶtioŶ͛ 

studies, so as to investigate actual behaviour and what may influence individuals to enact or not enact 

their intended behaviour. 

5.1.2 Institutional Support as a Moderator (H2a) 

AĐĐoƌdiŶg to ouƌ data, ͚IŶstitutioŶal “uppoƌt͛ is not a significant moderator of the social enterprise start-

up intention-behaviour relationship. This is surprising, given that we expected a supportive environment 

to help individuals to start-up a social enterprise, streamlining the administrative and legal process, while 

also ƌeduĐiŶg the eŶtƌepƌeŶeuƌ͛s ƌisk peƌĐeptioŶ (Bruton, et al., 2010; Mair & Marti, 2009). In fact, we 

ƌeĐoŶfiƌŵ this fiŶdiŶg is ƌeĐoŶfiƌŵed ďǇ eǆĐhaŶgiŶg ouƌ oǁŶ ĐoŶstƌuĐt of ͚IŶstitutioŶal “uppoƌt͛ ǁith 

ThoŵsoŶ ‘euteƌs͛ (2016) ͚Country Social Enterprise Supportiveness͛. While our survey in t2 asks 

ƌespoŶdeŶts oŶlǇ aďout the ƌegulatiǀe pillaƌ ǁithiŶ theiƌ ĐouŶtƌǇ, ThoŵsoŶ ‘euteƌs͛ ƋuestioŶs spaŶ all 

three institutional pillars. The two measurements are found to highly correlate with one another, 

iŶdiĐatiŶg that ouƌ ĐoŶstƌuĐt of ͚IŶstitutioŶal suppoƌt͛ is ǀalid. Hoǁeǀeƌ, ďoth ǀaƌiaďles shoǁ that 

institutions do not appear to have a marked effect in the translation of social enterprise start-up 

intentions into behaviour. The literature provides differing explanations as to why we find that 

institutions may not have a significant effect on the intention-behaviour relationship. 

FiƌstlǇ, as ouƌ hǇpothesis ďased oŶ the ͚ IŶstitutioŶal “uppoƌt͛ ǀieǁ is Ŷot ĐoŶfiƌŵed, oŶe Đould ĐoŶǀeƌselǇ 

apply some arguments from the ͚iŶstitutioŶal ǀoid͛ theorǇ. Proponents of this theory argue that social 

enterprises develop particularly in countries with deficient formal institutions, hence institutional voids 

are considered opportunities (Dacin, et al., 2010; Mair & Marti, 2009). Ferri and Urbano (2015) suggest 

that an explanation as to why social enterprise founders are less discouraged by deficient institutions, 

compared to commercial entrepreneurs, may be because of their social mission. Driven by their social 

objectives, they may generate new, additional institutions or dismantle and remodel existing ones 

without being too affected by institutional voids (El Ebrashi & Darrag, 2017). Furthermore, in countries 
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with strong governments and fewer unmet social needs, potential social entrepreneurs are less 

motivated to start a social enterprise due to little demand, as suggested by studies such as Mair et al. 

(2012) and Estrin et al. (2013a). Our data however does neither support the institutional support, nor 

institutional void view, as there was no statistically significant effect, be it negative or positive. 

Nevertheless, it could be that institutional support does have an effect on the intention-behaviour 

relationship, but that the positive and negative effects cancel each other out, as suggested by Chen et al. 

(2016). As shown in the study of Puumalainen et al. (2015), it may be that unmet social needs can only 

be effectively met by social enterprises when the formal institutions are well established and sufficiently 

developed. 

In this sense, one could argue that our investigation looks too broadly at institutions, which prevents 

us from finding out what institutional elements may hinder or support social enterprise start-ups. This 

type of broad approach to institutions within the entrepreneurship literature has been pointed out as an 

issue by Estrin et al. (2013b), who highlight the need for a more fine-tuned methodology. A number of 

authors delve into what specific aspects of institutions may have an effect on social entrepreneurship. 

For example, Estrin et al. (2013a) highlight the importance of property rights, finding that a strong rule 

of law which is supportive of individual rights has a positive effect on both social and commercial 

entrepreneurship. AlteƌŶatiǀelǇ, Gƌiffiths et al.͛s ;ϮϬϭϯͿ studǇ highlights the iŵpoƌtaŶĐe of feŵale 

participation in the labour force for increasing social enterprise start-up rates, while finding little 

evidence for environmental factors such as corruption, philanthropic support, or tax rates. As such, it 

may be that policy makers who do not yet know how to support social enterprise start-ups. This is 

highlighted for example by Kachlami (2014), who finds that conventional entrepreneurship policies, 

originally constructed to support commercial entrepreneurship, may have an entirely different or even 

negative effect on social enterprises. 

In addition, Fishbein and Cappella (2006) support this reasoning by suggesting to adapt the IM to 

particular (a) activities, and (b) populations. This can be interpreted in two ways. On the one hand, as we 

defiŶed ouƌ ĐoŶstƌuĐt of ͛soĐial eŶteƌpƌise staƌt-up ďehaǀiouƌ͛ in terms of ten start-up activities, it may 

ďe that the ͚IŶstitutioŶal “uppoƌt͛ is ƌeleǀaŶt foƌ soŵe aĐtiǀities, ďut Ŷot foƌ all. OŶ the otheƌ haŶd, the 

stateŵeŶt iŵplies that the deteƌŵiŶaŶt of ͚IŶstitutioŶal “uppoƌt͛ ŵaǇ ďe peƌĐeiǀed iŶ oŶe populatioŶ as 

an enabling factor, whereas another population may regard it as an obstacle (Fishbein, et al., 2001a). In 
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ďoth Đases, the effeĐt of ͚IŶstitutioŶal “uppoƌt͛ ŵaǇ ďe statistiĐallǇ Ŷeutƌalised duƌiŶg ouƌ data analysis, 

which points towards future research looking at one activity and one population.  

Alternatively, one reason for why institutional support may not have an impact on the intention-

behaviour relationship may be that the potential social entrepreneurs have gone into the ͚aĐtioŶal͛ 

phase of the Rubicon model. This phase is characterised by a mindset which is closed to any information 

that would cause the individual to change their mind. In other words, environmental aspects that may 

disrupt their course of action are ignored (Achtziger & Gollwitzer, 2008). Although the institutional 

context may not play a role in the volitional phase of the Rubicon model, Urbano et al. (2010) and 

Stephan et al. (2015) suggest that it affects an individual͛s ŵotiǀatioŶ. IŶ faĐt, aĐĐoƌdiŶg to the ‘uďiĐoŶ 

model, the institutional context is part of the motivational, pre-decisional phase (Achtziger & Gollwitzer, 

2008). Hollenbeck and Klein (1987) propose that whether the institutional context is enabling or 

iŵpediŶg a ĐeƌtaiŶ ďehaǀiouƌ is ĐoŶsideƌed duƌiŶg a peƌsoŶ͛s pƌoĐess of settiŶg a goal oƌ deǀelopiŶg aŶ 

intention. Thus, these thoughts are supposed to be part of determining the desirability and feasibility of 

a particular goal (Urban & Kujinga, 2017). Hence, the institutional context could be expected to exert its 

influence in the motivational, pre-decisional phase instead of the volitional phase. 

Future research could look at specific institutional aspects when investigating their moderating effects 

on the intention-behaviour relationship, for better understanding and provision of support to potential 

social entrepreneurs. This would allow to truly ascertain if and to what extent institutions may have an 

impact on the intention-behaviour gap within social entrepreneurship, or if an alternative explanation, 

such as that of the Rubicon model, may be more accurate in explaining the lack of effect. 

5.1.3 Self-Control as a Moderator (H2b) 

͚“elf-CoŶtƌol͛ is found to be the only variable tested which had a significant moderating effect on the 

intention-behaviour relationship. This implies that our data confirms the findings of authors such as 

Hagger et al. (2010), Mullan et al. (2013), and Van Gelderen et al. (2015). In particular, it supports the 

assumption that the personal factor of self-control shapes the degree to which a person acts upon her 

or his intention to start-up a social enterprise.  

In this context, Hagger (2013) stresses that having this personal factor of self-control determines whether 

individuals are likely to enact their intentions. An explanation for this effect is provided by Van Gelderen 
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et al. (2015) who find that self-control has an effect on the intention-behaviour relationship within 

commercial entrepreneurship. Van Gelderen et al. (2015) argue that for individuals with low self-control 

intentions have the same significance as a wish, while for those with high self-control intentions are a 

goal which is actively worked towards. Starting-up a social enterprise would thereby require the 

individual to have certain self-regulatory and volitional capabilities. As such, one could go back to the 

argument regarding the need to differentiate between wish-like intention, and actual goal intentions, 

and use self-control to help distinguish the two. This could be a further development added to the 

traditional intention models so as to better predict behaviour.  

Furthermore, an interesting point to note is that our data shows that those individuals with high self-

control and no intention to start-up a social enterprise are less likely to translate their intentions into 

behaviour than those with no intention and low self-control. Essentially, one could infer that those with 

low self-control can still be influenced to start-up a social enterprise, despite their initial disinterest, while 

individuals with high self-control will work diligently towards an alternative career path. The possibility 

of such a correlation has indeed been pointed out previously by Van Gelderen et al. (2015), who 

hypothesise that those with high self-control may be less likely to recognise or seize entrepreneurial 

opportunities than more impulsive individuals.  

Conclusively, self-control is a moderator of the intention-behaviour relationship, which targets and helps 

explain the intention-behaviour discrepancy. Furthermore, this personal factor could theoretically be 

applied to other intention-behaviour studies, even beyond the social entrepreneurial field. Given the 

important effect of self-control on the intention-behaviour relationship, we propose educators to 

integrate self-control improving activities in their programs. Although self-control is thought to be a 

mostly static personal factor throughout life, this is not entirely true, and there are also some activities 

that have been proven to increase an individual͛s self-ĐoŶtƌol. OŶe ĐaŶ ƌefeƌ to Fƌiese et al.͛s (2017) meta-

analysis of the relationship of self-control training on subsequent self-control strength, which finds that 

training can indeed lead to a low to moderate increase in self-control. Studies indicate that several types 

of activities or interventions have the potential to increase self-control. For example, some studies 

suggest that regular practice of small self-control tasks improves overall self-control (Baumeister, et al., 

2006; Muraven, 2010), while others advocate the use of meditation (Tang, et al., 2007), or martial arts 

lessons (Lakes & Hoyt, 2004). 
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5.1.4 Time Planning as a Moderator (H2c) 

Ouƌ seĐoŶd peƌsoŶal faĐtoƌ, ͚Tiŵe PlaŶŶiŶg͛, is fouŶd not to be statistically significant. Consequently, the 

hypothesis that it positively moderates the social enterprise start-up intention-behaviour relationship is 

not supported. Existing academic knowledge provides three plausible explanations for our outcome.  

OŶe eǆplaŶatioŶ foƌ ǁhǇ ͚Tiŵe PlaŶŶiŶg͛ does Ŷot ŵodeƌate the iŶteŶtioŶ-behaviour relationship may 

be that it is not as good a proxy of implementation intentions as anticipated. Lynch et al. (2010) point 

out that comparing short- and long-term time planning actually shows that (a) People tend to plan more 

in the short run than in the long run; and (b) Short-term planning is a better proxy of implementation 

intentions than long-term planning. The authors assume that this observation can be explained because 

planning is a strategy to overcome obstacles. Thus, individuals may be more attentive towards time 

challenges in the near future. Moreover, as individuals plan more in the short run than in the long run, 

they wrongly assume that they are busier today than in the future (Lynch, et al., 2010; Zauberman & 

Lynch, 2005).  

Another reason why time planning may not adequately represent implementation intentions is that it 

laĐks paƌt of the keǇ eleŵeŶt of iŵpleŵeŶtatioŶ iŶteŶtioŶs: The ͚situatioŶal Đue͛ (Brandstätter, et al., 

2001). Situational cue is the mental connection between a certain behaviour and a particular situation, 

which enables behaviour initiation: ͞[I]ŶĐƌeased aĐĐessiďilitǇ of the eŶǀiƌoŶŵeŶtal ĐoŶteǆt iŶ loŶg-term 

memory enhances the probability of goal completion, because the mere perception of specified 

environmental features is capable of bringing the previously formulates goal into mind (and hence the 

aĐtiǀatioŶ of the ƌesultiŶg aĐtioŶ itself […]Ϳ͟ (Aarts, et al., 1999, p. 972). Since the process of time planning 

oŶlǇ speĐifies ͞ǁheŶ͟, ďut Ŷot ͞ǁheƌe͟ to iŶitiate the aĐtioŶ, loŶg-term time planning may not be an 

adequate proxy of implementation intentions as assumed in the beginning of the study.  

EǀeŶ if ͚Tiŵe PlaŶŶiŶg͛ aĐĐuƌatelǇ aĐĐouŶted foƌ iŵpleŵeŶtatioŶ iŶteŶtions, there are other issues that 

could explain why it results to be not statistically significant. Generally, previous research confirms that 

implementation intentions effectively translate intentions into behaviour (Gollwitzer & Sheeran, 2006). 

However, implementation intentions are not always constant over time, as shown in studies of Godin et 

al. (2010) or Murray et al. (2009). In addition, implementation intentions may only influence behaviour 

effectively when there is a strong goal intention (Gollwitzer, 1993; Sheeran, et al., 2005). Thus, one can 
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infer that as intentions are often volatile, this in turn may affect the long-term stability of implementation 

intentions.  

Furthermore, Jackson et al. (2005) point out that current evidence does not indicate whether 

implementation intentions function better for simple than for complex behaviours, nor for single or 

ŵultiple aĐtiǀities. “iŶĐe theŶ, DaltoŶ aŶd “pilleƌ͛s (2012) research indicates that the strategy cannot be 

successfully transferred to multiple goals. Thereby, it might even be that implementation intentions may 

not necessarily have the intended effect of enhancing the goal attainment of starting-up a social 

enterprise, as this is a complex goal, consisting of several activities.  

As disĐussed foƌ ͚IŶstitutioŶal “uppoƌt͛ ;Section 5.1.2), FishbeiŶ aŶd Cappella͛s (2006) recommendation 

to adapt the IM to a specific aĐtiǀitǇ, ĐaŶ also eǆplaiŶ ǁhǇ ͚Tiŵe PlaŶŶiŶg͛ is Ŷot fouŶd to ďe a statistiĐallǇ 

sigŶifiĐaŶt ŵodeƌatoƌ. It Đould ďe that ͚Tiŵe PlaŶŶiŶg͛ is ƌeleǀaŶt foƌ some of the social enterprise start-

up activities we tested, but not for all. Theƌefoƌe, the effeĐt of ͚Tiŵe PlaŶŶiŶg͛ as a ŵodeƌatoƌ ŵaǇ ďe 

statistically neutralised in our study. 

The last explanation refers back to the Rubicon model of action phases. In the actional phase the 

iŶdiǀidual ƌeƋuiƌes aŶ ͚ aĐtioŶal ŵiŶdset͛ ǁhiĐh is ĐhaƌaĐteƌised ďǇ ďeiŶg ĐoŵpletelǇ foĐused oŶ oďtaiŶiŶg 

a ĐeƌtaiŶ goal aŶd, theƌefoƌe, ͞individuals in this mindset no longer reflect on the qualities of the goal to 

be achieved, or on their abilities and skills to achieve that goal͟ (Achtziger & Gollwitzer, 2008, p. 277). 

This means that, in this stage, any self-ƌefleĐtiǀe thought oŶ a peƌsoŶ͛s tƌait of ͚Tiŵe PlaŶŶiŶg͛ ŵaǇ ďe 

perceived as a disruption towards achieving the goal. Moreover, the consideration of time plays a role in 

the motivational, pre-decisional phase (ibid.). As part of assessing the feasibility of a goal-directed 

behaviour, individuals determine whether or not they have sufficient time to pursue the goal. Therefore, 

the theoƌǇ pƌoǀides ƌeasoŶ to assuŵe that ͚Tiŵe PlaŶŶiŶg͛ is Ŷot ĐƌuĐial iŶ the ǀolitioŶal phase, ďut 

possibly earlier, when deciding on a particular intention.  

Alternatively, our result complements findings from studies within other fields, such as that of Olander 

et al. (2013), who indicate that time planning neither affects the behaviour of physical activity. In fact, 

theiƌ studǇ shoǁs that tiŵe ŵaŶageŵeŶt iŵpaĐts the ƌespoŶdeŶt͛s self-efficacy, the belief that one is 

able to enact the action. In turn, self-efficacy has recently been found to predict social entrepreneurial 

intention (Hockerts, 2017). Thus, the peƌsoŶal faĐtoƌ of ͚Tiŵe PlaŶŶiŶg͛ ŵaǇ haǀe ďeeŶ not statistically 
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significant in our research because it plays a substantial role in the motivational, pre-decisional phase, 

but not in the volitional phase (see Rubicon model, Section 2.1.4).  

Hence, current academic knowledge provides several possible explaŶatioŶs ǁhǇ ͚Tiŵe PlaŶŶiŶg͛ is Ŷot 

found to be a statistically significant moderator. Further research could clarify if time planning may 

actually influence an individual in the pre-decisional phase. 

5.1.5 Control Variable Considerations 

It is important to note that the characteristics of our particular sample may have affected the results, 

although we did control for three variables: age, gender and education level. However, none of our 

control variables has a statistical effect on behaviour, opposite to what our literature review originally 

indicated. This may be because social entrepreneurship appears to be more inclusive of both women, 

and individuals from all age groups (Lepoutre, et al., 2013; Terjesen, et al., 2012).  

Another explanation may be the specifics of our sample. Firstly, it should be noted that our sample has 

an equal split between female and male respondents, and a wide age range, with an age average of 41.74 

(SD 11.12). However, it is comprised of mainly highly educated individuals. This means that our sample 

is not representative of the general population and may also have implications on our results.  

As suggested from the GEM data, in all countries, level of education is strongly positively associated with 

social entrepreneurship (Bacq, et al., 2011; Terjesen, et al., 2012). This relationship is interestingly even 

stronger for less economically developed countries (Terjesen, et al., 2012). Thereby, on average, social 

entrepreneurs also have a higher educational attainment than their commercial counterparts (Bacq, et 

al., 2011). A reason for this may be that those with a higher level of education both have more knowledge 

and a larger network to draw from than their less educated counterparts (Kautonen, et al., 2015). This 

would theoretically help individuals access resources, or also overcome barriers, possibly making it easier 

for the educated to start-up social enterprises. Furthermore, high educational attainment is often an 

indicator of a more privileged background (Blanden & Gregg, 2004; Ermisch & Francesconi, 2003), again 

pointing towards a better access to resources and networks. Thereby, it could be theoretically argued 

that these highly educated individuals may perceive their environment as more supportive than those 

with lower educational attainment.  
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Another element to point out is that self-control has generally been found to predict higher academic 

achievement, as shown by, for example, the studies of Duckworth & Seligman (2005) and Converse et al. 

(2012). Given their high academic achievements, our sample may thereby have relatively high self-

ĐoŶtƌol ;ŵeaŶ aǀeƌage of ϯ.ϲϱͿ Đoŵpaƌed to the aǀeƌage populatioŶ, agaiŶ iŶdiĐatiŶg that ouƌ saŵple͛s 

demographics may be a further reason as to why this study resulted in a higher than expected variance 

explained. We could thus infer that our interviewees, given their high educational attainment, have a 

higher self-control and are most likely from a more privileged background, relative to their society, and 

also enjoy a wide network and a good access to resources. A further assumption would be that our 

sample has a working knowledge in the use of computers, enjoys a good access to internet, and has 

enough free time to engage with an online learning course. This highlights that our results are not 

generalisable, as the sample has unique qualities which may skew results. 

5.2 Limitations 
The limitations throughout the study can be summarised as follows, divided into the subsections of: 

theory, methodology and, lastly, sample considerations and generalisability. 

5.2.1 Theoretical Limitations 

Generally, the theory substantially directs and shapes this research, as outlined in Section 3.3, our 

approach is deductive. As a consequence, there are certain theoretical pitfalls to this study to be aware 

of. Two of these pitfalls steŵ fƌoŵ FishďeiŶ͛s ;ϮϬϬϬ, ϮϬϬϴͿ IM, ǁhile oŶe oƌigiŶates fƌoŵ HeĐkhauseŶ 

aŶd Gollǁitzeƌ͛s (1987) Rubicon model. 

Firstly, Fishbein (1995) proposes to identify particular environmental and personal moderators by 

engaging in qualitative research first in order to account for peculiarities in the sample, as some of these 

moderators may vary depending on the population under investigation (Fishbein, et al., 2001a). While 

being a valid recommendation, for our study we determined the constructs and their items based on a 

thorough literature review. This is a common approach to research as well and is in line with the 

͞hypothetico-deductive method͟ (Kuada, 2012, p. 74).  

“eĐoŶdlǇ, ǁe disĐussed that a possiďle eǆplaŶatioŶ foƌ ǁhǇ ͚IŶstitutioŶal “uppoƌt͛ aŶd ͚Tiŵe PlaŶŶiŶg͛ 

are not statistically significant moderators may be related to our deviation from Fishbein and Cappella͛s 

(2006) suggestion to adapt the IM to a certain singular activity and a particular population. In fact, we 
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applied the IM to (a) the behavioural category or goal of starting-up a social enterprise, and (b) to a 

diverse and international sample, with respondents from 71 distinct countries. To reconfirm our findings, 

it would be interesting to apply the IM to a single social enterprise start-up activity and a culturally 

homogenous population. 

5.2.2 Methodological Limitations 

Furthermore, there are several methodological weaknesses which can be categorised as: philosophical 

limitations, discrepancies between the t1 and t2 studies, and data collection methods. 

First and foremost is the fact that the t1 study was not designed as a precursor of t2, as should have 

been the case (Gielnik, et al., 2014), and which leads to several potential issues. Importantly, constructing 

the t1 study with the t2 in mind would have allowed for the development of questions with our specific 

research aims in mind, and thereby would have allowed for a less constrained research approach. For 

example, it would have been valuable to distinguish wish-like intentions, and actual intentions. Or, by 

asking interviewees specific ƋuestioŶs to iŶǀestigate Gollǁitzeƌ͛s iŵpleŵeŶtatioŶ iŶteŶtioŶs, ǁe ǁould 

Ŷot haǀe had to ŵake use of LǇŶĐh et al.͛s (2010) pƌoǆǇ of ͚Tiŵe PlaŶŶiŶg͛.  

Fuƌtheƌŵoƌe, although LǇŶĐh et al. ;ϮϬϭϬͿ do test theiƌ ͚Tiŵe PlaŶŶiŶg͛ sĐale, it is ǁith siŵpleƌ tasks aŶd 

a shorter time-frame, indicating that the scale may not have been the best instrument for our purpose. 

Moreover, the skill of time planning can be acquired and developed through training (Inyang & Enuoh, 

2009). Consequently, it is not a static variable, which means that it is not possible to determine whether 

the intention-behaviour relationship is stronger because she or he is innately capable of time planning, 

or whether the person developed this skill after having started-up a social enterprise. If individuals 

indeed advanced their time planning skills after starting-up a social enterprise, this would then bias the 

ƌesult iŶ faǀouƌ of tiŵe plaŶŶiŶg. AŶotheƌ ƌeasoŶ Ŷot to test ͚Tiŵe PlaŶŶiŶg͛ is that it ŵaǇ pooƌlǇ ƌefleĐt 

iŵpleŵeŶtatioŶ iŶteŶtioŶs due to its laĐk of ƌepƌeseŶtiŶg the ͞ǁheƌe͟-association of the situational cue, 

as discussed in Section 5.1.4.  

A second design issue is the timeframe. Theoretically, when conducting an intention-behaviour study, it 

should be stated in the t1 questionnaire, which measures intention, within what time frame the intended 

behaviour should be enacted (Gielnik, et al., 2014). The t1 study was not sufficiently specific, as it stated 

the tiŵe fƌaŵe iŶ oŶlǇ oŶe of the thƌee ƋuestioŶs used. AdditioŶallǇ, it asked aďout the iŶdiǀiduals͛ 
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intentions for the next five years, meaning we actually measured behaviour before the stated deadline. 

Thereby, it may not be fair to saǇ that those ǁho haǀe Ŷot Ǉet aĐted aƌe ͚iŶĐliŶed aďstaiŶeƌs͛, as theǇ 

would theoretically have another year and a half to enact their intention.  

AdditioŶallǇ, foƌ the puƌpose of ouƌ studǇ iŶ tϮ, it ǁould haǀe ďeeŶ ďetteƌ if the ƌespoŶdeŶts͛ intentions 

in t1 were measured at the end of the online Coursera course, instead of the beginning. This is based 

on recent evidence which suggests that social entrepreneurship courses positively affect intentions to 

start-up a social enterprise (Shahverdi, et al., 2018). Consequently, measuring intentions at the end of 

the course, may have resulted in a smaller intention-ďehaǀiouƌ disĐƌepaŶĐǇ ǁithiŶ “heeƌaŶ͛s (2002) two-

by-two matrix. As a result of such possible effects, the TPB suggests that the time span between 

measuring intentions and action should be as small as possible (ibid.). To sum up, our study would have 

benefitted from measuring intentions at the end of the course as initial intentions may have changed 

throughout it, resulting in a lower intention-behaviour discrepancy.  

Furthermore, there is a data collection issue regarding the testing of our scales in the pilot study, 

paƌtiĐulaƌlǇ as ǁe did Ŷot iŶĐlude the ͚ Bƌief “elf-CoŶtƌol “Đale͛ aŶd the ͚ Tiŵe PlaŶŶiŶg͛ sĐale. We assuŵed 

they had already been sufficiently verified, and that adding them to our pilot would discourage 

respondents due to the ƋuestioŶŶaiƌe͛s length. If the scales were tested in the pilot study, we would 

have realised that the scales ǁeƌe Ŷot as ĐoŶsisteŶt as ďelieǀed. Foƌ eǆaŵple, ŵaŶǇ iteŵs of ͚ “elf-CoŶtƌol͛ 

did not factor together well. Looking over the Brief Self-Control Scale, the items presumably did not 

faĐtoƌ togetheƌ as theǇ foĐused oŶ diffeƌeŶt aspeĐts of ͚“elf-CoŶtƌol͛, suĐh as askiŶg aďout ďoth oŶe͛s 

own perception of their self-ĐoŶtƌol, ǀeƌsus the peƌĐeptioŶ of otheƌs. LǇŶĐh et al.͛s (2010) sĐale foƌ ͚Tiŵe 

PlaŶŶiŶg͛ should haǀe ďeeŶ paƌt of ouƌ pilot studǇ as ǁell, as it ǁas oƌigiŶally developed for consumer 

ďehaǀiouƌ. Although theƌe ǁeƌe suffiĐieŶt iteŵs to ĐoŶstƌuĐt a ͚“elf-CoŶtƌol͛ aŶd ͚Tiŵe PlaŶŶiŶg͛ 

construct, the testing of the scales in the pilot study would have allowed for further foresight and validity. 

Moreover, one of the three self-deǀeloped iteŵs foƌ ͚IŶstitutioŶal “uppoƌt͛ shoǁs a defiĐieŶĐǇ. Despite 

our focus on formal, regulatory institutions, the third item is formulated as follows: ͚The institutional 

context in my country is very supportive of starting-up a social eŶteƌpƌise͛. The wording of ͚institutional 

ĐoŶteǆt͛ is misleading since ͚iŶstitutioŶs͛ refer to all three, regulatory, normative, and cognitive pillars, 

yet we intend to focus on the regulatory one. This inaccurate wording ŵaǇ haǀe ƌesulted iŶ ƌespoŶdeŶts͛ 
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answering differently to this question compared to a question clearly referring to formal institutions. 

Nevertheless, looking at the EFA and CFA, all three items factored highly with each other, possibly 

indicating that respondents did consider the three questions to refer to the same institutional aspect. 

5.2.3 Sample Considerations and Generalisability 

Finally, the last limitation of the study concerns the generalisability of our findings, as our t2 sample is 

neither representative of the t1 sample, nor of the general population. 

An important issue regarding our findings refers to the consideration of a possible ͚ŶoŶrespoŶse ďias͛. 

This refers to the over 2000 individuals who answered the t1 questionnaire, yet did not provide answers 

now in t2 (Agresti & Finley, 2014). This can cause an error, which entails implications for the 

generalisability of the study. Considering that we had an overall 7.8% response rate, this study runs a 

high ƌisk of ͚nonresponse ďias͛, as it ŵakes oŶe Ƌuestion why some individuals did, while others did not, 

answer the t2 survey. Our data indicates that the respondents to t2 should not be considered 

representative of the t1 sample, and much less of the general population. For example, when comparing 

certain measuƌes at faĐe ǀalue, ǁe ĐaŶ see that ƌespoŶdeŶts foƌ tϮ oŶ aǀeƌage had a higheƌ ͚iŶteŶtioŶ͛ 

than the t1 respondents, and were also on average about five years older (despite having accounted for 

the time gap of almost four years between t1 and t2). One could furthermore theorise that individuals 

who did follow through with their intentions were more likely to answer in t2, as they were interested in 

promoting their progress, while those who did not act may in turn have felt discouraged to answer the 

survey. This would imply that a disproportionate amount of social enterprise start-up initiators 

responded, and that the actual intention-behaviour relationship is weaker when considering the entire 

t1 sample.  

Moreover, the t2 sample is comprised of highly educated individuals, which may indicate that our study 

does not reflect the issues faced by potential social entrepreneurs from less privileged backgrounds. For 

eǆaŵple, ͚IŶstitutioŶal “uppoƌt͛ ŵaǇ ďe ŵoƌe iŵpoƌtaŶt to iŶdiǀiduals ǁith less eduĐatioŶ aŶd fƌoŵ less 

afflueŶt ďaĐkgƌouŶds, as theǇ haǀe less peƌsoŶal aĐĐess to ƌesouƌĐes. As ǁe fouŶd ͚IŶstitutioŶal “uppoƌt͛ 

not to be statistically significant, this could mean that our highly educated respondents would start a 

social enterprise despite a deficient institutional environment, because they have the network to access 

necessary resources, or are better able to circumvent barriers.  
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Furthermore, one could argue that our entire sample already showed a certain amount of intention or 

interest by singing up to Kai Hockerts͛ oŶliŶe Đouƌse oŶ soĐial eŶtƌepƌeŶeuƌship. HoĐkeƌts͛ ;2018, in 

process) findings support this notion, as a statistically significant and positive link was found between 

studeŶts͛ soĐial eŶteƌpƌise staƌt-up intentions and the subsequent number of elective social 

entrepreneurship courses they enrolled in. This, coupled with the average peak entrepreneurial age of 

our respondents, implies that our sample may have a high proportion of individuals who do have some 

interest in pursuing social entrepreneurship as a career, more so than the general public. A repetition of 

this study with a sample possessing a different initial intention, and/or different characteristics, such as 

educational attainment, may find intention to explain much less of the variance in subsequent behaviour.  

Overall, the generalisability of our findings is limited by approaching our research from a scientific realist 

point of view. Although the results may be statistically valid, scientific realism argues that research can 

͚oŶlǇ͛ reflect approximate truths. Therefore, no universal laws should be deduced based on our research.  

5.3 Implications for Practice and Theory 
Our research findings and their discussion lead to several indications for practitioners as well as 

academics. One the one hand, the findings entail suggestions for policy makers and educators. On the 

other, we deduce implications for researchers focusing on the intention-behaviour relationship in 

general, and, in particular, social entrepreneurship. 

5.3.1 Implications for Practitioners 

Policy Makers 

As noted in the introduction, Section 1.1, social enterprises can play an important role by catering to the 

populatioŶ͛s soĐial Ŷeeds aŶd also haǀe the poteŶtial to affeĐt a ĐouŶtƌǇ͛s legislatioŶ (Santos, 2012). 

Therefore, it could be interesting for policy maker to understand how to encourage social enterprise 

start-ups.  

Fishbein (2000) provides insights as to how interventions can address human behaviour from two 

different angles: either by targeting the process of intention formation, or the intention-behaviour 

translation. The first approach requires to change or reinforce a particular belief in order to influence 

iŶteŶtioŶs. Hoǁeǀeƌ, ďased oŶ ouƌ appliĐatioŶ of “heeƌaŶ͛s tǁo-by-two matrix (see Section 4.1) intention 

formation seems not to be an issue, given that our sample has relatively high positive intention. For the 
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second approach to translating positive intentions into behaviour, Fishbein (2000) suggests that 

interventions can either target skills training or provide a favourable environment. Within our focus of 

intention-behaviour translation, it is particularly policy makers could have the potential to provide and 

create a supportive environment for social enterprises. However, our findings indicate that the 

institutional support does not impact this relationship. This leads to two possible implications for policy 

makers: Either there is no need for them to invest their resources into creating an enabling 

environment, or the current policies are ineffective, in which case policy makers should revise and adapt 

them.  

Educators 

UŶiǀeƌsities͛ gƌoǁiŶg iŶteƌest iŶ soĐial eŶtƌepƌeŶeuƌship has ƌesulted iŶ iŶtegƌatiŶg the disĐipliŶe ǁithiŶ 

curricula, establishing corresponding courses, as well as providing support to students who intend to 

start-up a social enterprise (SEFORIS, 2014). Considering our self-control result, we propose two concrete 

approaches for universities to enable the translation of social enterprise intentions into behaviour. 

Essentially, our findings indicate that self-control seems to be a relevant personal factor for the 

translation, and that the likelihood for individuals with positive intentions to start-up a social enterprise 

is higher the more self-control they possess. Universities can account for this insight by supporting the 

students with particular high self-control, and by enhancing the self-control level of students with 

positive intentions. 

The first recommendation is supported by the high number of ͚iŶĐliŶed aďstaiŶeƌs͛ ǁithiŶ ouƌ saŵple, 

which outweighs the number of individuals with negative intentions. The fact that so many individuals 

stated an intention even before commencing the Coursera course on social entrepreneurship, and yet 

did not enact their intentions, could suggest that there is a need for support, so as to turn intentions 

into behaviour.  

The second suggestion refers to introducing self-control enhancing techniques in courses. Some 

researchers (Friese, et al., 2017; Inyang & Enuoh, 2009) regard self-control as a personal factor that can 

be improved with the right technique. Therefore, self-control methods could be particularly relevant for 

individuals with a positive intention to start-up a social enterprise, but with a low self-control level, so as 

to increase the likelihood that these individuals act as intended. For example, studies such as Baumeister 
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et al. (2006) and Muraven (2010) suggest that self-control can be grown through regularly exercising self-

control activities which can be assigned even within the classroom. 

In conclusion, the statistical results lead to multiple practical implications for policy makers and 

educators. While the first are advised to review their current policies, so as to enhance their efficacy, the 

latter could focus on sustaining students with positive intentions, both the ones with high and the ones 

with low self-control.  

5.3.2 Implications for Academics 

Our results lead to several learnings for academic researchers. Firstly, a comparison between the 

tƌaditioŶal T‘A aŶd TPB ǁith FishďeiŶ͛s IM shoǁs that the pƌediĐtaďilitǇ of ďehaǀiouƌ is higheƌ ǁheŶ 

applying the IM. TRA and TPB posit that intention leads to behaviour, which in our Model 1 resulted in 

16.8% variance explained in behaviour (Section 4.3). Applying the IM by accounting for moderators 

within this relationship increased the amount of variance explained by 6.8%, as shown in Table 7, Section 

4.4.2. Due to this increase in explanatory power, we recommend intention-behaviour researchers to use 

the IM for the purpose of predicting behaviour.  

Fuƌtheƌŵoƌe, FishďeiŶ͛s (2000) IM may be replicable; however, this does not necessarily mean that our 

chosen variables have to be those applied. A different kind of behaviour may require different 

environmental and personal moderator considerations. For studies interested in new venture creation, 

our application of the IM could be replicated for social as well as commercial enterprises. Nevertheless, 

as our final model (Section 4.4.2) predicts 23.6% of the variance in behaviour, there is still 76.4% of the 

variance in behaviour to be explained. In addition, as the intention-behaviour discrepancy of our sample 

indicates, not every intention is translated into subsequent behaviour. Hence, social entrepreneurship 

researchers should proceed with behaviour studies as more research is needed to better understand 

the translation of social enterprise start-up intentions into subsequent behaviour.  

Finally, we generally advise researchers to review the measurement scales for self-control and time 

planning, and either improve them or create new scales. As explained in detail in the limitations (Section 

5.2), our data Đasts iŶto douďt ǁhetheƌ TaŶgŶeǇ et al.͛s (2004) ͚Bƌief “elf CoŶtƌol “Đale͛ pƌoǀides iteŵs 

that sufficiently factor together. As suggested, this may be because the scale does not distinguish 

between different aspects of self- control, such as how one may self-perceive their self-control, and how 
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it is perceived by others. Furthermore, in the limitations section we question whether Lynch et al.͛s 

(2010) scale for long-term time planning can be proposed as a proxy for implementation intention, at 

least when considering complex and long-term goals, such as starting-up a social enterprise.  

To summarise, we recommend the IM over the TRA and TPB when predicting behaviour, revealed a need 

to further investigate the social enterprise start-up intention-behaviour relationship, and, lastly, we call 

for a new measurement scales for self-control and the development of a better proxy for implementation 

intentions Further implications for academics based on our findings are outlined as part of possible future 

directions for research, as follows. 

5.4 Future Directions for Scientific Research 
Given that we are the first to investigate the intention-behaviour relationship within the field of social 

entrepreneurship, there are several topics that could be further addressed by future researchers to 

enhance the understanding of this matter and further fill the literature gap. The following section points 

out prospective research topics that this study touches upon.  

Our results confirm that social entrepreneurial intention may be an important, but not a sufficient, 

predictor of subsequent behaviour, as we find a higher variance explained in behaviour when moderators 

are included within the model. Hence, our study suggests that future researchers could continue the 

investigation into alternative moderators explaining the intention-behaviour discrepancy. This could be 

approached by further in-depth research into potential environmental and personal moderation effects, 

particularly regarding institutional aspects as mentioned in Section 5.1.2). For policy makers, it could be 

especially interesting to determine if and how institutional elements spur on or inhibit the translation of 

social enterprise start-up intentions to behaviour.  

Furthermore, we propose to conduct follow-up research as a continuation of this study. In particular, 

our currently explanatory research could be enhanced in terms of a so-Đalled ͚seƋueŶtial eǆplaŶatoƌǇ 

desigŶ͛ (Saunders, et al., 2016). This is a mixed methods approach consisting of two data collections: 

Firstly, through a quantitative study, which is then followed by a second qualitative data collection phase 

;iďid.Ϳ. The ͚seƋueŶtial eǆplaŶatoƌǇ desigŶ͛ is tǇpiĐallǇ used to delǀe iŶto the outĐoŵes of the first study. 

This approach could be beneficial to us in order to better understand our results and look in more detail 

at the intention-behaviour relationship.  
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FiƌstlǇ, this desigŶ Đould eŶaďle a detailed eǆaŵiŶatioŶ of “heeƌaŶ͛s (2002) two-by-two matrix by 

iŶteƌǀieǁiŶg the ƌespoŶdeŶts aĐĐoƌdiŶg to theiƌ Đlusteƌs. IŶ this ƌegaƌd, ͚iŶĐliŶed aďstaiŶeƌs͛ aŶd 

͚disiŶĐliŶed aĐtoƌs͛ of ouƌ saŵple Đould eǆplaiŶ ǁhǇ theǇ didŶ͛t aĐt iŶ liŶe ǁith theiƌ iŶitial iŶteŶtioŶ. This 

could possibly shed light on the role of the online Coursera course, as discussed in Section 5.2.3, or also 

identify possible moderators or mediators for future research. 

“eĐoŶdlǇ, aŶotheƌ data ĐolleĐtioŶ thƌough Ƌualitatiǀe ŵeaŶs Đould eǆplaiŶ ǁhǇ ͚IŶstitutioŶal “uppoƌt͛ 

aŶd ͚Tiŵe PlaŶŶiŶg͛ seeŵ Ŷot to ďe ƌeleǀaŶt ĐoŶsideƌatioŶs foƌ ouƌ ƌespoŶdeŶts ǁheŶ aĐtiŶg upoŶ theiƌ 

intentions. This could clarify if, for example, current institutional policies are ineffective and, thus, be a 

ƌeasoŶ foƌ ǁhǇ ͚IŶstitutioŶal “uppoƌt͛ is Ŷot fouŶd to ďe statistiĐallǇ sigŶifiĐaŶt. IŶ additioŶ, pƌospeĐtiǀe 

studies could indirectly take up this question by verifying if the institutional context and time 

management skill affect the motivational, pre-decisional phase, as suggested by the Rubicon model (see 

Section 5.1.2 and 5.1.4).  

Lastly, researchers from other fields could contribute to current insights regarding the intention-

behaviour relationship by conducting longitudinal studies and by focusing their research on complex, 

rather than simple, behaviours. This could be of particular interest as our model is replicable in new 

venture creation studies, and subsequent findings on the moderation effects of institutions, self-control 

and time planning could be compared.  

In conclusion, this study illustrates a need for future scientific studies to further investigate the intention-

behaviour relationship within and beyond social entrepreneurship. Future directions for scientific 

research include; conducting a qualitative or mixed methods follow-up study to better understand the 

findings of this research, and searching for other intention-behaviour moderators.  

5.5 Contribution to the Current Scientific Literature 
This research study and its findings provide multiple contributions to the scientific world.  

First of all, its focus contributes to filling a literature gap by merging the disciplines of social 

entrepreneurship and intention-behaviour. To date, research has focused on the measurement of 

intentions within social entrepreneurship, with little attention paid to whether these intentions lead to 

behaviour (Schlagel & Koenig, 2014; Van Gelderen, et al., 2015). For instance, the precursor study by 



5. DISCUSSIONS 

115 

 

Hockerts (2015, 2017) examines different antecedents of social entrepreneurial intention based on the 

theory of planned behaviour (TPB), which arguments that intentions reliably and effectively result in 

subsequent actions. However, these intention studies are only important if intention truly predicts 

behaviour (Shinnar, et al., 2017). Thereby, our study can be understood as an overdue and necessary 

contribution to the existent literature which, until today, has not investigated the intention-behaviour 

relationship within the social entrepreneurial field and, thus, failed to verify the relevance of intention 

studies.  

Our findings, based on longitudinal data, indicate that intention does, to a certain extent, predict 

subsequent social enterprise start-up activities (see Section 5.1.1). Nevertheless, since intention 

accounts for 16.8% of the variance in social enterprise start-up behaviour, intention can be interpreted 

as an insufficient predictor of subsequent action. In this sense, our result complements and confirms 

previous research from other fields which derived at the same conclusion (Gollwitzer & Oettingen, 2012; 

Laguna & Purc, 2016; Moghavvemi, et al., 2015).  

As described in Section 2.1.2, our model goes beyond the motivational model of the TPB (Armitage & 

Conner, 2000) by testing possible moderators of the social enterprise start-up intention-behaviour 

ƌelatioŶship, as pƌoposed ďǇ FishďeiŶ͛s ;ϮϬϬϬ, ϮϬϬϴͿ IM. TheƌeďǇ, this ƌeseaƌĐh foĐus falls ǁithiŶ the 

scope of so-called behaviour enaction models which attempt to deepen the understanding of how 

intentions are translated into behaviour (ibid.). In fact, by adding the three moderators, our model 

results in explaining 23.6% of the variance in behaviour. Hence, our model provides a slightly improved 

explanation of the translation of intention into behaviour.  

Moreover, by investigating the effects of environmental and personal factors, this study responds to the 

request of researchers to shed light on moderators of the intention-behaviour relationship (Sheeran, 

2002) and, therefore, acknowledges their importance (Van Gelderen, et al., 2015). In particular, our 

fiŶdiŶgs suggest that ͚“elf-CoŶtƌol͛ does moderate the relationship, showing that the social enterprise 

start-up intention-behaviour relationship becomes stronger for individuals possessing high levels of 

self-control. OŶ the otheƌ haŶd, IŶstitutioŶal “uppoƌt͛, ThoŵsoŶ ‘euteƌs͛ ͚Country Social Enterprise 

Supportiveness͛ aŶd ͚ Tiŵe PlaŶŶiŶg͛ aƌe Ŷot fouŶd to ďe statistiĐallǇ sigŶifiĐaŶt. It is suggested that futuƌe 

research could attempt to understand why both constructs do not appear to moderate the intention-



6. CONCLUSIONS 

116 

 

behaviour relationship. The newly acquired insights of our study deepen the understanding of the social 

enterprise start-up intention-behaviour relationship and result in recommendations for practice and 

theory (see Section 5.3), such as producing a replicable model for new venture studies.  

Overall, this research fills a literature gap by focusing on the translation of intention into behaviour within 

the field of social entrepreneurship. On the one hand, as reflected in the research from other disciplines, 

our findings indicate that intention may be an important, but insufficient as a predictor of behaviour. On 

the other, it provides novel findings with reference to the role of self-control within social 

entrepreneurship. Lastly, this study contributes to the existing academic literature by taking up previous 

calls to further investigate moderators, and by applying the IM, which according to our sample, leads to 

an improved explanation of the translation of intention into behaviour. Notwithstanding this 

improvement, there is still a need for further research regarding the intention-behaviour relationship in 

social entrepreneurship.  

6 Conclusions 
This research paper is the first to investigate the intention-behaviour relationship within the field of social 

entrepreneurship by following-up on Hockeƌts͛ ;ϮϬϭϱ, 2017) social enterprise start-up intentions inquiry 

from 2014. The central purpose of the current study was to verify whether social enterprise start-up 

intentions lead to subsequent behaviour, as well as to analyse how environment and personal factors 

may moderate the intention-behaviour relationship. This research showed and discussed our sample͛s 

findings as follows: 

1) Intentions can lead to behaviour within the context of social entrepreneurship. However, the 

resulting moderate variance explained confirms past indications from other disciplines: intention is an 

important yet insufficient antecedent of actual behaviour (Gollwitzer & Oettingen, 2012; Laguna & Purc, 

2016; Moghavvemi, et al., 2015). HeŶĐe, ouƌ studǇ suppoƌts the ŶeĐessitǇ of applǇiŶg FishďeiŶ͛s (2000) 

͚IŶtegƌatiǀe Model foƌ Behaǀiouƌal PƌediĐtioŶ͛ ;IMͿ, ǁhiĐh iŵpƌoǀes the eǆplaŶatoƌǇ poǁeƌ of the 

intention-behaviour relationship by considering environmental and personal moderators.  

2) The environmental factor of ͚IŶstitutioŶal Support͛ seeŵs Ŷot to ŵoderate the iŶteŶtioŶ-behaviour 

relationship. Reasons for this may include: (a) The implications of the Rubicon model, which stipulates 

that once an individual eŶteƌs the ͚ aĐtioŶal phase͛, theǇ puƌsue theiƌ goal ƌeleŶtlesslǇ ǁithout ĐoŶsideƌiŶg 
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environmental barriers; and (b) The possibility that institutional policies in place to support social 

enterprises are currently ineffective. To verify our statistical ƌesult, ThoŵsoŶ ‘euteƌs͛ ͚CouŶtƌǇ “oĐial 

Enterprise Supportiveness͛ was tested and compared with our original models, but it neither was found 

to moderate the relationship.  

3) The persoŶal faĐtor of ͚Self-CoŶtrol͛ is a sigŶifiĐaŶt ŵoderator of the iŶtention-behaviour 

relationship. Individuals with high self-control are more likely to act in line with their intentions, while 

those with low self-control may act opposite to their initial intentions. This is in line with previous findings 

which confirm that self-control, a personal factor that changes little over time, is an important moderator 

of the intention-behaviour relationship.  

4) The personal factor of ͚Tiŵe PlaŶŶiŶg͛ is Ŷot fouŶd to ďe statistiĐallǇ sigŶifiĐaŶt as a ŵoderator of 

the intention-behaviour relationship. This Đould ďe ďeĐause: ;aͿ LǇŶĐh et al.͛s ;ϮϬϭϬͿ loŶg-teƌŵ ͚Tiŵe 

PlaŶŶiŶg͛ sĐale is Ŷot a suitaďle pƌoǆǇ foƌ iŵpleŵeŶtatioŶ iŶteŶtioŶs; ;ďͿ IŵpleŵeŶtatioŶ iŶteŶtioŶs do 

not have a significant moderating effect for large-scale, long-term projects such as starting-up a social 

eŶteƌpƌise; oƌ ;ĐͿ Tiŵe ƌesouƌĐe deliďeƌatioŶs ŵaǇ ďe ƌegaƌded as disƌuptioŶs iŶ the ͚aĐtioŶal phase͛, aŶd 

instead could be considered in the earlier pre-decisional phase, as suggested by the Rubicon model.  

5) The control variables of gender, age and education level seem not to affect the likelihood of 

behaviour. This may be a result of social entrepreneurship being more inclusive of, or more appealing 

to, individuals who traditionally may be less likely to start-up a commercial enterprise.  

These results can only be considered against the background of the theoretical and methodological 

limitations as well as the generalisability. Despite FishďeiŶ͛s (1995) suggestions to identify environmental 

and personal factors through qualitative research and to adapt the factors to the population under study, 

we derived our factors from theory and applied one set of variables to a global sample. To name a few 

methodological weaknesses of our study, the t1 study was not designed as a precursor for t2, resulting 

in inaccuracy issues. Moreover, the sĐales foƌ ͚“elf-CoŶtƌol͛ aŶd ͚Tiŵe PlaŶŶiŶg͛ ǁeƌe Ŷot tested iŶ the 

pilot study. In terms of generalisability, we realise that our sample has certain unique characteristics 

which may skew our data. Nevertheless, our results are statistically valid and provide insights which can 

be applied in further scenarios.  
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In particular, our results provide relevant implications for both academia and practice. Firstly, intention-

ďehaǀiouƌ ƌeseaƌĐheƌs Đould ďeŶefit fƌoŵ usiŶg FishďeiŶ͛s (2000) IM, instead of the TRA or TBP, to better 

predict behaviour. Secondly, as the intention-behaviour discrepancy of our sample indicates, social 

entrepreneurship researchers should refrain from exclusively examining social enterprise start-up 

intentions and bring forward behavioural studies. Thirdly, we recommend the development of new 

ŵeasuƌeŵeŶt sĐales foƌ ͚“elf-CoŶtƌol͛ aŶd ͚Tiŵe PlaŶŶiŶg͛. Fuƌtheƌŵoƌe, practical implications for policy 

makers include to either limit the effort put into building a favourable environment, as it does not appear 

to affect the intention-behaviour translation, or alternatively to revise their current policies, as they may 

be ineffective. Finally, educators could support intenders with high self-control and consider 

incorporating self-control enhancing methods in their university courses to address students with social 

enterprise start-up intentions.  

Lastly, we point towards multiple directions for future researchers. One avenue is to enhance the search 

for further moderators of the intention-behaviour relationship, or to follow-up our research through 

qualitative means, i.e. by interviewing respondents, and investigate why the institutional context and 

time management skills do not seem to affect the relationship. Particularly the knowledge gap 

concerning the translation of intention into complex, long-term behaviours could be addressed within 

other fields by replicating Fishbein͛s (2000) IM.  

Overall, this study responds to the request of scholars to fill a literature gap, and thus enhances current 

academic insights by examining the intention-behaviour relationship within the context of social 

entrepreneurship. By showing that social enterprise start-up intention can predict behaviour, this 

research verifies the relevance of intention studies in this field, at least to a certain extent. Our research 

fuƌtheƌŵoƌe tested aŶd applied a paƌt of FishďeiŶ͛s (2000) IM, by adding several moderators to our 

model so as to deepen the understanding of the intention-behaviour relationship. This leads to an 

increase in variance explained of behaviour, which confirms that intention alone is not a sufficient 

pƌediĐtoƌ oƌ ďehaǀiouƌ. HeŶĐe ouƌ appliĐatioŶ ĐaŶ ďe ǀieǁed as aŶ iŵpƌoǀeŵeŶt of the ͞TheoƌǇ of 

PlaŶŶed Behaǀiouƌ͟, the theoƌetiĐal staƌtiŶg poiŶt of ouƌ pƌeĐuƌsoƌ studǇ ďǇ HoĐkeƌts ;ϮϬϭϱ, ϮϬϭϳͿ.  

In summary, despite our opening quote ďǇ NiĐholls͛ (2006, p. vi), ĐlaiŵiŶg that ͞[s]ocial entrepreneurs 

have a vision of the future and will stop at nothing to see that future come true͟, ǁe ĐoŶĐlude that this 
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assumption does not hold true for our sample. Our study reveals that while social enterprise start-up 

intentions lead to subsequent behaviour most of the time, intention does not sufficiently explain the 

ǀaƌiaŶĐe iŶ ďehaǀiouƌ. This iŵplies that fuƌtheƌ ǀaƌiaďles iŶflueŶĐe aŶ iŶdiǀidual͛s soĐial eŶterprise start-

up behaviour.  
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Appendix B – Pilot Questionnaire 

Introduction 

Thank you for participating in our pilot survey! 

We are hoping to understand if the following questionnaire is easy to understand, and we appreciate 

any comments about typos, unclear statements, or if it appears that we are missing a crucial aspect! 

At the end of each page in the questionnaire there is a comment box in which you can give us feedback. 

For the purpose of the survey, you can answer the questions as you would for yourself, or alternatively 

imagine that you are starting-up or have started-up a social enterprise! 

Note that these questions are intended for a group of former students who took Kai Hockerts' online 

Coursera course on social entrepreneurship in autumn of 2014, so some questions refer to this time 

frame. 

IŶ the suƌǀeǇ, a soĐial eŶteƌpƌise is defiŶed as aŶ eŶteƌpƌise ǁhiĐh ͞pursues an explicit social mission 

aimed at benefiting marginalized people by applying business-inspired earned-income stƌategies.͟ 

Thank you again for your participation, your feedback is important! 
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Section 1 – Control Questions and Screening 

Q1. In what country do you currently reside? 

Drop-down menu with all recognised countries 

Q2. Which of the following best describes your marital status? 

1) Married; 2) Widowed; 3) Divorced; 4) Separated; 5) In a domestic or civil union;  

6) Single, but cohabiting with a significant other; 7) Single, never married. 

Q3. How many children are you parent or guardian for and live in your household (aged 18 or 

younger)? 

1, 2, 3, 4, 5, 6, 7, 8, 9, 10 or more 

Since Autumn of 2014, have you been involved in a social enterprise? Please indicate how strongly you 

agree or disagree with the following statements: 

Five-point Likert Scale ranging from ͚Strongly Disagree͛ to ͚Strongly Agree͛  

Q4. I have been involved in the founding of a social enterprise start-up. 

Q5. I have been employed in a social enterprise. 

Q6. I have volunteered at a social enterprise. 

Q7. I have invested in a social enterprise. 

Q8. I have otherwise been involved in a social enterprise. 

Q9. I have been involved in the start-up of a traditional for-profit enterprise. 

Q10. I am considering to start-up a social enterprise one day. 

Q11. Feedback: Please comment on anything which is unclear or which you believe may need 

changing in the above section. Thank you! (Qualitative Question) 
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Section 2 – Dependent Variable: Behaviour  

Please indicate if you have taken any of the following steps towards a social enterprise start-up since 

the autumn of 2014. If you have started several social enterprises, please specify for the social 

enterprise which you consider most established. 

Five-point Likert Scale ranging from ͚Strongly Disagree͛ to ͚Strongly Agree͛ 

Q12. Saving money 

Q13. Applied for funding 

Q14. Received funding 

Q15. Invested money into social enterprise supplied 

Q16. Opened bank account for the start-up 

Q17. Determined regulatory requirements 

Q18. Legal form of entity registered 

Q19. Began to promote goods or services 

Q20. Have a web presence 

Q21. Received income from goods or services 

Q22. Received a salary from your social enterprise. 

Q23. Haǀe Ǉou aŶsǁeƌed ͚“tƌoŶglǇ disagƌee͛ oƌ ͚disagƌee͛ to all the optioŶs iŶ the seĐtioŶ aďoǀe? 

1) Yes, I haǀe aŶsǁeƌed ͚“tƌoŶglǇ disagƌee͛ oƌ ͚disagƌee͛ to all questions in the above section  

2) No, I haǀe aŶsǁeƌed at least oŶe ƋuestioŶ ǁith ͚ Ŷeitheƌ agƌee Ŷoƌ disagƌee͛, ͚agƌee͛ oƌ ͚disagƌee͛ 

Section 3 – Countries of Operation 

If answered ͚;ϭͿ Yes͛ to Q 23, Sections 3 & 4 are skipped, the interviewee goes directly to Section 5. 

Please indicate in which country you initiated the following activities, with a maximum of three 

country choices: 

For each question, three drop-down options with all recognised countries. 

Q23. Promoted goods or services 

Q24. Received income from goods or services 

Q25. Legally registered 
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Section 4 – Sources of Funding 

From which of the following sources have you received funding from for your social enterprise? 

Five-point Likert Scale ranging from ͚Strongly Disagree͛ to ͚Strongly Agree͛ 

Q26. Personal savings of Founders 

Q27. Family 

Q28. Friends 

Q29. Employers 

Q30. Private Investors – Venture Capitalists & Business Angels 

Q31. Crowdfunding 

Q32. National/Local government funding 

Q33. Loans from banks or other financial institution 

Q34. NGOs 

Q35. Philanthropic Organisations 

Q36. Corporate partners 

Q37. Most people who have taken the online Coursera course on social entrepreneurship have not 

started-up a social enterprise. As you have participated in a social enterprise start–up, why do 

you think you have? (Qualitative Question) 

Q38. As you are a founder of a social enterprise or are currently starting one up, what are the barriers 

which stood in the way of you starting-up a social enterprise, and how did you overcome 

them? (Qualitative Question) 

Section 5 

Only answered by respondents who aŶsǁeƌed ͚(1) Yes͛ to Q23, otherwise this question is skipped. 

Q39. If you have not started-up a social enterprise, could you please describe why you have not? 

(Qualitative Question) 

Section 6 – Feedback 

Q40. Feedback: Please comment on anything which is unclear or which you believe may need 

changing in the above section. Thank you! (Qualitative Question) 
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Section 7 – Institutional Support 

Please indicate to what extent you agree with the following statements: 

Five-point Likert Scale ranging from ͚Strongly Disagree͛ to ͚Strongly Agree͛ 

Q41. My family would be supportive of me starting-up a social enterprise. 

Q42. I am afraid of failure. 

Q43. I have to overcome more barriers than others within my society to start-up a social enterprise. 

Q44. I have a lot of knowledge about the business world. 

Q45. I have a lot of business contacts. 

Q46. I have easy access to a social entrepreneurial network, e.g. social enterprise accelerators and 

incubators such as Ashoka, Agora, India Inclusive Innovation Fund (IIIF), Social Impact 

Accelerator (SIA), SIGMA, etc. 

Q47. It is easy to register a social enterprise in my country of residence. 

Q48. My government supports social entrepreneurs. 

Q49. There is a lot of corruption in my country. 

Q50. The institutional context in my country is very supportive of starting-up a social enterprise. 

Q51. AppƌoǆiŵatelǇ ǁhat peƌĐeŶt of Kai͛s oŶliŶe Couƌseƌa Đouƌse ǁould Ǉou saǇ Ǉou haǀe 
completed? (Having watched all the videos, and read all the literature) 

Five-point scale: 0%, 25%, 50%, 75%, 100% 

Q52. Have you been part of a team submitting a business plan to the online course on social 

entrepreneurship? 

1) No, I did not submit a business plan 

2) Yes, I submitted a business plan as part of a group 

3) Yes, I submitted a business plan, but as an individual 

Q53. Which of the following best describes your relationship status in autumn of 2014? 

1) Married, 2) Widowed 3) Divorced, 4) Separated, 5) In a domestic or civil union, 

6) Single, but cohabiting with a significant other, 7) Single, never married. 

Q54. If you are a social enterprise founder, would you be willing to be contacted again for a further 

interview? 

1) Yes, 2) No, 3) Not applicable 

Q55. Last Feedback: Please comment on anything which is unclear or which you believe may need 

changing in the above section, or if you have any final comments on the entire survey. Thank 

you! (Qualitative Question) 
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Appendix C – Final Questionnaire 

Preface 

Thank you in advance for taking the time to complete this survey on social entrepreneurial behaviour!  

The survey should take around 5-10 minutes to complete. 

With this survey, we would like to know what activities you may have taken towards starting-up a social 

enterprise, or what factors may have prevented you from taking action. These questions are intended 

for individuals who took Kai Hockerts' online MOOC course on social entrepreneurship in 2014 or 2015, 

and some questions may refer to this time frame.  

The term 'social enterprise' is mentioned throughout the questionnaire, and for the purpose of the 

survey, a social enterprise is defined as ͞an organization that applies commercial strategies to maximize 

societal benefits͟. 

Thank you! 
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Section 1 – Control Question & Screening 

Q1. What is your current country of residence? 

Drop-down menu with all recognised countries 

Please indicate how strongly you agree or disagree with the following statements regarding your 

actions since the completion of the online course on social entrepreneurship. 

Five-point Likert Scale rangiŶg fƌoŵ ͚“tƌoŶglǇ Disagƌee͛ to ͚“tƌoŶglǇ Agƌee͛  

Q2. Since the completion of the online MOOC on social entrepreneurship, I have been involved in 

the founding of a social enterprise start-up. 

Q3. Since the MOOC course on social entrepreneurship, I have taken concrete steps outside MOOC 

course to potentially start-up a social enterprise. e.g. started saving, applied for funding, 

invested money into supplies, etc. 

Q4. I have invested in a social enterprise. 

Q5. I have been employed by a social enterprise. 

Q6. I have volunteered with a social enterprise. 
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Section 2 

If the aŶsǁeƌ to ƋuestioŶ Qϯ ǁas ͚Ŷeitheƌ agƌee Ŷoƌ disagƌee͛, ͚agƌee͛ oƌ ͚stƌoŶglǇ agƌee͛, theŶ “eĐtioŶ Ϯ is 
completed, and Section 3 skipped.  

If aŶsǁeƌ to Qϯ is ͚disagƌee͛ oƌ ͚stƌoŶglǇ disagƌee͛, Section 2 is skipped, and the individual moves to Section 3.  

Please indicate if you have taken any of the following steps towards a social enterprise start-up since 

the completion of the MOOC course. If you have started several social enterprises, please indicate for 

that which you consider most established. 

Five-poiŶt Likeƌt “Đale ƌaŶgiŶg fƌoŵ ͚“tƌoŶglǇ Disagƌee͛ to ͚“tƌoŶglǇ Agƌee͛ 

Q7. Saving money 

Q8. Consulted with beneficiaries regarding the social enterprise 

Q9. Applied for funding 

Q10. Received funding 

Q11. Opened a bank account for the start-up 

Q12. Determined regulatory requirements 

Q13. Legal form of entity registered 

Q14. Began to promote goods or services 

Q15. Have a web presence 

Q16. Received income from goods or services 

Q17. If the social enterprise you are involved in is legally registered, in what country is it legally 

registered? Please indicate with a maximum of three country choices. 

Drop-down menu of all recognised countries 

Q18. How many people, including yourself, do you consider to be founders of your social enterprise? 

Drop-down menu: Not applicable, 1 individual – myself, 2 individuals, 3 individuals,  

4 individuals, 5 individuals, 6 individuals, 7 individuals, 8 individuals,  

9 individuals, 10 or more individuals 

Q19. At this point in time, what is your current relationship with the social enterprise described 

above? 

1) I am an owner, 2) I am a manager, 3) I am an employee, 4) I act as an advisor  

5) I am a beneficiary, 6) I am no longer involved 

Q20. Which option best describes the growth phase you consider your social enterprise to be at? 
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1) The social enterprise is in the inception phase.  

2) The social enterprise is in its early growth phase.  

3) The social enterprise is now in the process of scaling up.  

4) The social enterprise has reached maturity.  

5) The social enterprise has ceased to exist. 

Q21. What percentage of your working week have you spend on your social enterprise during the 

start-up phase? 

Slider scale ranging from 0% - 100% 

Q22. Could you provide an online link to the social enterprise that you are involved with (e.g. 

website, LinkedIn, Facebook) 

Three open response sections for the posting of a link 

Q23. If you feel comfortable, could you please describe from which sources you have received 

funding (e.g. friends & family, banks, international organisations, grants, government, angel 

investors, awards, crowdfunding, etc.), and the approximate amount? All information you 

provide will be kept strictly confidential. (Qualitative Question) 

Q 24. Most people who have taken the online MOOC course on social entrepreneurship have not 

started-up a social enterprise. As you have participated in a social enterprise start-up, why do 

you think you have? (Qualitative Question) 

Q25. As you are a founder of a social enterprise or are currently starting one up, what are the barriers 

which stood in the way of you starting-up a social enterprise and how did you overcome them? 

(Qualitative Question) 
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Section 3 

Qualitative question on reasons why the social enterprise has not been started. Only completed by those 

ǁhose aŶsǁeƌ to Qϰ is ͚disagƌee͛ oƌ ͚stƌoŶglǇ disagƌee͛, aŶd so haǀe skipped “eĐtioŶ Ϯ. 

Q26. If you have not started-up a social enterprise, could you please describe why you have not? 

(Qualitative Question) 

Section 4 – Institutional Support  

Please indicate to what extent you agree with the following statements: 

Five-poiŶt Likeƌt “Đale ƌaŶgiŶg fƌoŵ ͚“tƌoŶglǇ Disagƌee͛ to ͚“tƌoŶglǇ Agƌee͛ 

Q27. My family would be supportive of me starting a social enterprise 

Q28. My government supports social entrepreneurs 

Q29. I have a lot of knowledge about the business world 

Q30. I have a lot of business contacts 

Q31. It is easy to register a social enterprise in my country of residence 

Q32. The institutional context in my country is very supportive of starting a social enterprise 

Q33. There is a lot of corruption in my country 

Section 5 – Time Planning 

Please indicate to what extent you agree with the following statements: 

Five-poiŶt Likeƌt “Đale ƌaŶgiŶg fƌoŵ ͚“tƌoŶglǇ Disagƌee͛ to ͚“tƌoŶglǇ Agƌee͛ 

Q34. I set long–term goals for what I want to achieve with my time. 

Q35. I decide beforehand how my time will be used within the next months. 

Q36. It makes me feel better to have my time planned out in the next months. 

Q37. I actively consider the steps I need to take to stick to my time schedule. 

Q38. I consult my planner to see how much time I have left for the next few months. 

Q39. I like to look to my planner for the next 1–2 months in order to get a better view of using my 

time in the future. 
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Section 6 – Trait Self Control  

How well do the following statements describe you as you normally are? 

Five-poiŶt Likeƌt “Đale ƌaŶgiŶg fƌoŵ ͚“tƌoŶglǇ Disagƌee͛ to ͚“tƌoŶglǇ Agƌee͛ 

Q40. I am good at resisting temptation 

Q41. It is difficult for me to get rid of bad habits (R) 

Q42. I am lazy (R) 

Q43. I say inappropriate things (R) 

Q44. I do things that are bad for me, if they are fun (R) 

Q45. I should have more self-discipline (R) 

Q46. I abstain from things that are bad for me 

Q47. People think I have iron self-discipline 

Q48. Pleasant and fun things sometimes prevent me from getting work done (R) 

Q49. I have difficulties concentrating (R) 

Q50. I can work effectively to reach long-term objectives 

Q51. Sometimes I cannot prevent myself doing things I know are wrong (R) 

Q52. I often act without closely considering the alternatives (R) 
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Section 7 – Extra Questions 

Q53. How strongly do you agree or disagree with the following statement: I am likely to be 

involved with a social enterprise in the future. 

Five-point Likert “Đale ƌaŶgiŶg fƌoŵ ͚“tƌoŶglǇ Disagƌee͛ to ͚“tƌoŶglǇ Agƌee͛ 

Q54. Approximately what percentage of the online MOOC course on Social Entrepreneurship 

would you say you completed? (Having watched all the videos, and read the literature.) 

Five-point scale: 0%, 25%, 50%, 75%, 100% 

Q55. Have you been part of a team submitting a business plan to the online course on social 

entrepreneurship? 

1) No, I did not submit a business plan 

2) Yes, I submitted a business plan as part of a group 

3) Yes, I submitted a business plan, but as an individual 

Q56. I feel that participating in group work within the MOOC has enhanced my skills relating to 

social entrepreneurship. 

Five-poiŶt Likeƌt “Đale ƌaŶgiŶg fƌoŵ ͚“tƌoŶglǇ Disagƌee͛ to ͚“tƌoŶglǇ Agƌee͛ 

Q57. I have stayed in touch with my group members from the MOOC on Social Entrepreneurship. 

Five-poiŶt Likeƌt “Đale ƌaŶgiŶg fƌoŵ ͚“tƌoŶglǇ Disagƌee͛ to ͚“tƌoŶglǇ Agƌee͛ 

Q58. If you are a social enterprise founder, would you be willing to be contacted again for a further 

interview? 

1) Yes,  

2) No,  

3) Not applicable 
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Appendix D – Final Item Code and Corresponding Question 

Item 
Question 

Number 
Question 

Behaviour 1 Q2 Since the completion of the online MOOC on social entrepreneurship,  

I have been involved in the founding of a social enterprise start-up. 

Behaviour 2 Q3 Since the MOOC on social entrepreneurship, I have taken concrete steps to 

start-up a social enterprise. 

Behaviour 3 Q4 I have invested money in a social enterprise. 

Behaviour 4 Q7 Saving money for a social venture. 

Behaviour 5 Q10 Received funding. 

Behaviour 6 Q11 Opened bank account for the start-up. 

Behaviour 7 Q13 Legal form of entity registered. 

Behaviour 8 Q14 Began to promote goods or services. 

Behaviour 9 Q15 Have a web presence. 

Behaviour 10 Q16 Received income from goods or services. 

Time Planning 1 Q35 I decide beforehand how my time will be used within the next months. 

Time Planning 2 Q36 It makes me feel better to have my time planned out in the next months. 

Time Planning 3 Q37 I actively consider the steps I need to take to stick to my time schedule. 

Time Planning 4 Q38 I consult my planner to see how much time I have left for the next few 

months. 

Time Planning 5 Q39 I like to look to my planner for the next 1–2 months in order to get a better 

view of using my time in the future. 

Self-Control 1 Q41 It is difficult for me to get rid of bad habits. (R) 

Self-Control 2 Q42 I am lazy. (R) 

Self-Control 3 Q48 I do things that are bad for me, if they are fun. (R) 

Self-Control 4 Q49 I have difficulties concentrating. (R) 

Self-Control 5 Q51 Sometimes I cannot prevent myself doing things I know are wrong. (R) 

Self-Control 6 Q52 I often act without closely considering alternatives. (R) 

Institutional Support1 Q28 My government supports social entrepreneurs. 

Institutional Support2 Q31 It is easy to legally register a social enterprise in my country. 

Institutional Support3 Q32 The institutional context in my country is very supportive of starting-up a 

social enterprise. 

Intention 1 t1* I expect that in the next 5 years I will be involved in launching of a social 

enterprise. 

Intention 2 t1* I have a specific idea for a social enterprise, on which I plan to act. 

Intention 3 t1* I have identified a social problem that I would like to address through a social 

enterprise. 

Gender  t1* What is your gender? 

1) Male 2) Female 

Age  t1* What is your current age? 

Drop-down menu with all available ages 

Education t1* Drop down menu with options of  

1) Did not graduate from high school; 2) Graduated from high school; 3) 

Graduated from College (BaĐheloƌ͛s Degree or similar); 4) Graduated from 

University (Masteƌ͛s Degree or similar); 5) PhD or equivalent 

(R) = Reverse coding; * = Questions asked in t1 
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Items initially included, but removed throughout EFA and CFA process  

Item Question 

Number 

Question 

Behaviour 11  Q8 Consulted with beneficiaries regarding the social enterprise. 

Behaviour 12 Q9 Applied for funding. 

Behaviour 13 Q12 Determined regulatory requirements. 

Self-Control 7  Q44 I do things that are bad for me, if they are fun. (R) 

Time Planning 4 Q34 I set long-term goals for what I want to achieve with my time. 

Intention 4 t1* I do not plan to start-up a social enterprise. (R) 
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Appendix E – Final Items for the Constructs of Intention and 

Behaviour 
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Appendix F – Confirmatory Factor Analysis Illustration 

Constructed with the programme IBM Amos 24 
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Appendix G – Final Model Path Analysis with Path Weightings and T-

Statistics 
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Figure 3 - FiŶal ͚IŶŶeƌ͛ “tƌuĐtuƌal Model ǁith T-Statistics, as calculated with SmartPLS 3 

 (Ringle, et al., 2015). 

 

 

 

 

 

 

 

 

Figure 2 – FiŶal ͚IŶŶeƌ͛ “tƌuĐtuƌal Model Path Analysis with Path Weightings, as calculated with 

SmartPLS 3 (Ringle, et al., 2015) 


