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ABSTRACT 

This paper examines acquisitions of distressed targets from the acquirers’ point of view on the European market. 

Even though fire-sales have caught the attention of researches through the last decade the application of the 

theoretical framework to acquisitions have first gained ground in the recent years.  

The paper provides evidence for distressed targets are sold at a discount compared to non-distressed targets. 

The discount is even deeper when the targets industry also faces distress. There were no results indicating that 

fire-sale, which was a prediction of Shleifer & Vishny (1992), caused the distressed target to be sold to an acquirer 

outside the industry. However, it was demonstrated that acquirers outside the industry exploited the targets 

weakened bargaining power and was able to gain higher abnormal returns. The paper was not able to show that 

the level of implicit competition was a fire-sales channel when the industry also faced distress. The paper also 

investigated whether the asset specificity was deterministic for a fire-sale to occur as proposed by several 

theories. The paper was not able to demonstrate asset specificity as a fire-sale channel.   

It was also investigated whether the access to the equity market and the general conditions on both the debt- 

and equity markets was a channel of fire-sales. The paper was not able to show any robust results to support 

this. The paper also aimed to investigate how general economic- and financial crisis affected the acquisition 

outcome of distressed target acquisitions. Empirical evidence of distressed targets sold during a crisis at a larger 

discount was also documented.   

At last, the paper examined if turnaround skills obtained through experience and sufficient slack resources had 

an influence on the acquisitions outcome. There was nothing in the results indicating this.  

Even though the paper was able to show that fire-sales exists on the European market. All the findings the study 

could show was on short-term. However, on the long-term the study was not able to find any significant 

abnormal acquirer gain.  
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1 Introduction 
Initially in section 1.1, the background of the paper will be explained. Afterwards in section 1.2 a thorough 

literature review is carried out to give an overview of the existing literature within the field and shed light on 

potential research areas where the literature is not exhaustive. Based on the literature review a problem 

statement in section 1.3 is worked out. In section 1.4 the delimitations of the paper are described to give a clear 

understanding of the papers frames. Furthermore, section 1.5 contains the theory of science, which describes 

the foundations of the paper and in section 1.6 the research approach will be explained. Section 1.7 will contain 

thoughts about the reliability and validity of the study. Finally, in section 1.8 there will be an overview of the 

structure of the paper.  

1.1 Background 
Today’s business is about being competitive and capable to gain market shares from the rivals. To achieve this 

growth there are several strategies the companies can apply. Mergers and acquisition represents an opportunity 

for a firm to grow at a higher pace, also called inorganic growth, than if they decided to grow internally. The 

rationale of such a strategy is to achieve some advantageous over its competitors. Such an advantage is 

expensive because the acquirer has to propose a tender offer (Stout, 1990). The competition for the targets 

assets drives up the premium, this continue until the realized price is equal or beyond its fair price. This removes 

the gain for the acquire (Bruton et al., 1994). However, this is not always the case. Pulvino (1998) reported that 

financial constraint airlines sold airplanes at a discount of 10 to 20 percent below their intrinsic value. Eckbo & 

Thorburn (2008) also reported heavy discount on distressed acquisitions were firms was sold piece by piece in 

bankruptcy auctions in Sweden. Fire-sales is characterized as a non-liquid asset sold quickly with a heavy discount 

to compensate for the illiquidity in the market. Such action is often necessary to hinder bankruptcy. The basis 

for this is the targets limited options to prevent bankruptcy. A firm is facing financial distress if it holds inadequate 

liquidity to fulfill its short-term debt obligations. The firm can either raise capital, sell its assets or renegotiate 

with creditors to stay in business. If renegotiating and capital issuing is not possible, the firm is forced to sell off 

its assets. 

An acquirer can therefore increase its wealth and competitiveness by absorbing smaller distressed rivals with a 

significant discount (Bruton et al., 1994). This lucrative business has gained lots of attention from different 

potential buyers in related- or non-related businesses. Besides the buyers, who are searching for lucrative 

investments, the topic has also gained attention from different governments, because of its harmful implications 

for the society. 
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1.2 Literature review 
The purpose of the following section is to give an overview over the existing literature within the research field 

of how financial distress affect asset prices. This will give a comprehensive overview over the literature and help 

to investigate where in the literature the research is lacking. The purpose is furthermore to find a niche where 

this paper can contribute to give a better understanding of the field. First, in section 1.2.1 there will be a review 

of the general theories of fire-sales. Second, in section 1.2.2 there will be a review of how fire-sales affects the 

price of real assets. Third, in section 1.2.3 the literature review will examine the fire-sales effect on financial 

assets. Finally, in section 1.2.4 a review of literature on fire-sales in mergers and acquisitions will be carried 

through, which is also the main focus of this paper.  

1.2.1 Fire-sales in general 
If a firm is financial constrained, the firm can take several actions. One option is to make a voluntary restructuring 

(Donaldson, 1990). Another option for the firm is to restructure its operations and financial claims under 

protection of bankruptcy or privately restructure its debt (Gilson et al., 1990). However, these attempts to 

restructure and renegotiate the debt often fails due to information asymmetry between the firm and its debt 

holders (Asquith et al., 1994; Brown, 1998). Finally, asset sales can be a way of resolving distress (Asquith et al., 

1994; Shleifer & Vishny, 1992), which is within the scope of this paper.  

When a firm faces financial distress, it is connected with both direct and indirect costs. A lot of research has been 

widely explored within this field. However, the research within the indirect costs are narrow. One indirect cost 

associated with financial distress is price discounts associated with distressed sales of assets which will be the 

main focus of this paper.  

There I no doubt, that fire-sales is an indirect cost which occurs. But why does it exist? Shleifer & Vishny (1992) 

presents a theoretical framework with some conditions for a fire-sale to occur. They predict that firms with asset 

there has a high degree of specificity are the most likely to experience fire-sales discounts. In more general terms, 

they state that illiquidity is the main source of fire-sales discounts. They also state that a fire-sale is more likely 

to occur when the industry faces distress. The reason for this is that there will be less peers with sufficient capital 

to purchase the firm. Williamson (1988) also reports that asset specificity is one of the key determinants of fire-

sales. He also states that assets with a high degree of specificity are less redeployable. Hence, the real assets will 

experience a large discount when faced with the prospect of sales due to the illiquidity. After going through the 

theories of why fire-sales happens it is natural to look on the empirical evidence. The empirical evidence of fire-
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sales discount on different types of assets will be examined through the literature review. First, the fire-sales 

discount of real assets will be discussed.  

1.2.2 Fire-sales effect on real assets 
In the last decades, there have been an increasing interest among researches on how fire-sales affect real asset 

prices i.e. how financial constraints forces firms to liquidate their assets below fundamental value. Real assets 

deviate from financial assets because they often are built for specific purposes and have few alternative uses. 

When a firm faces distress, it is often forced to liquidate the real assets into an illiquid market at a price below 

its fundamental value. Many of these studies which examines the fire-sales effect on real assets consider stock 

price reaction to the liquidation announcement. Where a positive reaction implies that the assets are not 

liquidated below fundamental value. However, there is conflicting results between the studies. Brown et al. 

(1993) examines asset sales by financially distressed firms. They find that return to shareholders are significantly 

lower when the proceeds are used to repay existing debt rather than retained by the firm. If the proceeds are 

used to repay debt holders the shareholders have a little incentive to sell the assets because it does not benefit 

them. Furthermore, their results show that debt holders have significantly impact on the liquidation decision of 

assets when the firm faces financial distress.  

Lang et al., (1995) supports the findings of Brown et al. (1993). They argue that assets sales are likely to be 

associated with distressed firms that cannot or have difficulties obtaining capital through the debt and equity 

market. They find that an important determinant of the stock price reaction to an asset sale announcement is 

how the proceeds are used. Their results show that the stock price only reacts significantly positive when the 

proceeds are paid out to the shareholders. However, their results are conflicting when the proceeds are used to 

repay the debt holders instead of being retained inside the firm. They find a larger abnormal return when the 

proceeds are used to repay debt instead of retained by the firm which is the opposite of Brown et al. (1993). 

They argue that it is due to the rise of agency costs when the firm has excess slack i.e. cash surplus.  

The two previous studies both focused on stock price reaction due to announcement of asset sales. The reason 

why the studies investigate stock price reactions are because data constraints makes it hard to investigate fire-

sales effects directly. However, some studies have been able to make a direct test of fire-sales effect on real 

assets by selecting markets or industries with available data. Pulvino (1998) provides the first empirical evidence 

of the fire-sales effect on real assets by examine the price of used aircrafts. His results show that financial 

constrained firms receive lower prices for their aircrafts than their unconstrained rivals do. Furthermore, the 
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results show that financial constrained firms are more likely to sell their assets to industry outsiders especially 

when the market are performing poorly.  

Eckbo & Thorburn (2008) is testing fire-sale tendencies in automatic bankruptcy auctions. They find empirical 

evidence for fire-sale discounts when the auction leads to a piecemeal liquidation, but insignificant fire-sales 

discounts for going-concern sales. Campbell et al. (2011) examines foreclosure discounts on the real estate 

market. They report fire-sales discounts of 27 percent when houses were sold after foreclosure in Massachusetts. 

One common feature in the literature is that the fire-sales effect on real assets is examined from the targets 

point of view. Neither of them present evidence of fire-sales from the acquirers’ viewpoint. To study this from 

the viewpoint of the acquirer one would have to look at the wealth transfer from target to acquirer.  

1.2.3 Fire-sale effect on financial assets 
In the literature, there is also studies, which examines the fire-sales effect on financial assets. Fire-sales of 

financial assets have wider effects than fire-sales of real assets because the institutional financial investors 

liquidity can be withdrawn quickly. The institutional financial investors sensitivity to an immediate stop in short-

term financing can lead to series of liquidations. This will make the security prices decline when the investors 

suddenly are forced to liquidate their assets. Shleifer & Vishny (1997) constructs a model there explains why fire-

sales of financial assets happens. They construct a model there connects limited arbitrage and fire-sales. In the 

model arbitrageurs experience capital withdrawal when their performance is poor. They consider an arbitrageur 

which bets against mispricing of securities with funds raised from outside investors. The arbitrageur knows with 

guarantee that the mispricing will disappear after some time and the securities price will go back to its 

fundamental value. However, the investors are outsiders and when the mispricing gets extreme many of them 

will withdraw their money. This is because they do not know if the losses are temporary or due to a wrong 

strategy from the arbitrageur. Therefore, they may withdraw their money when the mispricing is extreme and 

the arbitrageurs has to reduce their positon. It is highly unlikely that the arbitrageur follows a unique strategy so 

they all faces fund withdrawals at the same time. The arbitrageurs start liquidating their positions and the 

mispricing goes even further from the fundamental value. This disturbance causes the fire-sales of financial 

assets and the self-reinforcing effect can potentially lead to a collapse of the market.  

Gromb & Vayanos (2002) present a related model. Where fire-sales also leads to widening in the mispricing of 

the financial assets. In their model the increase in mispricing force the arbitrageurs to deleverage. This increase 

the mispricing even further. This is due to the decrease in collateral values.  
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Besides the theoretical studies within the literature, fire-sales of financial assets have also been studied 

considerably in empirical research. Coval & Stafford (2007) investigates institutional price pressure in equity 

markets. They find that funds that experience capital outflow tends to decrease their positions as predicted by 

the Shleifer & Vishny’s (1997) model. Furthermore, they find that stocks sold by distressed mutual funds 

experience abnormal returns on -7.9 percent, which is also predicted by the model. Ellul et al. (2011) investigates 

fire-sales of downgraded corporate bonds induced by regulatory constraints imposed on insurance companies. 

They report significant price discounts below fundamental value. Jotikasthira et al. (2012) finds fire-sales effects 

in the equity prices in emerging markets. This fire-sale effect is caused by the cash outflow from emerging- to 

developed markets. Acharya et al. (2007) widens the scope and investigates the whole US corporate debt market. 

They show that asset specificity of corporate assets is linked with poor debt performance. This is in terms of low 

recovery rates of defaulted firms. The evidence is even stronger in times with industry- and firm-level distress. 

1.2.4 Fire-sales in mergers and acquisitions 
The first in the literature to transfer fire-sales theory to mergers and acquisitions and examine the fire-sales 

effect on these was Officer (2007). The main focus of the paper was to investigate how the acquisition discount 

was affected if the target was unlisted. However, the findings are still relevant for this paper. The paper finds 

that unlisted targets are acquired for 15 to 30 percent less relative to acquisitions multiples for comparable 

publicly traded targets. The discounts are even higher for unlisted targets when alternative sources of financing 

are costlier and difficult to obtain and if the target face distress prior to acquisition.  

The first in-depth study of how fire-sales affects the outcome in mergers and acquisitions was Ang & Mauck 

(2011). They examined acquisitions in crisis and normal periods of the world economy. They found that 

distressed targets receive a 30 percent higher premium during a crisis than distressed firms in normal periods. 

They also receive a 34 percent higher premium than non-distressed firms during a crisis. They further investigate 

the fire-sale from the acquirers’ point of view but do not find any abnormal gains both in the long-term.  

Khatami et al., (2015) also focus on both the premium paid to the target and the wealth transfer to the acquirer. 

They find that the financial constraints of targets significantly increase the acquisition premium that is paid. 

Furthermore, they also find that financial constraints also give significantly abnormal returns for both the 

acquirer and target. Finally, they also show that financial constraints are the key determinant of a takeover bid. 

These findings support that acquisitions may improve the ability of the financial constrained firms to get easier 

and cheaper access to alternative funding. 
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Meier & Servaes (2015) finds that firms that buy distressed assets in a fire-sale acquisition earns higher abnormal 

returns than in a normal acquisition. Their results also show that the returns are higher when the target’s industry 

is distressed and the assets of the targets are less redeployable.  

Oh (2014) tests the impact of distress on acquisitions outcomes. He finds that a targets firm- and industry-level 

distress is a significant determinant of acquisition outcomes. The results show that distressed targets in financial 

constrained industries are sold at significant discount, which is consistent with Shleifer & Vishny’s (1992) theory.  

He also finds that acquirers gain positive and higher announcement returns in fire-sales acquisitions and that 

fire-sales targets are more likely to be sold to industry outsiders. He finds that the fire-sale discount is most 

significant when the industry outsider acquirers a target with less redeployable assets. Finally, he reports that 

fire-sale acquisitions is negatively affecting the targets industry rivals stock returns. This is due to dispatching of 

negative information without any changes in the fundamentals.  

Kim (2018) investigates the prediction of Shleifer & Vishny’s (1992) theory namely that assets, which has a high 

degree of specificity are most likely to experience fire-sales discount. This is because of low liquidity outside the 

industry. He finds empirical evidence which supports that the firm value of the target is significantly negatively 

affected by the asset specificity. He also finds that when the targets industry is distressed, one-standard deviation 

increase in the targets asset specificity, reduces the targets announcement return with -4.76 percent. If both the 

target and the industry are distressed one-standard deviation increase results in a decrease of -20.9 percent of 

the targets announcement return consistent with Shleifer & Vishny’s (1992) theory. Furthermore, Kim (2018) 

finds that the negative effect of asset specificity is reduced if the target firm has access to easy and low-cost 

alternative funding.  

Bruton et al., (1994) examines the post-merger performance of distressed firms. They find that acquisitions of 

related distressed firms result in a better post-merger performance than unrelated distressed firms. They find 

that pre-merger experience of the acquirer has a positive effect on the post-merger performance when acquiring 

a distressed firm. However, they find no evidence that relative firm-size have an effect on post-merger 

performance.   
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1.3 Problem statement 
As seen in the literature review in section 1.2 the fire-sales effect in real- and financial asset transactions has 

been widely documented. However, focusing on acquisitions provide a number of benefits compared to real 

asset transactions. First of all, human capital and patents are transferred with the change of ownership in the 

acquisition. Furthermore, acquisitions have the advantage that it is easier to investigate the properties that 

determines the discount of the distressed firms assets. This is due to buyer characteristics and returns being 

observable while there is limited data on real asset transactions. The majority of the previous literature who 

have examined the fire-sale effect on real assets has focused on the losses suffered by the sellers of the assets. 

Therefore, this paper will have a different scope. The focus will be on the counterpart, more specifically how 

these distressed asset transactions affects the wealth of the acquirer. Furthermore, the scope of this paper will 

be the European market. This has not been conducted in previous literature. This leads to the main question that 

this thesis is addressing: 

Which properties determines the discount in distressed target acquisitions and how does this affect the 

wealth transfer to the buyer? 

In the process of answering the main question. The paper seeks to answer the composed sub-questions. First, it 

is relevant to clarify why firms engage in acquisitions, since it provides a general foundation and gives a common 

on understanding for acquisitions through the paper. 

Why does firms engage in acquisitions? 

After clarifying why firms engage in acquisitions it is relevant to examine why firms become financial distressed. 

To understand this, it is relevant to understand why firms undertake risky debt in the first place and how firms 

choose their debt levels. 

Which theories can explain how firms choose their capital structure? 

After examining how firms choose their capital structure it is relevant to see if there is some cost associated by 

imposing risky debt. 

Which costs arises from risky debt? 

One of the costs of risky debt is financial distress. To give a common understanding and provide a general 

foundation for the paper it is relevant to clarify what financial distress is. 
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What is financial distress? 

After examining what financial distress is, it is relevant to clarify what consequences it leads to. 

What is the consequences of financial distress? 

Another aspect of the main questions is what determines the discount of distressed targets. This makes it 

relevant to see if there is some theory there can help explain these properties. 

Which theories can explain the discount of distressed targets? 

The last part of the main question is how acquiring distressed firms affect the wealth of the buyer. Therefore, it 

is relevant to see if there is some characteristics of the buyer, which influence the wealth transfer to the buyer. 

What characteristics of the buyer influence the acquisitions outcome? 

For the subsequent analysis to be relevant, it is necessary to test whether distressed targets are traded at a 

higher discount compared to non-distressed targets   

What is the average difference in abnormal gains between buyers of distressed targets and non-distressed 

targets on the European market? 

The next sub-questions seek to examine, which implications of existing theories there can help explain the 

discount of distressed targets on the European market.  

-Which properties of the theories can help explain the discount of distressed targets? 

At last, it is interesting to clarify which practical implications there arises from the findings in this paper.  

What practical implications arises the results? 
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1.4 Delimitation 
The paper is delimited to only consider the European market. Furthermore, only completed acquisitions are 

considered. This implies that all targets and acquirers have to be from Europe. The paper is also delimited to only 

consider deals available on the deal database Zephyr, which is the most comprehensive deal database when 

considering the European market. The paper only considers deals performed in the time frame from 01.01.2008 

to 31.12.2017 because accounting data is not available before 2008 on the accounting database, Orbis. 

Furthermore, the paper is delimited to only focusing on acquisitions where the acquirer is listed with stock data 

available on Datastream, in the event window, so it is possible to access performance. Despite that, both target 

and acquirer has to be listed on Orbis during the event window. The study will focus on the wealth transfer of 

distressed acquisitions relative to non-distressed acquisitions. The study is therefore delimited from examining 

the actual gains and losses to the acquirer.  

1.5 Theory of Science 
In this section the scientific theoretical point of view, as the paper is developed from, is described. There is many 

different worldviews and paradigms. Because of that it is considerably to be clarified, which paradigm there is 

the background of this paper. This paper will be based on Guba & Lincoln’s (1994) definition of a paradigm.       

Guba & Lincoln (1944) is defining a paradigm as a basic belief that is guiding the researcher. It is a way to 

understand how the world is connected and functioning. These beliefs are based on faith. It is not possible to 

test the truthfulness of paradigms (Guba & Lincoln, 1994). If it were possible to falsify paradigms the true 

paradigm would have be pointed out. Guba & Lincoln (1994) distinguish between four main paradigms; 

positivism, post positivism, critical theory and constructivism.  

A paradigm is based on three different levels; ontology, epistemology and methodology (Guba & Lincoln, 1994). 

Ontology describes the most basic assumptions of what reality is. It tries to uncover ‘how things really are’ and 

‘how things really work’ (Guba & Lincoln, 1994). Ontology is only concerned about existentialistic matters.  

The epistemology is explaining the relationship between the knower and what can be known (Guba & Lincoln, 

1994). The epistemology is constrained of how the researcher looks at the reality. This means that epistemology 

of something have to fit into its ontology assumption. This force the researcher to argue within the acknowledged 

worldview. The epistemology is also concerned about uncover to what degree of objectivity the knowers is 

presenting his findings. A basic concern about objectivity could be to what degree the researcher has personal 

interest involved. 
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The last level is the methodology. This is about how the researcher can create and collect new knowledge and 

expand what is known (Guba & Lincoln, 1994). The researcher’s choice of method has to be consistent with his 

choice of ontology and epistemology. This means that his prior choices have an impact on which methods he 

applies (Guba & Lincoln, 1994). A typical distinction is the qualitative- contra the quantitative approach. A 

quantitative approach wants to limit human intervention and solve a problem with scientific or mathematical 

evidence, whereas a qualitative study wants to collect different opinions. 

These thoughts create the foundation of different ways of approaching a topic. It is important to nail down that 

no of the paradigms are superior to one another. All paradigms are human constructed and therefore a valid way 

of collecting data and explore new areas. The paradigms are also subject to human error because of their origins. 

It is just important to be consistent in the choices (Guba & Lincoln, 1994). Post positivism set the scene for a 

quantitative methodological approach and an approximately understanding of the truth. These properties are 

desirable for this study why this paradigm have been chosen.  

Post positivism originates from positivism, which have been dominating research areas within physical and social 

sciences in many centuries (Guba & Lincoln, 1994). On the other hand, post positivism has now for some decades 

won more impact as a respected way of approaching social sciences. Post positivism has the same basic set of 

belief as positivism (Guba & Lincoln, 1994). The post positivism is looser than the positivism in the sense that 

reality is assumed to exist, but cannot be seen perfect due to human intervention. Things are not black or white 

from a post positivism ontology perspective, which they refer to as critical realism. Guba & Lincoln (1994) 

describes critical realism as:  

“Reality is assumed to exist but to be only imperfectly apprehendable because of basically flawed human 

intellectual merchanisms and the fundamentally intractable nature of phenomena (Guba & Lincoln, 1994).”  

They mean that one can never see the truthfulness picture because human beings can never be flawless. This 

means that they accept one true reality that only approximately can be understood. 

For this study, it means that the findings cannot be more than approximately true because of the fallibility as 

human beings. The implications of not being able to see the full picture is to acknowledge that one will never be 

able to know the truth. This worldview is a law of nature, which cannot be overcome. 

The epistemology states that objectivity is not possible to maintain, instead it remains as a ‘regulatory ideal’ 

(Guba & Lincoln, 1994). This means that the study is aware of subjectivity biases and strive to remain as objective 
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as possible throughout the paper. Another factor, which is opposing the regulatory ideal is the fact that prior 

studies are also containing subjectivity due to human errors. It is therefore a critical factor for the study to use 

peer-reviewed research papers, as much as possible, because they are less affected by human errors and lesser 

affected by subjectivity because many researchers have reviewed and contributed to remove subjective biases.  

The methodology within post positivism is characterized as manipulative (Guba & Lincoln, 1994). There is a focus 

on trying to falsify the hypothesis rather than verifying it. This means all hypothesis will be tested up against it 

null hypothesis. This is under the assumption of Karl Popper, which states that the tests have to be falsifiable in 

order to be scientific (Popper, 1962:36). This means that this study will have a hypothesis driven approach. This 

means that there will be set up hypotheses with the purpose of falsifying them. This approach is complimented 

by trying to test the hypothesis with different methods to strengthen the results. This is referred to as ‘critical 

multiplism’ (Guba & Lincoln, 1994).  

Even though the critical multiplism encourage to use a mixed method design with both a quantitative- and 

qualitative approach, this study will solely be focusing on quantitative methods. The reason is that the qualitative 

methods is not suited for the nature of this study. Because mixed methods are more useful if one is going to find 

some underlying structures within the field caused of lacking existing theory. There are some well-founded 

existing theoretical frameworks within this field why it is not a necessary for the study to conduct a qualitative 

research. Furthermore, this study is interested in findings causal relationship existing in the market, rather than 

investigate how human beings interpret distressed target acquisitions.   

This is an immediate weakness for this paper because the post positivism embraces the use of a modified dualistic 

approach. The latter argument also limits the use of different methods, which could contribute to uncover the 

topic from a different angle. However, this is an immediate weakness because the examination will not be able 

to capture all the nuances, which otherwise could be uncovered by a qualitative approach. Likewise, is there 

emphasized that all available data which fulfills the criterions are being taking into consideration with no 

exceptions. This will ensure a more objective approach and non-systematic errors is less likely to occur. To 

increase the robustness of the study several tests with different ways of measuring the same will be applied. This 

will decrease the non-systematic errors.  

1.6 Research approach 
There are two main ways to approach a problem. The inductive approach is where a researcher goes into the 

field and gather sufficient amount of data to develop a theory that explains a general tendency within his 
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academic field (Bryman & Bell, 2011: 13). The opposite is the deductive approach. By using a deductive approach, 

the researcher wants to test a phenomenon with existing theories (Bryman & Bell, 2011: 11). This study will have 

a deductive approach. This means that existing theories will be deduced on the empiric, where the purpose is to 

examine, if the theory can say something about the empiric. This will be used to explain different outcomes and 

tendencies in the market of Mergers and Acquisitions.  

The process when using the deductive approach is to decide which theories that are suited for giving a reliable 

explanation. Next, the theories are made into research entities that will examined (Bryman & Bell, 2011: 11). 

Afterwards, relevant data will be collected to be able to falsify or verify the hypothesis. In the end, the study will 

present its findings. By using a deductive approach for the study, it can have some consequences. The approach 

of only using existing theories can affect the validity of the study because one can overlook things that the theory 

does not contain. 

The nature of study will also be normative because the study will bring forth some practical advices for both, 

management, acquirers and governments of how things should be in an ideal world.  

1.7 Validity and Reliability 

This paper will rely on secondary data. This means that all data have already been gathered for other purposes 

than this investigation. The data have been gathered from reliable sources like Orbis, Zephyr, DataStream and 

Bloomberg.  By using trusted databases licensed by Copenhagen Business School enables the study to define 

the outputs as reliable. This also means that anyone should be able to repeat this study and end up with the 

same data (Bryman & Bell, 2011:41). 

The validity of the paper is secured by applying peer-reviewed journals and literature. This means that the 

theories and approaches that are applied throughout the study are all acknowledged as valid theories and 

measures. The objective is to end up with findings that are approximately equal to the real world (Bryman & 

Bell, 2011:42). The study will also strive to use original working papers to address and explain the essence in 

the theories (Bryman & Bell, 2011:159). 

The last thing to emphasize is that the study has some difficulties in collecting some key data, which has caused 

some suboptimal choices to be made. This could reduce the validity of the empirical study in some of the 

hypothesis because the alternative variable might not be able to catch the all effects or measure the right 

thing. 
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1.8 Structure 
The paper is structured as seen in figure 1 below. The study will start with a brief introduction of the background 

and a literature review. This will lead to a problem statement where a problem will be formulated and a 

delimitation will be set to narrow down the scope of the paper. The theory of science is then discussed and an 

attitude towards the topic will be chosen.  

Afterwards will the theoretical framework which the study is based on will be explained, these theories will 

constitute the foundation of the main theory used in the paper. These theories can be seen in the figure below. 

After the theoretical assessment a narrower theory regarding the topic, distressed target acquisition, will be 

examined and a model of how to interpret and understand fire-sale.  

With the explained theory kept in mind the study will develop relevant hypotheses, which will be able to cover 

the problem statement. After the formulation of the hypothesis the methodology of the study will be discussed 

and chosen. The methodology will explain how the study will test and approach the developed hypotheses and 

which choices there have been made to come up with the results.  

After the methodology have been discussed the relevant data will be collected and shaped to fit the following 

analysis. In the analyses the hypotheses will be tested on the collected data and the results will be interpreted 

whether the study is able to reject or accept the null hypothesis. Afterwards, both theoretical implications and 

practical implications of the results will be discussed.  

The structure of the paper can be seen in the figure below. It is illustrating the how the study is structured in 

sections: 
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Figure 1 - Structure of the paper 

 

*Of one’s own make 

  



Page 20 of 129 
 

2 Theory 
This chapter will examine the relevant theories to give a common understanding through the paper and 

theories useful to develop the necessary hypotheses to answer the problem statement. 

2.1 Reasons to acquirer 
It is essential to understand why firms merge before examining why one would expect firms that faces financial 

distress to perform differently from non-distressed firms. To answer the question why firms merge an overview 

of existing literature of mergers will be examined. The idea of a merger is that the two firms combined should 

have a higher value than the two firms alone. However, theory and empirics shows that this is not always the 

case (Weitzel & McCarthy, 2009). The theories regarding merger incentives can be divided into two main 

categories; value increasing theories and value decreasing theories (Weitzel & McCarthy, 2009). This paper will 

treat the motives for mergers and acquisitions proposed by Weitzel & McCarthy (2009). These motives can be 

seen in table 1: 

Table 1 - M&A theories of reasons for mergers 

 

*Of one’s own make with inspiration from Weitzel & McCarthy (2009). 

The above table is summarizing the different motivations of engaging in an acquisition, these will be examined 

in the following sub-sections. It can be seen that the green colored motivations are the ones that benefits the 

company. The interest between owners and agents are aligned, which is resulting in value increasing merger 

and acquisition activity. The first two red colored motivations, hubris and managerial discretion, are when the 

management is in good faith and act in the interest of the owners. Even though they have good intentions they 
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fail because of their bounded rationality where the synergies does not get exploited. The last two motivations 

are agency costs, entrenchment and empire building, were the management is utilizing their own wealth on 

the expense of the owners.   

2.1.1 Value increasing theories 

2.1.1.1 Theory of efficiency 
The theory of efficiency states that a merger will only occur, if the deal is expected to generate enough synergies 

so it becomes beneficial for both parties (Weitzel & McCarthy 2009). These synergies can both result in increasing 

revenue through economics of scope and scale or/and reduced costs (Gugler et al., 2003; Helfat & Eisenhardt, 

2004). Another efficiency gain can be through technology. Firms can acquirer targets with superior technology 

there is different from their own. By doing this they can gain a competitive advantage over their competitors. 

This can potentially increase revenue through innovation, which would have been costly to develop internally. It 

also gives the firm a possibility to achieve technology that it does not have the internal capabilities to do on their 

own (Granata & Chirico, 2010).   

Banerjee & Eckard (1998) investigates the first great merger wave. They find evidence for that the mergers were 

significantly value increasing and attached this to increased efficiency. Mukherjee et al. (2004) adds to this finding 

that the efficiency gains is attributable to operating synergies.  

2.1.1.2 Theory of market power 
Another possible synergy associated with mergers and acquisitions is increased market power. The reason for 

this synergy gain is because when the firms market power increases the ability to extract consumer surplus also 

improves. This is also known as collusive synergies (Chatterjee, 1986). Trautwein (1990) points out that collusive 

synergy gains should not be confused with synergy gains from efficiency. This is because collusive synergy gains 

only represent the increased wealth transfer from customers to firms. It is primarily through Horizontal mergers 

that firms can gain increased market power, but vertical mergers can also give increased market power because 

backward or forward integration might increase the entry barriers for potential competitors. A Market with high 

entry barriers intuitively attracts less new firms to the industry and hence lower the competition (Gugler et al., 

2003). 

The existence of collusive synergies is documented in several studies. Sapienza (2002) finds evidence from 

studying mergers of banks. The results show that as the market share increases, the efficiency gains are offset 

from market power. Kim & Singal (1993) studies the airline industry. They find that merging firms tend to increase 



Page 22 of 129 
 

their prices. Price increases are in line with economic theory about monopoly where firms can increase their 

prices from the equilibrium price as the competition decreases. 

2.1.1.3 Theory of corporate control 
Manne (1965) first suggested the theory of corporate control. The theory states, that when a firm is 

underperforming because of poor management there is always another management team willing to acquirer it. 

The rationale is that the acquirer will then replace the management and hence make improvements that 

increases the performance of the firm.  It is these inefficient managers who supply the market for corporate 

control (Manne, 1965). If all firms had an optimal management, there would be no reason to replace them. 

Hence, the market for corporate control would not exists. The theory of corporate control differs from the theory 

of efficiency in two important ways. First, there is no assumption about synergies between the two firms assets. 

The synergy gains are on the other hand a result of synergies between the acquirers’ managerial capabilities and 

the targets assets. The theoretical foundations of Manne (1965) are supported by empirical evidence. Hasbrouck 

(1985) find that firms with a low Tobins q, which in the study are used as a measure for managerial incompetence, 

is more likely to be acquired. This supports the theory of corporate control.  

2.1.2 Value decreasing theories 
This section contains the motives for mergers that is associated with losses. First, the theories where the losses 

occur due to bounded rationality will be described. Afterwards, theories where the losses occur because of 

agency costs will be described.  

2.1.2.1 Theory of managerial hubris 
The theory of managerial hubris indicates that even if the mangers have good intentions, where they seek to 

increase firm value through the merger, overconfidence on own abilities may result in the opposite (Roll, 

1986). This is because overconfident managers may overestimate the potential synergy gains and thus pay a 

too high price for the target. Another reason for why some managers might pay a too high price is competition. 

High competition among bidders are also likely to result in the acquirer paying too much because of the 

managerial hubris (Roll, 1986). The managements overconfidence will result in one of the bidding firms is 

overestimating the real value of the firm and are therefore contributing to the winner’s curse (DePamphilis, 

2014:11). 

Berkovitch & Narayan (1993) finds strong evidence for the theory of managerial hubris when looking on 

acquisitions with positive gains. They find that there is no significant correlation between acquirer and 
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target gains. One would expect to find correlation if the only motive is synergies. They state that one the 

explanation could be managerial hubris.  

2.1.2.2 Theory of managerial discretion 
Jensen (1986) propose a theory of managerial discretion. He argues that excess free cash flow is the main driver 

behind unsuccessful mergers and acquisitions. He suggests that capital structure could be an effective way to 

avoid overpaying for the acquisitions. Managers with excess liquidity are expected to invest that liquidity into 

positive net present value (NPV) investments to secure continuation of growth. However, when they run out of 

positive NPV investments they are likely to invest in less certain investments to fulfill these expectations.  

Malmendier & Tate (2008) finds a relationship between internal financing and carrying out a value destroying 

acquisition. Managers who are not tied by capital structure are more likely to make quick strategic decisions. 

They also put less effort into analysis of the target than their peers who are tied by capital structure.  

2.1.2.3 Theory of managerial entrenchment  
Shleifer & Vishny (1989) describes how managers entrench themselves by making investments that minimize the 

risk of replacement. They claim that managers make investments not to maximize firm value but to increase their 

own individual value to the firm. Entrenching managers will according to Shleifer & Vishny (1989) make 

investments in manager-specific assets there makes it costly for the shareholders to replace them. To entrench 

themselves managers will buy very specific assets, which increase the complexity of the firm and make the harder 

to replace. The manager will by these specific assets if it raises the difference in profit between themselves and 

the next best manager even though it reduces shareholder wealth (Shleifer & Vishny, 1989). Another thing the 

management will do to secure their job is to engage in mergers of unrelated business, conglomerate mergers, 

which decrease the volatility of the cash flows that enhances corporate survival and hence increase their job 

security (Weitzel & McCarthy, 2009).  

2.1.2.4 Theory of empire building 
Another theory of why firms do mergers and acquisitions is empire building. It states that managers acquirer 

firms to maximize their own utility instead of with the purpose of increasing firm value (Trautwein, 1990). 

Managers does this to generate fast growth so they will be able to extract benefits related to running a large 

company. Benefits related to running a larger corporation could be larger salary, reputation and prestige. These 

benefits maximize the mangers utility but not the firm value.  
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2.2 Competition forms 
In extension to the monopoly gains, described in section 2.1.1.2, it is relevant to introduce competition theory. 

Roughly speaking the paper distinguish between two competition forms, perfect competition and monopoly. The 

gab in between are hybrids, which is a combination of the two types. 

When a monopoly emerges, it is damaging the public welfare, because of a welfare loss occurs. A monopoly 

typically implies that the firm can control the price. This means that they can produce less and raise the price. If 

new competitors are entering the market, the firm can drop the price and frighten off potential competitors. It 

is important to note that the price drop is only temporary. A monopolist will always maximize his own gains in 

the long run by raising the prices on expense of the consumers.  A monopoly can arise if barriers to entry are 

difficult to overcome (Graham, 1992: 125).  

When they are lowering their prices, the average revenue is decreasing as a function of price and quantity. Their 

marginal cost can also be reduced because of economies of scale. This enables the firm to produce below the 

costs of what new entrants can do. The gab in between is characterized as the welfare triangle (Graham, 1992: 

196).  Because of this welfare loss there is associated with monopoly the government has made some regulations. 

The purpose of the regulations is to ensure a fair competition and prevent market participants for gaining 

monopoly power. This implies that the government is prohibiting some firms in buying each other because it 

would result in a too high welfare loss for the society if the firms gained too much market power.   

The opposite of such a market form is the perfect competition. This form strives to achieve a pareto optimum 

(Graham, 1992: 196). A pareto optimum is where it is impossible to move to another allocation without making 

other people worse or better off (Graham, 1992: 196). In the pareto optimum everybody is achieving the highest 

possible output. This ideal is also what perfect competition is striving after. A perfect competition is when the 

welfare loss is blurred out and when the marginal cost is equal to the marginal revenue and equal to the average 

revenue (Graham, 1992: 196). In this state the public welfare is maximized. In other words, no one can profit in 

a market with perfect competition because as long as profit exists market participants will enter the competition. 

The gap between monopoly and perfect competition is filled out with different hybrids of the two competitions 

forms. These hybrids are enjoying some of the welfare loss, which is on expense of the public good. Such welfare 

loss occurs when the price is above marginal costs and the firms are able to make a profit.  

This can also be seen from a merger and acquisition point of view. Jensen & Ruback (1983) described the market 

for corporate control as an arena where different managerial teams are competing for the right to manage 
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corporate resources. This means that the different firms are bidding to takeover other corporation’s resources. 

Jensen & Ruback (1983) reports that in general the targets shareholders is generating positive gains when 

takeover happens. They also document that the shareholder of the acquirer ‘do not lose’. There can be various 

implications why the acquirers do not gain, a reason can be as mentioned before that managerial teams are 

competing against each to takeover corporate resources (Jensen & Ruback, 1983). The competition will continue 

until the gain is competed away. This can also explain why the acquirer is not gaining anything. 

2.3 Capital Structure 
Modigliani & Miller (1958) was the first to develop a theory that described the effect of financial structure on 

market valuations. The theory is building upon the market value maximization approach. The approach is 

grounded around a simple question, ’will the project, as financed, raise the market value of the firms shares?’ If 

that is the case, the return is above its cost of capital and the project will be undertaken (Modigliani & Miller, 

1958). The capital structure theory is based on two propositions. The propositions are based on two main 

assumptions.  

The first assumption is classifying all firms into classes with equivalent returns, which only differs in size. This 

means that if the firms are size adjusted, their returns are identical in the entire class. The strength of this 

assumption is that all firms within the same class are homogenous. The assumption is subject to perfect markets 

and perfect competition. This means that all classes will end up in a market equilibrium, which will yield equal 

expected returns. 

The second assumption is introducing debt into the equation. Modigliani & Miller (1958) is arguing that a firms 

ability to issue bonds is changing the market for shares. The reason is that each firm will have different 

preferences on how much leverage to undertake i.e. financial risk. This factor will eliminate the homogeneity 

within the classes (Modigliani & Miller, 1958). It is important to emphasize that all bonds are yielding a constant 

rate of return, and due to perfect capital markets are all traded in the same equilibrium i.e. the same price. These 

assumptions make the foundation for the first proposition, which states that the value of a firm is independent 

of its choice of capital structure. The value of the firm is equal to the present value of the cash flows generated 

by the firm (Modigliani & Miller, 1958). 

This means that a firms value is unaffected by the managements choice of capital structure. Modigliani & Miller 

(1958) is also arguing that this relation can only be broken for a short period of time. Arbitrageurs will equalize 

the gab by exploiting certain trading opportunities. To pin out the important points here Modigliani & Miller 
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(1958) is arguing that there is a law of one price. This means that in order to meet the equilibrium criteria all 

shares must be traded at the same price, if adjusted for size. Another point to mention is that a firms value is 

unaffected by its choice of capital structure because the investor can lend or borrow on its own to achieve an 

alternative capital structure (Modigliani & Miller, 1958).  

The second proposition is based on the first proposition. The second proposition is examining the relationship 

between equity and debt if the firm has leverage (Modigliani & Miller, 1958). They state that the firms cost of 

capital is an increasing function of its debt-to-equity ratio. This means that a firm can achieve a higher return by 

adding more debt. It is though important to emphasize that an investor can do the same by leverage up on his 

own. This makes the choice of capital structure irrelevant for the investor. 

To sum up, this means that capital structure has no importance for firm value nor cost of capital. This is because 

an investor can decide on his own whether he agree or disagree with the firms debt policy.  

Modigliani & Miller’s view of capital structure is not applicable to the real world. This is due to the assumption 

about a perfect capital market. The real world is full of financial frictions why Myers & Majluf (1984) relaxed the 

assumptions a bit to come up with a competing theory. Myers & Majluf (1984) reports in a perfect capital market, 

the firm should undertake every investment project with a positive NPV by issuing new shares. If the 

management do so the investors will buy correct priced shares on average. They argue that in some point the 

management have to be more informed than their shareholders and is acting on the behalf of old shareholders 

(Myers & Majluf, 1984). This leads to the following argument that issuing new shares will dilute the gain of the 

positive investment opportunity for the old shareholders. This gives incentives to drop positive investment 

opportunities and not allowing new shareholders to join, which ultimately will reduce the firms total value. This 

is referred to as the issue-invest decision (Myers & Majluf, 1984). The issue-invest decision makes the scene for 

what they refer to as financial slack. Such slack is a firms cash holdings and the ability to issue risk free debt.  

The rationale for holding financial slack is that they can undertake highly positive NPV investments without 

inviting new shareholders (Myers & Majluf, 1984). The excuses from the management to obtain financial slack is 

that they do not have to issue new equity when the market is undervaluing their firm (Myers & Majluf, 1984). 

The argument is that they do not want to reveal when their firm is overvalued. This dilemma arises because of 

asymmetric information where the managers have a superior information. 

It also spares new shareholders to buy overvalued shares, because firms are signaling that their shares are 

overvalued when issuing equity (Myers & Majluf, 1984). Ultimately slack is used to avoid equity issuing when 
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good investment opportunities is happening, and is also helping avoiding conflicts between new and old 

shareholders (Myers & Majluf, 1984).  

However, Myers & Majluf (1984) suggests that there is a natural choice of these financing options, a ‘pecking 

order’. This is also, why their theory in general is referred to as ‘the pecking order theory’. In general; internal 

financing is more favorable than external financing i.e. debt and equity issuing. Furthermore, they show that the 

management will always prefer debt over equity if a profitable investment opportunity is occurring (Myers & 

Majluf, 1984). Myers & Majluf (1984) states that there is no optimal capital structure. The capital structure is 

more a product of a hierarchical financing over time.  

In a more recent research Taggart (1986) is finding evidence, which supports Myers & Majlufs (1984) theory, that 

there is a hierarchy of financing. He finds that firms will use their internal fund before reaching external funds. 

This is because dealing with external funds indicates that different excess costs will occur. Taggart (1986) also 

find evidence that an optimal capital structure is existing, if the assumption regarding perfect capital markets are 

relaxed.  

Fama & French (2002) is also supporting that a pecking order is existing in the choice of financing investments. 

Their results reveal that firms are more willing to obtain debt over equity in order to undertake investment 

opportunities. Fama & French (2002) found that firms with less investments have higher book leverage. They 

also found a connection between profitable firms paying larger dividends than firms with lots of investments. 

Furthermore, profitable firms also tend to hold a larger fraction of debt than growth firms. This can be due to 

better borrowing capacity and less volatile earnings (Fama & French, 2002). In contrary to what Fama & French 

explored Frank & Goyal (2003) could report that the pecking order theory seems decreasing over time, this 

means that equity is becoming more important as a way of financing projects. They also find that minor public 

traded firms are not behaving as the pecking order theory predicts (Frank & Goyal, 2003). 

Another competing theory to Myers & Majluf’s (1984) ‘Pecking order theory’ is the trade-off theory.  

Modigliani & Miller (1958) proposed that there is no optimal capital structure because of investor’s ability to 

leverage up on his own in a world without any financial frictions. This might not be true when introducing 

imperfections such as tax and bankruptcy costs (Kraus & Litzenberger, 1973). Therefore, Kraus & Litzenberger 

propose a theory also known as the trade-off theory. They point out that the firm might end up in trouble if they 

cannot honor their debt obligations. Ultimately, this results in the firm will defaulting on its debt. In such a 

situation, the bondholders will claim ownership of the assets. It is well known that corporations have to pay tax 
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of profits. This also coincides tax relief when the firm owes money to a third party (Kraus & Litzenberger, 1973). 

This sort of tax relief is often referred to as a tax shield and can be exploited as far the firm can honor its 

obligations. When these imperfections are introduced an optimum is occurring. The optimum is where the firm 

can maximize its wealth, also known as the optimal capital structure (Kraus & Litzenberger, 1973). The optimum 

is where the firm is balancing between solvency and insolvency.  

The theory has been further developed through time and have gain a lot of attention and is both been subject 

to tribute and critiques. Miller (1977) is questioning the theory by arguing that there is no optimal capital 

structure. He finds it puzzling that the bankruptcy cost has gained such attention. He says that the bankruptcy 

cost is out of proportion compared to amount a firm earns because of their tax shield (Miller, 1977). He also says 

that there is no empirical evidence of stating that firms are optimizing their capital structure because capital 

structures have not changed significantly throughout the years (Miller, 1977). Miller also points out that the tax 

shield is considerable less than the theory is suggesting. 

Fama & French (2002) is also questioning the trade-off theory. They are reporting evidence in favor of both the 

trade-off theory and the pecking order theory. The question is which of the theories is deterministic of a firms 

choice of capital structure. Fama & French (2002) concludes that both theories have considerable weaknesses 

and state the no one can say which of the models that are determinant for the choice of capital structure. 

Last Welch (2004) states that firms are not aiming to hold the optimal leverage ratio. Instead, it is a product of 

stock performance. He states that stock prices are the first order determinant for the firm capital structure 

(Welch, 2004). 

2.4 Agency Costs 
Before introducing financial distress and fire-sale theory it is relevant to introduce agency costs. The purpose of 

this section is to give a deeper understanding of why firms are becoming distressed and why risky debt is 

necessary even though it could ultimately end in bankruptcy.  

Jensen & Meckling (1976) is defining the agency relationship as a contract, where the principal is hiring an agent 

to act on behalf of the principal, this involves giving the authority to make decisions. The principal refers to the 

equity- and debt holders, whereas the agent is the top management of the firm. The problem arises when both 

parties is maximizing their own utility, because what is best for the principal is not the same for the agent. This 

gives incentives for the agent to act in its self-interest (Jensen & Meckling, 1976). A way to prohibit the agent in 

doing so is to encourage and influence the agent to act in a certain way that are beneficial for the principal. The 
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cost of aligning the incentives of the agent is called the agency cost. Agency cost is a product of three 

components; the expenditures associated with monitoring the agent, bonding cost i.e. cost that encourage to 

make sure that agent do not harm the principal and residual loss, which is the cost of divergent interests. Jensen 

& Meckling (1976) distinguish between two types of agency cost, the ones that are related to equity and the 

ones that are related to debt. The primary focus in this paper is on debt, therefore only a brief overview of the 

equity related agency cost will be described. 

2.4.1 Agency costs of equity 

When an entrepreneur is owning 100 percent of the firm, he will act in a way that are maximizing the firm 

value. However, as the entrepreneur’s equity stake is declining he will be more likely to overspend on 

perquisites to maximize his own utility (Jensen & Meckling, 1976). A reason for this is that the other owners 

pays a part of his perquisites. This behavior will encourage the outside shareholders to spend additional 

resources on monitoring activities to limit the manager of maximizing his utility on the expense of the outside 

shareholders (Jensen & Meckling, 1976). 

2.4.2 Agency costs of debt 

2.4.2.1 Excessive risk taking 

Jensen & Meckling (1976) describes the debt related agency cost as when management engage in risky projects 

where the payoff is high but the probability of success is low. This also encourage the management to favor 

projects that yields the highest present value for the equity holders instead of what is best for the total firm 

value. Another aspect is if the firm is close to default, the management will be tempted to undertake risky 

projects. These projects can save the firm but in case of the default the costs will be borne by the debt holders. 

This is in the literature referred to as excessive risk taking. The dilemma is that most of the payoff will be entitled 

to the management if the project becomes successful, whereas the debt holders will take the loss if the project 

fails. A way to counter this agency problem is to constraint the management by imposing covenants (Jensen & 

Meckling, 1976).  

2.4.2.2 Debt overhang 

Myers (1977) discovered another agency cost called debt overhang. He explained why firms are choosing 

suboptimal investment decisions when they have risky debt outstanding. The premise of the theory is that the 

firm is acting in the interest of the shareholders. This means that the firm will choose projects that are favoring 

the shareholders and skip investment projects that will maximize the market value of the firm (Myers, 1977). In 

an all-equity firm all projects with a positive NPV is undertaken. However, if a firm have risky debt in place it will 



Page 30 of 129 
 

discard some positive NPV investments. If a project, that would have been discarded, is undertaken only the debt 

holders would benefit while the shareholders will experience a negative NPV loss. This means that the potential 

investment could increase the total value of the firm, while the equity would experience a loss. Because of that, 

the investment will not be undertaken. This will end out in a suboptimal investment decision because they skip 

investments that would increase the value of the firm (Myers, 1977). 

This agency cost is also known as debt overhang and is occurring once risky debt is imposed and the firms 

borrowing capacity is small. If a firm have a debt overhang it will have trouble in raising capital to a certain point. 

After the threshold, it will no longer be able to raise more debt, in fact promising a higher interest rate will lower 

the borrowing capacity (Myers, 1977). This implies that the investor cannot raise additional capital to fund new 

positive NPV projects. Myers conclude that the optimal capital structure is all-equity. However, as mentioned 

earlier in this section Jensen & Meckling (1976) states that all-equity financed firms are also associated with 

agency cost. Therefore, a pure equity financed firm might not be optimal either. Another reason why some debt 

can be advantageous is due to tax relief (Myers, 1977). 

2.4.2.3 The leverage ratchet effect 

Another agency cost is the leverage ratchet effect (Admati et al., 2018). The theory is suggesting that once 

leverage is in place, the management is not willing to reduce it even if it is increasing the value of the firm. If the 

management are forced to deleverage, shareholders are biased towards selling off assets rather than enter pure 

recapitalizations (Admati et al., 2018). This means that shareholders are more willing to sell off assets to raise 

funds to repay debt, rather than pay back debt with equity. The reason is that a leverage reduction is transferring 

wealth from the shareholder to the existing debt holders. This means that the probability of default is decreasing 

and the debt holder will recover a larger fraction of their loans granted (Admati et al., 2018). Ultimately a leverage 

reduction is on the expense of the shareholders because they cannot capture the benefit and will have to pay a 

premium if start to pay off the debt. The premium is the difference between the pre-recapitalization and post-

recapitalization price. The reason is that the debt is becoming less risky and they therefore have to offer a 

premium for the debt holder to accept being paid back before maturity (Admati et al., 2018). This also decrease 

the shareholders willingness to take on risky projects as Jensen & Meckling (1976) was suggesting with their 

excessive risk taking theory.  Admati et al. (2018) findings suggest that investors are against repaying debt and 

prefer to sell assets at fire-sale prices in order to avoid repaying debt. This helps explaining why firms are 

becoming distressed and why fire-sales of assets occurs. 
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2.5 Financial Distress 
The purpose of this section is to give a general understanding of financial distress, which cost there occurs due 

to financial distress and how it affects the firm performance.   

Financial distress is when a firm cannot meet, or have troubles meeting its debt obligations (Berk & Demarzo, 

2014:539). A general view of why financial distress arises is that there is a mismatch between the currently 

available liquid assets and its current obligations of its financial contracts (John, 1993). While there is agreement 

among financial economists about the definition of financial distress, there is no consensus among financial 

economist on how financial distress affects corporate performance. In a perfect capital market setting, as in 

Modigliani & Miller (1958) described in section 2.3, there is no cost of financial distress. However, in the real 

world there exists financial frictions. As described in section 2.3, where there is an overview of the trade-off 

theory, financial distress is traditionally viewed as a costly event, which is an important element to determine 

optimal capital structure. 

2.5.1 Cost of financial distress 
Financial distress is viewed as costly due to several costs. One of the indirect costs there arises due to financial 

distress is loss of customers (Beck & Demarzo, 2014:544; Opler & Titman, 1994). This is due to the threat of the 

firm going bankrupt, where the firm walks away from it commitments, forces the customers to find alternative 

suppliers. Customers are not the only stakeholder that withdraw due to the financial distress. In case of 

bankruptcy the suppliers will lose their account receivables. If they fear they are losing their account receivables 

they will stop collaborate with the firm (Berk & Demarzo, 2014:44).  

When a firm faces financial distress, it is also facing the risk of losing its key employees. If the firm cannot offer 

long-term job security some employees will start to look for alternatives and to retain the employees are costly 

(Berk & Demarzo, 2014:545). There is also a tendency to that debtors, who owe small amounts, try to hide and 

do not pay the money back. This is an indirect cost of financial distress (Berk & Demarzo, 2014:545).  

An important indirect cost of financial distress are agency costs. This is one of the costs there is discussed most 

in the literature. Firms tend to make suboptimal choices on expense of debt holders and nonfinancial 

stakeholders (Opler & Titman, 1994). There are several researchers there have theoretical explanations of why 

these agency cost occurs. Jensen & Meckling (1976) argue that the agency costs of distress arises because of the 

ownership structure. They argue that individuals have a self-maximizing behavior. Therefore, when there is too 

much debt the manager has a little incentive to grow the firm size. According to them, it is the divergence of 
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employee and the owner’s goals causing the agency problems. Myers (1977) argue that the agency costs related 

to issuing risky debt, is that the manager will let some positive NPV projects forego because they are not in favor 

of the shareholders. These sub-optimal investment decisions from the management is the main source of agency 

costs. Smith & Warner (1979) also finds that the actions of the shareholders tends to maximize the value of 

equity. With risky debt outstanding shareholders will take risk on the expense of the debt holders. These actions 

are harmful for the total firm value. They show that this agency costs can be reduced through payout policy and 

covenants written into the debt contract. The financial distress does not only encourage making suboptimal 

choices on expense of the debt holders but also the non-financial stakeholders including customers, employees 

and suppliers (Titman, 1984). Titman (1984) shows that the firm indirectly bears the liquidation costs that 

imposes on the customers in the future if it liquidates. The firm has to lower the current prices to make it up for 

the potential loss suffered by the customer in the future.  

Finally, fire-sales of assets is also an indirect cost associated with distress. This cost is however, a key element in 

this paper, why it is described separate in section 2.6. 

2.5.2 Enhanced performance caused by financial distress 
Other researchers also suggest that financial distress can increase performance of the firm. Increased leverage 

forces the managers to make value maximizing choices which leads to increased firm value (Jensen, 1989; Wruck, 

1990). Financial distress can also improve the firms bargaining power against labor unions. When the firm issues 

debt, and in case of financial distress too much debt, there is less cash flows available to the labor union to 

bargain about (Bronars & Deere, 1991; Dasgupta & Sengupta, 1993). Financial distress can also strengthen the 

bargaining position versus senior claim debt holders. If the firm currently not are earning enough to cover the 

senior obligations, and the payback of the senior claims rely on future investments, the firm can exchange junior 

debt for equity. By doing this the shareholders change their incentives to invest in the future. Hence, they can 

extract concessions from creditors with senior claims that was not possible if the firm has cash flows that was in 

excess of senior claims. (Perroti & Spier, 1993).   
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2.6 Fire-sales 
As described in section 2.5.1 an indirect cost there can occur to a firm when facing financial distress is fire-sale 

of assets. Distressed firms may face a liquidity constraint because they do not have sufficient cash to pay its 

current debt payments. One of the opportunities to generate sufficient cash to pay its current obligations is by 

selling their assets. Such an asset liquidation is associated with liquidation costs. A liquidation might result in the 

assets being sold below fundamental value at a fire-sales discount. The liquidation costs and hence the fire-sales 

discount is determined by market liquidity. Market liquidity is in addition determined by asset redeployability 

and the credit constraints of the high valuation buyers. A high valuation buyer is a peer within the industry 

because they tend to have a higher fundamental valuation of the assets.  

2.6.1 Determinants of liquidation value 
When a firm with a large amount of debt is not generating sufficient cash flows to cover it interest it has two 

opportunities; either reschedule its debt or get liquidity from alternative sources. There can be several reasons 

for why the firm cannot issue additional debt. One reason could be that it is a consequence of adverse selection, 

also described in section 2.3, as suggested by Myers & Majluf (1984).  

Another reason could be that the firm has too much debt and faces debt overhang (Hart & Moore, 1998; Myers, 

1977). When the firm has no other options to raise capital, it has to liquidate their assets to repay the creditors. 

In section 2.3 theories of capital structure is described. Shleifer & Vishny (1992) adds some important points to 

the discussion of how to determine the optimal capital structure. According to them, the choice of capital 

structure is highly dependent on the value of the assets when the firm is forced to liquidate them.  

When the firm has to liquidate their assets, there are (in most cases) three types of potential buyers (Shleifer & 

Vishny, 1992). The first type is industry outsiders. These outsiders can convert the assets to alternative uses. The 

second type is industry insiders who in most cases uses it for the same purpose as the seller originally did. The 

last type is financial investors who buy it with the solely purpose of reselling the assets. In the case where the 

assets are sold to firms outside the industry, the nature of the assets determines the liquidation value. The key 

determinant is the assets redeployability (Williamson, 1988).  If the assets have several alternative uses i.e. are 

more redeployable then the liquidation value will be close to the fundamental value. However, if the assets have 

a high degree of industry specificity they will be sold at a lower price than the fundamental value (Shleifer & 

Vishny, 1922; Williamson, 1988). In other words, assets which is redeployable are more liquid. On the other hand, 

if the firm sell the assets to industry insiders the assets will most likely be sold close to the fundamental value, 

especially if there are many bidders. The rationale of the assets being sold closer to fundamental value is that 
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the buyer can use it for the same purpose. Thus, redeployability does not have an impact on the price if it is sold 

to industry peers. Furthermore, a buyer, which is an industry insider, has more knowledge about the quality of 

the assets and the quality of the seller. Therefore, the adverse selection problem is less important for industry 

insiders because of their knowledge about the industry (Shleifer & Vishny, 1992). If there are many bidders in 

the industry the price will also be closer to the fundamental value. This is due to the competition theory as 

described in section 2.2. Finally, the third type of buyers, the financial buyers, will need to have the current 

management running the firm or replace the management. When you have to hire employees to run the firm, it 

is associated with agency costs as described in section 2.4. Buyers from inside the industry do not face these 

agency costs because they can run the firm themselves. The financial buyer has to be compensated for these 

agency costs. Hence, they cannot pay the same amount, as industry insiders, and will have to buy the assets 

below fundamental value (Shleifer & Vishny, 1992).  

In the real world most assets are specified, which means they are not that redeploayble. When the assets have 

low redeployability, the firm will have to sell the assets to a buyer there will use them in approximately the same 

way (Shleifer & Vishny, 1992). This further emphasize, that it is the most attractive deal for the seller, to sell the 

assets to a buyer from inside the industry. Unfortunately, this is not always possible. Regulations can restrict 

potential buyers inside the industry from doing so. Furthermore, if the seller does not face financial distress due 

to an idiosyncratic reason the peers in the same industry are highly well-likely to face the same financial 

constraints. They will not be able to raise sufficient capital to finance the deal (Shleifer & Vishny, 1992). This 

results in assets being sold to industry outsiders who does not face the same liquidity constraints. As mentioned 

earlier in this section the two types of buyers, who are not industry peers, have additional costs due to moral 

hazard, adverse selection and the redeployability. Therefore, they will have to pay a price lower than the 

fundamental value, a fire-sales discount (Shleifer & Vishny, 1992).  

2.6.2 A model of fire-sales 
To show why firms can be forced to sell assets below fundamental value Shleifer & Vishny (1992) propose an 

equilibrium model of how financial constraints in an industry give rise to a price drop below the assets 

fundamental value. This model will be examined in depth, as it will be a model a lot of the hypothesis will be 

developed from later in chapter 3.  

First, consider a model with three periods. The model is based on an industry with only two firms. The capital 

structure of the firm is determined in t = 0. There are two future states in the world; prosperity and depression. 

The future state of the world is known in t = 1, at this time the firms will also have to make further decisions as 
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well as receiving and paying out cash flows. At t = 2 the firms receive the additional cash flows. If the world state 

is depression one of the two firms will be hit harder than the other firm. The model is based on three 

assumptions. First, investments in prosperity has negative NPV. Second, period one cash flow is higher in 

prosperity even net of the investment. Third, the overall cash flow is higher in prosperity than in the depression 

even net of the negative NPV investment (Shleifer & Vishny, 1992).  

If the state of the world is prosperity the firms has the possibility of undertaking a negative NPV investment. The 

investors are facing a moral hazard problem, as the manager will undertake this project because it will benefit 

him personally. This is of course not in the interest of the investors. To prevent the manager from undertaking 

the negative NPV investment the investors creates a debt overhang. Debt overhang is described detailed in 

section 2.4.2.2. If the manager knows that the state is prosperity and the investors wants to prevent him from 

investing in t = 1 they need to issue debt: 

𝐼𝑃 > 𝑌1
𝑃 − 𝐷1 (1) 

The firm issues short-term debt, 𝐷1. This short-term debt has to be large enough so the manager cannot make 

an investment in prosperity. To prevent the manager for doing so in prosperity, the cash flow in t = 1,  𝑌1
𝑃, net 

of the short-term debt has to be less than the required investment in prosperity, 𝐼𝑃. If this condition is satisfied 

the manager cannot make the investment without raising additional capital. However, the manager can still 

make the investment if he raises new capital. To prevent the manager from doing so the following condition 

needs to be fulfilled: 

𝐼𝑃 − 𝑌1
𝑃 > 𝑌2

𝑃 + 𝑅𝑃 − 𝐷2 (2) 

In equation (2) senior debt overhang is created. The way to create senior debt overhang is by issuing enough 

senior debt, 𝐷2, so that the cash flow in t = 2 in the prosperity state, 𝑌2
𝑃, and the NPV of the investment, 𝑅𝑃, 

does not exceeds the investment and cash flow in t = 1. This ensures that the manager cannot raise additional 

capital. To sum up when equation (1) and (2) is fulfilled the manager does not have enough cash to undertake 

the investment and cannot raise additional capital. Hence, he cannot undertake the negative NPV investment. 

When knowing the optimal debt levels to prevent the investment in prosperity the optimal capital structure is 

also known. The levels need to be slightly above the levels given in equation (1) and (2). The investors do not 

gain anything by raising the debt levels further why the optimal capital structure is where the manager cannot 

make the investment. This gives us an optimal level of short-term debt: 

𝐷1 = 𝑌1
𝑃 − 𝐼𝑃 + 𝜖  (3) 
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And an optimal level of long-term debt of: 

𝐷2 = 𝑌𝑃
2 + 𝑅𝑃 + δ (4) 

The two terms 𝜖 and 𝛿 ensures that the debt levels are slightly above. These debt levels keep the firms from 

investing in the prosperity state. Remember, that the capital structure is chosen in t = 0. Therefore, the firms 

choose the capital structure before they know the state of the world. This means if the world state goes to 

depression the firms will face some costs. This is due to equation (1) and the second assumption  𝑌1
𝐷 < 𝑌1

𝑃 −

𝐼𝑃  which implies that 𝑌1
𝐷 < 𝐷1. This means that the firms cannot meet their short-term debt obligations in the 

state of depression. The only way to avoid liquidation is by issuing additional capital. However, this is not 

possible in this case since the assumption of period one cash flows is higher in prosperity even net of the 

investment is made. Therefore, when equation (2) is fulfilled then it is not possible to issue additional capital in 

the depression state either. This can be written as follows: 

𝐷1 − 𝑌1
𝐷 > 𝑌2

𝐷 − 𝐷2 (5) 

As seen in equation (5) it is not possible for the firms to borrow sufficient funds to continue the operations. 

Under the assumption that it is not possible for the firm to reschedule the debt, the firm will not be able to 

postpone the liquidation by raising additional capital to pay the short-term obligations. As long as the depression 

state adequate worse than the prosperity state the firms assets will be turned over to the creditors in the 

depression state. The assumption is furthermore, that the creditors will liquidate the firm if it defaults on its 

short-term debt. If looking on what the minimum price for the assets should be from the seller’s point of view. 

The price needs to be high enough so the capital structure described earlier is still optimal. The capital structure 

is only optimal if it fulfills the following condition:  

∏ (𝐼𝑃 − 𝑅𝑝) ≥ ∏ (𝑌2
𝐷 − 𝐿𝐷)

𝐷𝑃

(6) 

Where Π𝑃 denote the probability of prosperity and Π𝐷 is the probability of depression. As seen in equation (6) 

the gains from eliminating the agency costs in the prosperity state must outweigh the losses from liquidation. 

This is quite intuitive since it will not make sense for the shareholders to impose debt overhang if it resulted in a 

larger loss than letting the manager do the negative NPV investment, and not having the risk of liquidation. For 

the condition in equation (6) to be fulfilled the minimum acceptable price for the firm’s assets, 𝐿𝐷, is:   

𝐿𝐷 = 𝑌2
𝐷 −

ΠP

Π𝐷
(𝐼𝑃 − 𝑅𝑃) (7) 
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Equation (7) is the minimum price of the assets for the capital structure to remain optimal. If the price is not as 

in equation (7) equation (6) is not fulfilled. This means that the investors experience a larger loss by imposing 

debt overhang than if they did not and let the manager invest. If they experience larger loss by imposing debt 

overhang the capital structure can obviously not be optimal.   

Equation (7) states how much the price of the liquidated asset should be. However, if the firm is being liquidated 

the value is determined of how much a potential buyer can pay. In the following part the amount which the 

potential buyer can pay will be examined. The paper distinguishes between two types of buyers; inside the 

industry and outside the industry. The buyers outside the industry does not face debt overhang and can pay up 

to his period two cash flow, 𝐶𝑜𝑢𝑡, for the liquidated firm. On the other hand, there is a buyer inside the industry. 

This insider has also debt overhang. This firm, as mentioned earlier, are not getting hit as hard as the liquidated 

firm. The insider can generate a second period cash flow of 𝐶𝑖𝑛𝑠 > 𝐶𝑜𝑢𝑡 from the selling firm’s assets. Even 

though the insider has a higher fundamental value of the assets than the outsider, it is not sure he can pay this 

valuation of the assets because of debt overhang. To examine what price the insider can pay Shleifer & Vishny 

(1992) assumes the following. First, investment in prosperity has negative a NPV: 𝑟𝑃 < 𝑖𝑃 .  

The second assumption,  0 < 𝑦1
𝐷 − 𝑦1

𝑃 + 𝑖𝑃 < 𝐶𝑜𝑢𝑡 is a key element in the theory. The first part of the inequality 

ensures that the buyer has a high enough cash flow in depression so he does not get liquidated. If this was not 

the case the buyer would be liquidated as well. If the inside buyer is liquidated as well, there would be even more 

firms sold to lower valuation buyers outside the industry. The second part of the inequality implies that the inside 

buyer does not have enough internal cash to buy the liquidated firm for the same valuation as the outside buyers. 

If the inside buyer wants the liquidated firms asset it will have to raise additional capital.   

Third assumption is that; the overall cash flow is higher in prosperity than in the depression even net of the 

negative NPV investment. 

The inside buyers investors have made the same optimal capital structure as of the liquidated firm. However, as 

mentioned earlier they are not hit as hard as the liquidated firm. If this was not the case, they were liquidated 

themselves. To prevent the buyers management to make the investment in prosperity the following condition 

has to be fulfilled: 

𝑖𝑃 > 𝑦1
𝑃 − 𝑑1 (8) 
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Where 𝑑1 is the short-term debt of the buyer. The long-term debt of the buyer, 𝑑2, is also chosen so the 

management cannot raise the necessary capital to undertake the investment, as it also was the case for the 

seller: 

𝑖𝑃 − 𝑦1
𝑃 > 𝑦2

𝑃 + 𝑟𝑝 − 𝑑2 (9) 

Equation (8) and (9) is the exactly same as equation (1) and (2) for the seller. Therefore, the minimum debt levels 

are intuitively also the same where the minimum short- and long-term debt levels for the inside buyer is: 

𝑑1 = 𝑦1
𝑝

− 𝑖𝑝 + 𝜖 (10) 

𝑑2 = 𝑦2
𝑝

+ 𝑟𝑃 + 𝛿 (11) 

The question is now can the buyer raise enough capital to acquire the seller in the depression state when the 

buyer is burdened by the short-term debt, 𝑑1, and the long-term debt, 𝑑2.  

Let 𝑙𝐷 denote the maximum price that the buyer can pay and still raise enough capital to pay for the seller. The 

buyer will acquire the seller if he has enough internal cash to do so or can raise sufficient capital. Assumption 

two implies that the buyer does not have sufficient cash to finance the deal with internal cash. The buyer can 

borrow to buy the seller if the following condition is satisfied: 

𝑙𝐷 < (𝑦1
𝐷 + 𝑦2

𝐷) − (𝑦1
𝑃 + 𝑦2

𝑃 + 𝑟𝑃 − 𝑖𝑃) + 𝐶𝑖𝑛𝑠 (12) 

Equation (12) is the key condition of the model. Keep in mind assumption three. This assumption implies that 

cash flows in prosperity will always be higher than cash flows in depression. Thus, will the first two terms, 

(𝑦1
𝐷 + 𝑦2

𝐷) − (𝑦1
𝑃 + 𝑦2

𝑃 + 𝑟𝑃 − 𝑖𝑃), always be negative. This means that the buyer can only pay less than his 

fundamental value, 𝐶𝑖𝑛𝑠, for the assets. Why is this the case?  The simple answer is debt overhang. Without debt 

overhang the buyer would be able to pay his fundamental value of the assets of the liquidated firm, 𝐶𝑖𝑛𝑠. 

However, as described in section 2.4.2.2 debt overhang prevent the manager in making some positive NPV 

investments. In other words, some agency costs occur. The debt overhang does in this case that the inside buyer 

can maximum pay, 𝑙𝐷 , which is below his fundamental valuation. The agency costs in this case is the difference 

between 𝑙𝐷 and 𝐶𝑖𝑛𝑠 in the case that the assets are sold to an industry outsider. If it should make sense for the 

investors to induce debt overhang on the firm and reduce the agency costs the gains from reducing the agency 

costs must exceed the losses from not being able to buy the liquidating firm:  

∏ (𝑖𝑃 − 𝑟𝑃) >
𝑃

∏ (𝐶𝑖𝑛𝑠 − liquidation price)
𝐷

 (13) 
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If the condition in equation (13) fails then the investors will not impose the debt overhang in t = 0, since it would 

affect the firm value in a negative way since the buyer is assumed, just as the seller, not being able to renegotiate 

their debt contracts. The intuition behind equation (13) is that the costs associated with not imposing debt 

overhang for the inside buyers perspective should be greater than the difference between their fundamental 

value of the liquidated firm and the liquidation price. If the gain from reducing the agency costs of the manager 

is not greater than the potential gain from buying the liquidated firm, the capital structure is not optimal for the 

inside buyer. Hence, the investors in the firm would not impose debt overhang. 

As seen in the model above the inside buyer tends to have financial problems when the sellers have it too. 

However, in some cases, when, 𝑙𝐷 > 𝐶𝑜𝑢𝑡, the inside buyer will get the firm at a price which equals 𝐶𝑜𝑢𝑡. The 

insider will get the firm because he can utilize the assets more efficient than an outside buyer can. This could be 

the case when the seller is experiencing financial distress due to an idiosyncratic reason. However, if the distress 

is due to a reason there is systematic for the whole industry it is reasonable to think that 𝑙𝐷 < 𝐶𝑜𝑢𝑡. When this 

is the case the outsider will buy the liquidated firm even though he cannot run it as efficient as the insider. When 

situation happens a fire-sales is occurring.   

The key conclusions one can draw from the model, which is relevant for this paper, is that asset does not 

necessary getting allocated to the highest value user. In other words, the assets are sold at a fire-sales discount. 

Assets, which are less redeployable, can be sold below value in best use when there is an industry- or economic 

wide recession or in some cases where the antitrust laws prevent highest value users in buying the assets. 

Furthermore, asset liquidity changes over time. High markets tend to be liquid markets and low markets are 

viewed as illiquid markets, which means that the fire-sales discount changes over time. 

2.7 Acquirer characteristics  
A part of the main question of the paper is to investigate the wealth transfer to the acquirer. Therefore, it is 

relevant to examine which acquirer characteristics that could potentially affect the possibility for a turnaround 

of a distressed firm to be successful. First, size will be examined because larger acquirers relative to the target is 

believed to have the necessary slack resources to increase the probability of a successful turnaround. Afterwards 

acquirer experience will be examined because it is expected that through experience the management would 

gain some skills there is favorable for a successful turnaround.  
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2.7.1 Size 
The foundation of these thoughts is based upon Brutons et al. (1994) research. They are examining if there are 

a connection between the post-merger performance and the targets size. The argument is that a larger target is 

catching the attention of the management in a higher degree than smaller ones. If the target is too small the 

management will not allocate sufficient attention and resources to the firm (Bruton et al, 1994). However, they 

are also mentioning that large related firms tend to increase investor estimates. Whereas, unrelated large 

acquisitions tend to do the opposite. Furthermore, they report that if a target is distressed, the acquisition is 

demanding the attention from the management (Bruton et al, 1994). The reason is that distressed firms is 

tangent to default and is therefore in need of sufficient financial aids. It is therefore crucial that the acquirer is 

large enough to absorb a distressed target. 

Fuller et al. (2002) also reports that size is deterministic for the performance of the acquirer. They argue that the 

acquirering firm is gaining when buying a private firm compared to a loss when acquirering a public firm. Fuller 

et al. (2002) concludes that the effect on both is greater when the acquirer is larger.  

Filipović (2012) found a connection that the smaller the firm is compared to the acquirer the more successful will 

the target perform post-merger. He is also concluding that for an acquisition to be successful it is crucial that the 

target firm is smaller than the acquirer. 

2.7.2 Acquirer experience 
Bruton et al. (1994) is also investigating if the post-merger performance is positive correlated with prior 

acquisitions undertaken. Jemison & Sitkin (1986) is stating that many well-intended acquisitions is often failing 

because of the complexity of the acquisition process. Bruton et al. (1994) is also stating that further complications 

can arise when acquirering a distressed target.  

Fowler & Schmidt (1989) found evidence that prior acquisitions are positively correlated with the acquirers 

performance. Furthermore, older firms with acquisition experience is having the great probability of success. 

Bruton et al. (1994) is also stating that one of the reason for an experienced merger to be successful is their 

ability to pick, which is continuously increasing with their experience. Bruton et al. (1994) states that experienced 

managers have a better understanding of the process and knows when to withdraw from an unfavorable 

business opportunity. 
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To sum up when the management have prior experience they have gained some turnaround skills there might 

affect the acquisitions outcome and the market should respond more positively to the acquisitions. Thereby, the 

wealth transfer should increase.    

2.8 Sub-conclusion 

Firm engages in acquisitions for various reasons. The study is considering value increasing and value decreasing 

motives. There was found three value increasing motivations for engaging in acquisition activity; Theory of 

efficiency, theory of market power and theory of corporate control. These theories are considering the 

economics of scope, monopoly gains and managerial synergies.  

The value decreasing theories was built on two different main thoughts; bounded rationality and agency cost. 

The theories regarding bounded rationality was; Theory of managerial hubris and Theory of managerial 

discretion. The theories arise from managerial overconfidence and misevaluation, respectively. The other group 

of value decreasing theories were based on agency costs. In this group, there was two motives; Theory of 

managerial entrenchment and theory of empire building. The motives behind these mergers is to increase job 

security and enjoy the benefits from running a large firm.  

However, even though firms want to buy each other, the government is sometimes prohibiting the deal. The 

reason for this was to prevent firms in getting monopoly power. If a firm has monopoly power, it results in welfare 

loss for the society. The role of the antitrust law is to secure fair competition and reduce the welfare loss for the 

society. 

Afterwards, reasons why firms take on leverage was examined. The paper found that one reason for taking on 

leverage, could be to choose the optimal capital structure. The paper proposed several capital structure theories. 

Modligiani & Miller (1958) said that capital structure is irrelevant because the investor can use homemade 

leverage. Myers & Majluf (1984) said that there was no optimal capital structure but debt was a results of 

financing choices over time following a hierarchy of financing. Finally, Kraus & Litzenberger (1973) proposed that 

debt was an instrument to maximize firm value through tax advantages of debt but as a trade-off of higher 

bankruptcy costs.  

After examining the different theories of capital structure, the paper could also conclude that there were 

disadvantages associated with imposing risky debt. These disadvantages were defined as agency costs, which is 

when there is a conflict of interest between the principal and the management. These agency costs were; 

excessive risk taking, debt overhang and the leverage ratchet effect.  
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When the firm is adding too much debt the firm will start to face financial distress. Financial distress is when the 

firm has trouble meeting its debt obligations short-term. It was concluded that financial distress could increase 

performance but it was also associated with some costs. Among these costs was fire-sale of assets.   

The paper found that several factors where determining the fires-sales discount of assets. Shleifer & Vishny 

(1992) showed that illiquidity was the main fire-sales channel. It was found that illiquidity was determined of 

asset redeployability, industry conditions and general economic conditions. Williamson (1988) also mentioned 

asset redeployability as a fire-sale channel. Another implication of Shleifer & Vishny (1992) is that competition 

within the industry is also an important channel of fire-sale. 

Finally, it was concluded that acquiring a distressed firm is a complex task and requires some resources and 

turnaround skills. The study found that relative size and acquisition experience would provide the management 

with sufficient resources and better skills to make a successful turnaround that could possibly also transferred 

to distressed targets.  
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3 Development of Hypotheses 
When a firm faces distress, it might hold insufficient funds to meet its debt obligations and have credit constraints 

there make it hard for the firm to raise additional capital. To overcome the financial distress, the firm has two 

choices either it can renegotiate the contracts with the debt holders or sell its assets to meet its obligation to 

repay the debt holders. In perfect capital markets without financial frictions the firm can sell the assets at the 

fair market value and renegotiate with the debt holders, so the financial distress will be costless.  

In a real world, with financial frictions, the story might be different. Studies have shown that due to information 

asymmetry, debt renegotiations with the creditors often fails (Brown, 1989). When the firm cannot renegotiate 

the terms of the debt it might be forced to sell its assets to prevent going bankrupt. Such sales of assets give 

liquidation cost which depends on the liquidity of the market. To test if acquirers experience abnormal returns 

when acquiring distressed assets, due to fire-sales discounts, the first hypothesis is formed:  

H1: Distressed targets are acquired at a higher discount. 

The liquidity of the market is as mentioned earlier in section 2.6 a determinant for liquidation costs. The liquidity 

of the market depends on several factors, such as asset specificity and credit constraints of comparable firms. 

One implication of Shleifer & Vishny’s (1992) model is that when a firm is facing distress, the peers in the industry 

are likely to have problems themselves. This leads to the assets are sold below their fair market value. Such 

illiquidity makes assets cheap in bad times (Shleifer & Vishny, 1992). This leads to the next hypothesis:  

H2: Distressed targets are acquired at a higher discount when their industry is distressed. 

Considering Shleifer & Vishny’s (1992) theory, described in section 2.6.2, one would expect that distressed firms 

are acquired from industry outsiders, which leads to the third hypothesis: 

H3: Distressed targets in distressed industries are more likely to be acquired by outsiders. 

The fourth hypothesis originates from the third hypothesis. Williamson (1988) stresses the link between asset 

redeployability and asset value. If the assets have alternative uses one would expect it to be sold at a higher 

value. Unfortunately, many assets are not redeployable due to asset specialization. This is also one implication 

of Shleifer & Vishny’s (1992) model namely that the assets are not necessary being allocated to the highest value 

user. So, one would expect that when assets are sold to an industry insider it would be sold with less fire-sales 

discount compared to an industry outsider. This leads to the next hypothesis: 
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H4: Distressed targets in distressed industries are acquired by a higher discount when it is bought of an industry 

insider compared to an industry outsider. 

The next hypothesis is also considering the targets industry. It is based on the thoughts of perfect competition 

theory, which states that an industry with high competition will lead to no acquirer surplus. This can be 

transferred to distressed acquisitions (Bruton et al., 1994). One can argue that a market with many potential 

bidders will drive up the target premium to its market equilibrium. This means that bidders will continue to bid 

on the target until the gap between the premiums is equal or higher than the total synergy that can be achieved. 

A reason to that can be the winners curse phenomenon because of the managerial hubris as described earlier in 

section 2.1.2.1 (Thaler, 1988). 

One would expect competition to be even more important when considering distressed firms. These firms are in 

an urgent need to sell their assets. One of the implications of Shleifer & Vishny’s (1992) theory is that the peers 

within the industry have the best use of the assets and therefore will have the highest valuation. One would 

expect that higher implicit competition i.e. more buyers within the industry. Would result in less fire-sale 

discount. The hypothesis is developed based on Meier & Servaes (2015) hypothesis.  

However, the hypothesis in this paper take a slight different approach, there to the writers’ best knowledge have 

not been examined before. Namely if the implicit competition in the industry grow in importance if the industry 

faces distress. This leads to the following hypothesis:  

H5: Distressed targets in a distressed industry with low implicit competition are acquired by a higher discount. 

The next hypothesis is investigating the redeployability of the targets asset further.  The hypothesis will examine 

if a targets asset specificity is deterministic for the discount of the distressed target, which is a determinant of 

liquidity according to Schleifer & Vishny (1992). It is common in a distressed setting, that the firm is financial 

constrained and forced to deploy its asset to survive (Kim, 2018). The reason for the discount can be the 

constrained utility of the assets, which the buyer has to be compensated for. Williamson (1988) explored such 

link between debt capacity and the liquidation value of assets. This means that redeployability has a substantial 

impact on the fire-sales discount. Kim (2018) examines the impact of asset specificity from the viewpoint of the 

target. This paper will examine the impact of asset specificity on fire-sales discount from the viewpoint of the 

acquirer. This is the basis for the next hypothesis.  

H6: Distressed targets in a distressed industry with high asset specificity are acquired by a higher discount. 
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After investigating, the asset redeployability’s impact on acquisition outcomes the next hypothesis will consider 

the targets access to alternate sources of funding. The hypothesis is developed from Officer’s (2007) paper and 

is investigating if privately held distressed firms are acquired with a larger discount than public traded distressed 

are. The rationale is that public traded companies have easier access to the equity market, which expand their 

financing possibilities. A privately held company is more constraint in that sense because it only has access to 

the debt market (Officer, 2007). This leads to the following hypothesis: 

H7: Distressed targets there is unlisted are acquired at a higher discount than distressed targets there are listed. 

The next hypothesis is examining if there is a difference between unlisted- or listed targets acquired in stressed 

market settings. The access of liquidity is a crucial factor for overcoming financial distress. Therefore, the 

limitations on capital is advantageous for the acquirer, which should ceteris paribus put the unlisted target in an 

inferior position of negotiation (Officer, 2007). A reason for a lower bargain power stems also from the difficulties 

of getting rid of non-traded shares compared to highly liquid shares, which can be sold in the market (Officer, 

2007). While Officer (2007) only examines the difference between unlisted- and listed targets. This paper will 

examine when the unlisted target faces financial distress, as one would expect the debt- and equity market 

conditions would have an even higher effect when the target has an urgent need for capital. This is a hypothesis 

there have not been examined in existing literature to the study’s best knowledge. This leads to the following 

hypothesis. 

H8: Distressed unlisted targets sell at a higher discount when the conditions on the debt- and equity markets 

makes alternative sources of liquidity more difficult and costly to obtain. 

The next hypothesis is covering the general market conditions, namely if economic or financial downturns have 

an impact on the targets premium (Carapeto et al., 2009). One can argue that accessibility of credit is limited in 

market crisis’s rather than in good times (Ang & Mauck, 2011). This means that a distressed targets bargain 

power is sufficient lowered and are therefore being acquired with a larger discount.  

H9: Distressed targets are acquired at a higher discount in distressed times. 

The last two hypotheses are considering acquirer characteristics, which can have an impact on their wealth 

transfer because these characteristics is expected to be deterministic of a successful turnaround. 

Integration of assets in the acquirer firm can be a costly and difficult process and the difficulty does not decline 

when looking on distressed assets (Bruton et al., 1994). Therefore, prior acquisition experience might give the 
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acquirer some skills to better integrate the targets assets (Fowler & Schmidt, 1989). This is why one would expect 

that the acquirer performance would be better when the acquirer is more experienced. The next hypothesis will 

be developed with inspiration from Bruton et al. (1994), which leads to the next hypothesis:  

H10: Distressed targets acquired by an experienced firm are associated with higher wealth transfer to the 

acquirer. 

When firms face distress, they need additional resources to make the turnaround successful. It could potentially 

be cash or borrowing capacity from the acquirer to meet its obligation to repay the debt. One would expect that 

larger firms have more slack resources to help the target firm (Bruton et al., 1994). This leads to the last 

hypothesis:  

H11: Distressed targets acquired by a relatively larger firm are associated with higher wealth transfer to the 

acquirer 
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4 Methodology 

This chapter will first explain how short-term performance of the acquirers is measured. Afterwards there will 

be a discussion about how long-term performance is measured. Next, different proxies of distress is described. 

Afterwards a section about control variables is carried out. At last, the methodological design for all hypotheses 

and the statistical tests used to test the hypotheses is described.  

4.1 Short-term performance 

The study will first discuss, which approach that are most suited for the investigation of the acquirer performance 

on the short-term.  

4.1.2 Choice of returns 

In this paper daily returns are used to estimate normal- and abnormal returns when examining the short-term 

performance of the acquirer. The daily returns are chosen because it is expected that there will be an effect in 

the days around the announcement of the acquisition. By using daily returns, it is possible to have a narrower 

event window. This decreases the likelihood that other events will influence the returns and create noise. Using 

a narrower event window will eliminate this bias and give a more powerful test (Holthausen & Leftwich, 1986). 

A weakness associated with the use of daily returns is that they depart more from their normality than monthly 

returns. The daily returns have a more fat-tailed distribution. This means that there tends to be more extreme 

observations when using daily data (Brown & Warner, 1980). To increase the robustness of the results monthly 

returns could have been applied as an alternative. Monthly returns smooth out the extreme observations why it 

gives more robust results. However, it would not be possible to capture the effect around the announcement 

date. The daily returns are therefore more favorable than monthly returns and will be chosen when examining 

the short-term effect of acquisitions of distressed targets.   

4.1.3 Event window 

To analyze the performance of the acquirer the event window needs to be defined. A common event window is 

[-1,1] around the announcement date. This window has also been used by Oh (2014) and Ang & Mauck (2011), 

who is examining distressed target acquisitions. This measure will also be used when studying the short-term 

performance of the acquirer. Other studies like Bradley et al. (1988) have used a longer event window because 

of uncertainty about the announcement dates. In this study there is announcement dates on all deals, and there 

have not been something indicating that these should not be reliable. Therefore, a shorter event window like Oh 

(2014) and Ang & Mauck (2011) have been chosen. 
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4.1.4 Models for measuring normal short-term performance 

In order to evaluate the gains, the acquirer is achieving on the short-term, an estimation of the return have to 

be made. There are two common approaches when estimating normal returns; statistical- and economic models. 

These two approaches will be examined in the following section.  

4.1.4.1 Statistical models for normal returns 

4.1.4.1.1 Constant mean return model 

The constant mean return model builds on the assumption that the mean return is constant over time for a given 

security. The return in given by the following formula (MacKinlay, 1997):  

                                      𝑅𝑖𝑡 = 𝜇𝑗 + 𝜖𝑖𝑡 

               𝐸(𝜖𝑖𝑡) = 0                                  𝑉𝑎𝑟(𝜖𝑗𝑡) = 𝜎𝜖𝑖𝑡
2  

Where 𝑅𝑖𝑡 is the return of security, i, in the period t. 𝜇𝑖  is the mean return of security, i, and 𝜖𝑖𝑡 is the error term. 

The weakness of the model is that it does not capture the variance of the abnormal returns. However, even 

though it is a relatively simple model and has some weaknesses Brown & Warner (1980) finds that it is often 

yielding similar results compared to models that are more sophisticated. These models will be described later in 

section 4.1.4.2.  

4.1.4.1.2 Market model 

The market model builds on the assumption that the return of a single security has a linear relationship with the 

market return. This model is one of the most common used in event studies. The normal return is given by: 

𝑅𝑖𝑡 = 𝛼𝑖 + 𝛽𝑖 ∗ 𝑅𝑚𝑡 + 𝜖𝑖𝑡 

𝐸(𝜖𝑖𝑡 = 0)                          𝑉𝑎𝑟(𝜖𝑖𝑡) = 𝜎𝜖𝑖
2  

Where 𝑅𝑖𝑡 and 𝑅𝑚𝑡 is the return in period t for security, i, and the market portfolio, respectively. 𝛼𝑖 , 𝛽𝑖𝑡  𝑎𝑛𝑑 𝜎𝜖𝑖
2  

is the parameters estimated by the market model where 𝜖𝑖𝑡 is the zero mean disturbance term (MacKinlay, 1997). 

The market model is potentially an improvement from the constant mean return model. The reason is that the 

variation of the returns that relates to the market movements are removed. This reduces the variance of the 

abnormal returns (MacKinlay, 1997).  
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4.1.4.2 Economic models  

Some of the most used economic models in event studies are the Capital Asset Pricing Model (CAPM) and 

Arbitrage Pricing Theory (APT). CAPM was earlier a common used model to estimate normal returns in event 

studies. However, after the APT started to gain ground the use of CAPM declined due to the relatively low costs 

of implementing APT. Even though the APT has more explanatory factors, they add relatively little explanatory 

power (MacKinlay, 1997). The CAPM introduces some potential biases. These biases originate from the 

restrictions that CAPM imposes on the market model. The validity of these restrictions is questionable. By 

introducing APT the biases of CAPM can be eliminated. The statistical models described above does also 

eliminate these biases. Because of that they tend to dominate event studies. The reason is that APT is 

complicated and less convenient to use compared to the market model (MacKinlay, 1997). 

4.1.5. Choice of model 

As seen in section 4.1.4 there is many approaches when it comes to estimating normal returns.  According to 

Brown & Warner (1980) it does not enhance robustness of the event study by applying more complicated models. 

Their results show that the market model seems to perform well, when simulating different event study 

methodologies. They also find that using more complicated economic models increase the risk of type one errors 

where the null hypothesis is rejected when it is true. In recent literature, that is considering mergers and 

acquisitions, the market model is a common way of estimating normal returns (Ang & Mauck, 2011; Kim, 2018). 

Due to the convenience and lack of advantages by using a more complicated model the market model will be 

used in this paper.  To estimate the normal return of acquirer, j, in period t the following model will be used: 

𝑅𝑗𝑡 = 𝛼𝑗 + 𝛽𝑗 ∗ 𝑅𝑚𝑡 + 𝜖𝑗𝑡 

The parameters of the model will be estimated with an Ordinary Least Square (OLS) regression and will be 

specified and discussed in the next section. When using the market model, a representative index of the market 

return is needed. A Commonly used measure is the S&P 500, CRSP value-weighted index and CRSP equally 

weighted index (MacKinlay, 1997). However, this paper is delimited to focus on the European market and using 

some of these indexes will not be a properly approximation of the market return. Brown & Warner (1980) finds 

that using a value-weighted index increases the risk of type one errors. This is why an equally weighted index is 

preferable in event studies. A suited index for the study is the STOXX ® Europe 600 equally weighted index. The 

index contains companies of different magnitudes and a broad range of different countries. Due to these reasons 

the index servers as a good proxy for the market return in Europe.  
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4.1.5.1 Estimation window of the market model 

When choosing an estimation window, to estimate normal returns, it is important that the event is not included 

in the window. If there is an overlap between the estimation- and event window the estimated normal returns 

will be biased of the event. Following Bradley et al. (1988) and Oh (2014) an estimation window, to estimate 

market model parameters, running from [-300,-60] trading days prior to the event will be applied. By excluding 

60 trading days prior to the announcement the event is with almost certainly not included. The estimation of the 

parameters to the market model will therefore not be biased. Furthermore, 240 trading days of daily returns will 

give a sufficient amount of data to estimate the parameters.  

4.1.6 Abnormal returns 

The estimates of the acquirers’ wealth gains are based on the prediction errors of the market model. The 

abnormal return is the difference between the actual return and the expected return predicted by the market 

model. It is a direct measure of the unexpected change in acquirers’ wealth associated with the event. The 

abnormal return for every day in the event windows is calculated as:   

𝐴𝑅𝑗𝑡 = 𝑅𝑗𝑡 − �̂�𝑗 − �̂�𝑗𝑡 ∗ 𝑅𝑚𝑡 

Where 

𝐴𝑅𝑗𝑡 is the abnormal return to acquirer j on day t. 

𝑅𝑗𝑡 is the actual return to acquirer j on day t. 

�̂�𝑗 is the intercept estimated using the market model. 

�̂�𝑗𝑡 is the systematic risk component estimated using the market model.  

𝑅𝑚𝑡 is the return to equally weighted STOXX® Europe 600 market portfolio in day t.  

Under the null hypothesis, which states that the abnormal returns equal zero, the abnormal returns will be jointly 

normally distributed with a conditional mean and a conditional variance (MacKinlay, 1997): 

𝐴𝑅𝑗𝑡~𝑁 (0, 𝜎2(𝐴𝑅𝑗𝑡)) 

Where the conditional variance is: 
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𝜎2(𝐴𝑅𝑗𝑡) = 𝜎𝜖𝑗
2 +

1

𝐿1
∗ [1 +

(𝑅𝑚𝑡 − �̂�𝑚)2 

�̂�𝑚
2 ] 

𝐿1 is the length of the estimation window and �̂�𝑚 and �̂�𝑚
2  is the market mean and variance from the sample. 

When 𝐿1 becomes large the second term of the variance approaches zero because the sampling error of the 

parameters disappear (MacKinlay, 1997). The estimation window used in this paper, as described in section 

4.1.5.1, is chosen by following the approach of previous literature in peer-reviewed journals. Because of that it 

is assumed that the estimation window is of an appropriate length, why the sampling error will disappear.   

4.1.6 Cumulative Abnormal returns 
In order to draw the overall inferences for the event the abnormal returns must be accumulated. The cumulative 

abnormal return for acquirer, j, is the sum of the abnormal return in the given event window, 𝜏. 𝐶𝐴𝑅(𝜏1, 𝜏2) is 

defined as the samples cumulative abnormal return (CAR) from period 𝜏1 to 𝜏2 (MacKinlay, 1997):  

𝐶𝐴𝑅𝑗(𝜏1, 𝜏2) = ∑ 𝐴𝑅𝑗𝜏

𝜏2

𝜏=𝜏1

 

Where the variance is given by: 

𝜎𝑗
2(𝜏1, 𝜏2) = (𝜏2 − 𝜏1 + 1) ∗ 𝜎𝜖𝑗

2  

The distribution of CAR under the null hypothesis is: 

𝐶𝐴𝑅𝑗(𝜏1, 𝜏2)~𝑁 (0, 𝜎𝑗
2(𝜏1, 𝜏2)) 

CAR will be measuring the performance of the acquirer on the short-term through this paper.  

4.2 Long-term performance 

While there is consensus among researchers about that CAR is the best measure for short-term performance, 

there is several approaches to measure long-term performance. The two most common measures are CAR and 

buy-and-hold abnormal returns (BHAR). While CAR in early finance studies was the preferred measure of long-

term performance there have later been raised some problems about using CAR. Barber & Lyon (1997) shows 

that CARs are biased predictors of BHARs. Furthermore, they document that in four percent of all sampling 

situations researchers would draw different conclusions depending on which of the measures there is used. 

Another problem with using CAR is that, even if the inference based on CAR is correct, the magnitude is still 

wrong and in most cases upward biased, which results in too high estimates. Due to the potential biases, the 



Page 52 of 129 
 

paper will therefore use BHAR as a measure of long-term performance. This performance measure is chosen 

because it reduces noise from potential overlapping events. Whether the BHAR method gives us the correct 

abnormal return is not critical. The focus in this paper is to examine the acquirers’ performance when buying 

distressed targets relatively to the acquisition of non-distressed targets. Furthermore, when taking the difference 

of the two returns, it will be corrected for estimation biases which both are in same direction (Ang & Mauck, 

2011). This is also a common measure in the literature when examining the long-term performance of 

acquisitions (e.g. Ang & Mauck, 2011; Oh, 2014).  The long-term returns will be estimated as follows: 

𝐵𝐻𝐴𝑅𝑗(𝑡,𝑇)
= ∏(1 + 𝑟𝑗𝑡

)

𝑇

𝑡=1

− ∏(1 + 𝑟𝑚𝑘𝑡𝑡
)

𝑇

𝑗=1

 

Where 𝑟𝑗𝑡
 is the return to acquirer, j, in month t and 𝑟𝑚𝑘𝑡𝑡

 is the market return in month t. T is defined as the 

holding period for acquirer, j. The intuition behind BHAR is that one will have to subtract the product of the 

expected return, in this case defined as the market return, from the product of the return of acquirer, j. It is 

different how researchers define the expected return. Some uses matching firms to eliminate new issues, 

rebalancing and skewness biases, which is associated with using a benchmark. However, this study focuses on 

all European countries, while the papers using matching firms only consider one market. Due to capacity 

constraints a benchmark is used as in both Ang & Mauck (2011) and Barber & Lyon (1997) to estimate the 

expected return. As a proxy for the market return STOXX ® Europe 600 equally weighted index will be used. This 

study is considering all European countries why the STOXX ® Europe 600 index serves as a good proxy because 

it covers different firm sizes and 17 countries in Europe.  

4.2.1 Long term event window 

The most literature there is examining the performance of mergers on long-term are using a two to five years 

event window (e.g Ang & Mauck, 2011; Loughran & Vijh, 1997; Oh, 2014). Even though an event window of that 

length would be optimal it is not possible due to data constraints. Some of the variables used to test the 

hypothesis consist of very few observations, which is immediate weakness. Because of that, the window in this 

study has to be shorter. Following Bradley et al’s. (1988) approach the event window for long-term performance 

will be four month post-acquisition. One could argue that four months is a too short time frame when 

investigating the acquirers’ ability to exploit synergies and to see the full effect of the acquisition. However, a 

shorter time frame is necessary in this study because it is not possible to collect data before 2008. 
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4.3 Measures of distress 

One of the key elements of this study is to distinguish between distressed and non-distressed firms. There is no 

direct way to measure distress. However, there are several proxies in the literature. In this section, some of the 

most common measures will be discussed. The proxies will be used later on in the analyses when the paper has 

to distinguish between distressed firms and non-distressed firms. This section will both continue measures of 

firm-level and industry-level distress.  

4.3.1 Firm-level distress 

There have been used several measures for financial distress in previous literature. This section describes some 

of the most common measures. There are two main categories of distress measures. One that solely considers 

balance sheet- and income statement numbers and one category with methods there estimates the likelihood 

of bankruptcy. First, the different measures within the category with solely accounting numbers is examined. 

One of the most common used measures is negative net income (e.g., Ang & Mauck, 2011; Bhaghat et al., 2005; 

John et al., 1992; Li, 2010). However, Oh (2014) argues that negative net income is a poor measure of distress 

due to cross-industry variation of net income levels. A large amount of high-tech companies has negative net 

income and this does not necessarily mean that the high-tech companies are distressed.  

Another measure used in the literature to measure distress is the spare debt capacity. A firm is considered 

distressed if the current ratio is below the industry median and the leverage ratio is above the industry median. 

If both these conditions are satisfied the firm has low spare debt capacity. This implies that it can be considered 

distressed (e.g., Oh, 2014; Pulvino, 1998). 

Furthermore, the interest coverage ratio can be used to measure firm-level distress. A target can be considered 

distressed if the firms interest coverage ratio is below the median interest coverage ratio in the industry (e.g., 

Almeida et al., 2011; Andrade & Kaplan, 1998; Asquith et al., 1994)  

Another approach to measure distress is through models that predicts the likelihood of a firm going bankrupt, 

which output can be used as a continuous measure of distress. One of the best known and commonly used 

models is the Z-score developed by Altman (1968). This model is developed to predict bankruptcy. Where a 

higher score gives a larger probability of bankruptcy and all else equal the firm is facing a higher degree of 

financial distress. The model is developed from some of the indirect costs of distress namely declining sales 
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growth and decline in sales. Altman’s (1968) Z-score is used as a proxy for firm-level distress in several studies 

investigating fire-sale effects (e.g., Ang & Mauck, 2011; Kim, 2018). 

Another model which estimate the likelihood of bankruptcy, Ohlson’s O-score, developed by Ohlson (1980). As 

in the case with Altman’s Z-score, the higher O-score the more likely the firm is to go bankrupt and must face a 

higher degree of financial distress. Ohlson’s (1980) is also used as a measure of distress in previous literature 

(e.g., Ang & Mauck, 2011; Griffin & Lemmon, 2002) 

At last the KMV-Merton model which estimate the distance to default is also a widely used measure for firm-

level distress in the literature. The model is based on Merton’s (1974) original bond pricing model. The model 

calculates the probability, that the value of the firm will be less than the face value of debt, in a given point in 

time. The distance to defaults output is how many standard deviations the firm is from defaulting. This is a widely 

used measure for distress in the literature (e.g., Chava & Purnanandam, 2010; Oh, 2014; Vassalou & Xing, 2004). 

The paper investigates both unlisted and listed targets. Because of that only the proxies for distress based on 

accounting numbers can be applied. The paper will use negative net income and the debt capacity as measures 

of distress. The reason for this is that there is limited data on the interest payments of the firms. 

4.3.2 Industry-level distress 

As described in section 2.5 financial distress is connected with many indirect costs. Many of these costs will result 

in declining sales. Also, one of the things Altman’s (1968) Z-score is based on is declining sales growth. Using 

declining sales as a proxy for industry-level distress is in general a measure there have gained attention in the 

literature. A widely used measure is, that an industry faces financial distress, when the median sales growth is 

negative (e.g. Acharya et al., 2007; Gopolan & Xie, 2011; Oh, 2014; Opler & Titman, 1994). Another measure used 

by Acharya et al. (2007) is that, when the average credit rating of the firms in the industry is below investment 

grade, then the industry is classified as distressed. Finally, some studies also classify an industry as distressed if 

the median stock return is below -30 percent (Acharya et al., 2007; Gopolan & Xie, 2011; Opler & Titman, 1994). 

The proxy for industry distress based on median negative sales growth will be used in this paper. The reason for 

this is that Copenhagen business school does not offer access to credit rating databases. Furthermore, the 

median stock return of -30 percent requires a lot of capacity and have not shown to give superior results in prior. 

Because of that median negative sales growth in the industry will be used as a proxy for industry distress as it is 

also the most common proxy in studies considering acquisition of distressed targets.  
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4.4 Control variables 

In order for the results to hold in a multivariate setting, there is included control variables. The idea behind these 

control variables is to control for effects, there is outside the scope of this paper, which could drive the results. 

The control variables can be divided into two groups. First, firm characteristics of both the target and acquirer. 

Second, characteristics of the deal. Besides these characteristics there is also controlled for fixed-effects.    

4.4.1 Firm characteristics  

The paper is only considering acquirers that are listed. This make it possible to find data on the most desirable 

control variables. However, the targets used in this paper are both unlisted and listed so control variables, which 

requires stock data, cannot be used. A way to overcome this is to first test if the control variables had an effect 

on the results of the listed targets. However, the sample of listed targets are very small. This makes the results 

hard to generalize to the unlisted. Because of that, these control variables are excluded on the targets. 

One firm characteristics there is highlighted in the literature as influencing the acquisition outcome, and 

therefore the abnormal return of the acquirers’, is the management quality.  Lang et al. (1989) uses Tobin’s Q as 

a proxy for management performance. They find that an acquirer with a high Q gains abnormal returns. A high 

Q means that the acquirer has a good management. This result is even more significant if a well-managed (high 

Q) acquirer buys a poorly managed (low Q) target. Therefore, the results must be controlled for Tobins Q 

otherwise significant results can be a result of management performance rather than the chosen proxy for the 

hypothesis. Tobin’s Q is calculated as market value of assets to book value of assets. Since, the calculations of 

Tobins Q require stock market data there is only controlled for acquirer Q.  

Another firm characteristic is market to book ratio. Market to book ratio is a measure of the future growth 

opportunities. High market to book ratio acquirers tends to acquirer low market to book ratio targets (Rhodes-

Kropf et al., 2004). Acquirers with high book to market value tends to be overvalued and tends to underperform 

firms with low book to market ratio in acquisitions (Rau & Vermaelen, 1998). Again, there is controlled for 

acquirer market to book ratio but not for the targets since it is not possible without market data. The market to 

book ratio is calculated as market value of equity to book value of equity.  

Furthermore, there is used a control variable to control for the tangibility of the firms assets. Tangible assets 

tend to be less redeployable. Less redeployable assets are sold at a discount this means it has a positive impact 

on performance of the acquirer (Kim, 2018). Even though one of the hypothesis in this paper is to test how asset 

specificity influence the price discount it still makes sense to include this variable. The main interest in that 
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hypothesis is to test the effect of asset specificity on acquirer returns rather than the effect from the size of the 

tangible assets. Tangibility is calculated as tangible assets to total assets (Kim, 2018). 

At last there is controlled for leverage. Leverage affects firms cost of capital. A higher cost of capital results in a 

lower gain on the acquisition than an identical firm with lower cost of capital. Because of that leverage is linked 

with negative performance of the acquisition (Rhodes-Kropf et al., 2004). There is used control variables for both 

the target and acquirer. The leverage ratio is calculated as total debt to book value of assets. This is also an effect 

there is widely controlled for in previous literature (Kim, 2018; Meier & Servaes, 2015; Oh, 2014). 

One control variable there is left out due to data limitations is for profitability. Orbis does have limited data on 

the decomposed income statement posts. Because of that, it has not been possible to construct a profitability 

measure. 

4.4.2 Deal characteristics 

It is also important to control for potential deal characteristics that could drive the results. One important note 

is that the deal database used in the paper has more limited data than the US databases. This is an immediate 

weakness of the paper since it is not possible to control for all known effects there has an impact on the results.  

Previous literature highlights that stock financed mergers are more likely to happen when the market in general 

are overvalued (Rhodes-Kropf & Viswanathan, 2004; Shleifer & Vishny, 2003). This might give incentives to 

finance a merger with overvalued stocks. This will have a negative effect on the performance (Ghosh, 2001). 

Thus, the results must be controlled for the method of payment. Otherwise significant results can be an outcome 

of method of finance rather than the chosen proxy for the hypothesis. Therefore, there is controlled for all stock 

payments and all cash payments as in prior literature there is concerning acquisition of distressed targets (Kim, 

2018; Meier & Servaes, 2015; Oh, 2014). 

 Another known effect is Toehold. If the acquirer owns an initial stake, a so-called toehold, it has the effect that 

it can limits the competition and therefore the target might be sold at a lower premium (Bulow et al., 1999). If 

the target is sold at a lower premium it has a positive influence on performance of the acquirer (Betton & Eckbo, 

2000; Choi, 1991). A control variable for this known effect will be implemented.  

There are several control variables were data was not available. Some of the control variables this study cannot 

manage to control for is Tender offers, competed deals, hostile takeovers and poison pills. These control variables 

have been used in previous similar studies (Ang & Mauck, 2011; Kim, 2018; Meier & Servaes, 2015; Oh, 2014). 
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These effects could have been desirable to remove and it is important to keep in mind, that these effects can 

potentially bias the results.  

4.4.1 Fixed-effects 

The analyses in this paper is based on panel data. When using panel data, it is important to adjust for aggregate 

trends, which are irrelevant for the causal relationship. These aggregate trends can influence the results. To 

remove these effects there is controlled for year fixed-effects. 

In the previous section there have been made control variables for firm characteristics there might influence the 

results. However, there might be some unobservable industry characteristics there is correlated with the 

acquirer return. In order to capture these hidden characteristics there will be controlled for both acquirer and 

target industry fixed-effects. A common way of defining the industry in the literature is by using the first 3-digit 

SIC code. This definition will also be applied in this paper.  

4.5 Methodology hypothesis 

4.5.1 Methodological design first hypothesis 

The purpose of the first test is to examine the effect of targets firm-level distress to acquirers’ return. The 

acquirers’ abnormal return is compared between deals where a distressed target or a non-distressed target is 

acquired. First, the short-term return, 𝐶𝐴𝑅𝑖𝑗𝑑𝑡, is estimated as described in section 4.1.6 and second, the long-

run return, 𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡, is estimated as described in section 4.2. 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

Where 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 are the firm-level distress measure of target i, and 𝑋𝑖𝑗𝑑 represents the control variables, as 

presented in section 4.4, for target i, acquirer j, and deal characteristics d. Furthermore, there is controlled for 

year fixed effect, 𝛼𝑡, and industry fixed effect, 𝛼𝑖.  

As described in section 4.3.1 two measures of distress will be applied in this study. 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑡 is the distress 

measure adapted from Pulvino (1998). It is a dummy variable, which take the value one if the current ratio is 

below the industry median and the leverage ratio is above the industry median. The second measure of distress, 

𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑡, is also a dummy variable, which takes the value one if the target has negative net income in the year 

prior to the acquisition. As described in section 2.5, financial distress is associated with liquidation costs. These 
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liquidation costs occur when the target suddenly has to liquidate its assets to repay the debt holders. Due to 

these liquidation costs a significant positive coefficient of 𝛽1 is expected.  

4.5.2 Methodological design second hypothesis 

The second hypothesis is testing the null hypothesis, which states that distressed targets are acquired with no 

discount when the industry is also distressed. One of the implications of Shleifer & Vishny (1992) is that their 

model predicts that in order for a fire-sale to occur both the industry and the firm is distressed. As mentioned in 

section 2.6 when a fire-sale occur the target is being sold below its fundamental value, and one would expect 

the acquirer to gain a significant CAR. The alternative hypothesis is therefore testing if the acquirer is gaining 

after acquirering a distressed target in a distressed industry. The hypothesis will be tested on a short, 𝐶𝐴𝑅𝑖𝑗𝑑𝑡 , 

and on a long run, 𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 and the methodology from Oh (2014) will be applied: 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽2 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽2 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 is a dummy variable measuring if the firm is distressed or not. If the firm is distressed the variable will 

take the value one. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡, is a dummy variable measuring if the whole industry is also under distress. This 

variable will take the value one if the industry is distressed. Whereas, if both happens to be distressed a fire-sale 

will occur, 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡, is the interaction term between firm- and industry-level distress and will take the value 

one if both the industry and the target is distressed. 𝑋𝑖𝑗𝑑 is representing the control variables for target i, acquirer 

j, and deal characteristics d. Furthermore, there is controlled for year fixed effect, 𝛼𝑡, and industry fixed effect, 

𝛼𝑖. 𝛽1 is the coefficient, which is determining the fire-sale discount why one would expect a positive coefficient. 

This means that the acquirer is expected to earn a higher abnormal return than in regular acquisitions.   

4.5.3 Methodological design third hypothesis 

So far, hypothesis one and two has examined what implications firm- and industry-level distress has on the fire-

sales discount of the targets. This hypothesis investigates how firm- and industry distress influence the identity 

of the acquirer. The null hypothesis is that firm- and industry-level distress has no significant impact on the 

acquirer identity. The alternative hypothesis states that the industry peers are financially constrained so the 

target are likely to be acquired by an industry outsider. This is also one of the implications of Shleifer & Vishny’s 

(1992) model described in section 2.6.2. To test the hypothesis the methodology from (Oh, 2014) is applied. Why 

a probit model is used to estimate the probability for a target is acquired of an industry outsider:  
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𝑃𝑟𝑜𝑏(𝑂𝑢𝑡𝑖𝑗𝑑𝑡) = 𝛽1 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽2 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

For an acquirer to be considered as an industry outsider they need to have a different 3-digit SIC code than the 

target. 𝑂𝑢𝑡𝑖𝑗𝑑𝑡 is a dummy variable there takes the value one if acquirer has another 3-digit SIC code than the 

target. Again, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 is the measure of firm-level distress and 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 is the industry-level distress. 𝑋𝑖𝑗𝑑 

represents the control variables, as presented in section 4.4, for target i, acquirer j, and deal characteristics d. 

Furthermore, there is controlled for year fixed effect, 𝛼𝑡, and industry fixed effect, 𝛼𝑖. The study expects the 

coefficient 𝛽1 to be significantly positive because the theory of Shleifer & Vishny (1992) suggests that firm- and 

industry-level distress have an impact on the acquirers identity.    

4.5.4 Methodological design fourth hypothesis 

After examining if firm- and industry-level distress has a significant impact on the acquirer identity it is relevant 

to test how the acquirer identity influence the acquirers’ abnormal return. The null hypothesis states that the 

acquirer identity has no significant impact on the price discount. However, as described in section 2.6 Shleifer & 

Vishny (1992) both the firm and the industry faces distress the target is not always sold to the highest value user. 

The alternative hypothesis is therefore that the fire-sales effect should be stronger if the targets are sold to 

acquirers outside the targets industry. The hypothesis will be tested on a short, 𝐶𝐴𝑅𝑖𝑗𝑑𝑡 , and on a long run, 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡. 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝑂𝑢𝑡𝑖𝑗𝑡 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡) + 𝛽2 ∗ 𝑂𝑢𝑡𝑖𝑗𝑡 + 𝛽3 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽4 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡

+  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝑂𝑢𝑡𝑖𝑗𝑡 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡) + 𝛽2 ∗ 𝑂𝑢𝑡𝑖𝑗𝑡 + 𝛽3 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽4 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡

+  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

The triple interaction element contains three dummy variables. 𝑂𝑢𝑡𝑖𝑗𝑡 takes the value one if acquirer j, has a 

different 3-digit SIC code than target i. 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 and 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 is dummy variables there takes the value 

one if the firm or industry is distressed, respectively. 𝑋𝑖𝑗𝑑 represents the control variables, as presented in section 

4.4, for target i, acquirer j, and deal characteristics d. Furthermore, there is controlled for year fixed effect, 𝛼𝑡, 

and industry fixed effect, 𝛼𝑖.  If the fire-sales discount is largely driven by the acquirer identity it is expected that 

𝛽1 is significantly positive. As this would imply that the fire-sale discount would be driven of fire-sales acquisitions 

with industry outsiders.   
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4.5.5 Methodological design fifth hypothesis 

The fifth hypothesis is testing the following null hypothesis, that implicit competition is not affecting the fire-sale 

discount. The alternative hypothesis is testing whether low implicit competition and fire-sale is contributing to 

that the acquirer is earning a positive CAR. The argument is that high implicit competition will result in lower 

abnormal returns for the acquirer because there will be more buyers with a higher fundamental valuation.  

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 ∗ 𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑖𝑡) + 𝛽2 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽3 ∗ 𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑖𝑡 + 𝛽4 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡

+ 𝛽5 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 ∗ 𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑖𝑡) + 𝛽2 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽3 ∗ 𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑖𝑡 + 𝛽4 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡

+ 𝛽5 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

The acquirers cumulative abnormal return will be tested on a short- and on a long run. 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 is measuring 

if the firm is distressed or not. If the firm is distressed the dummy variable will take the value one. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡, 

is measuring if the whole industry is also under distress. This dummy variable will take the value one if the 

industry is distressed. Whereas, if both happens to be distressed a fire-sale will occur, 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡, and will take 

the value one if both prior variables are taking the value one. 𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑖𝑡 is a continuous measure that are 

counting the volume of potential competitors. 𝑋𝑖𝑗𝑑is representing the control variables for target i, acquirer j, 

and deal characteristics d. Furthermore, there is controlled for year fixed effect, 𝛼𝑡, and industry fixed effect, 𝛼𝑖. 

𝛽1 is measuring the combined effect of 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡  and 𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑖𝑡 on the performance measure. It is 

expected that the coefficient on the interaction term 𝛽1 will be significant negative. The rationale behind this is 

that high competition will result in a lower gain for the acquirer because the gain will be competed away. If fire-

sale discount is largely driven by implicit competition the coefficients 𝛽2, 𝛽3 and 𝛽4 is expected to be insignificant. 

However, if the interaction term does not capture the full effect on acquirer returns 𝛽2, which is determining the 

fire-sale discount, is then expected to be positive. 𝛽3 is the coefficient of the competition measure and is 

supposed to be negative in order to support the alternative hypothesis. 𝛽4 is the coefficient that is measuring 

the effect of distress. 
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4.5.6 Methodological design sixth hypothesis 

The sixth null hypothesis is testing that asset specificity does not influence the price discount. One of the 

implications stated by both Williamson (1988) and Shleifer & Vishny (1992) is that asset redeployability 

theoretically should have an impact on the price the targets receive for their assets. The rationale is that if the 

assets are redeployable, then they will be sold closer to their fundamental value because they have alternative 

uses. Targets with less specific assets tends to have more alternative uses. This leads to the alternative hypothesis 

that asset specificity significant increases the acquirers’ abnormal returns. The hypothesis will be tested on a 

short, 𝐶𝐴𝑅𝑖𝑗𝑑𝑡 , and on a long run, 𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡. 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 ∗ 𝐴𝑠𝑠𝑒𝑡𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦𝑖𝑡) + 𝛽2 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽3 ∗ 𝐴𝑠𝑠𝑒𝑡𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦𝑖𝑡 + 𝛽4

∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽5 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 ∗ 𝐴𝑠𝑠𝑒𝑡𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦𝑖𝑡) + 𝛽2 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽3 ∗ 𝐴𝑠𝑠𝑒𝑡𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦𝑖𝑡 + 𝛽4

∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽5 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

Where 𝐴𝑠𝑠𝑒𝑡𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦𝑖𝑡  is a measure of target i’s asset specificity. Again, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 is the measure of firm-

level distress and 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 is the industry-level distress. The combined effect of the distress and industry is 

make up the 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 interaction term. These three measures make up the triple interaction element. 𝑋𝑖𝑗𝑑 

represents the control variables, as presented in section 4.4, for target i, acquirer j, and deal characteristics d. 

Furthermore, there is controlled for year fixed effect, 𝛼𝑡, and industry fixed effect, 𝛼𝑖. A significant positive sign 

on 𝛽1would indicate that asset specificity has an impact of the fire-sales discount of the target firms assets.  

4.5.7 Methodological design seventh hypothesis 

The seventh hypothesis is testing whether a distressed unlisted target is sold by a discount than a distressed 

listed target. The rationale is that the relative illiquidity on the private market is playing a role on determining 

the discount the acquirer is achieving. If such illiquidity premium exist the gain should be transferred to the 

acquirer. 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡) + 𝛽2 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡) + 𝛽2 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

The acquirers performance will be tested on a short- and on a long run. 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 is measuring if the firm is 

distressed or not. If the firm is distressed the dummy variable will take the value one. 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡  is also a dummy 
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variable, if the target is unlisted it will take the value one. 𝑋𝑖𝑗𝑑 is representing the control variables for target i, 

acquirer j, and deal characteristics d. Furthermore, there is controlled for year fixed effect, 𝛼𝑡, and industry fixed 

effect, 𝛼𝑖. 𝛽1 is the coefficient that is measuring the combined effect of both an unlisted and firm-level distress. 

𝛽2−3 is coefficients that are measuring the impact of a firm being 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑 and 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡. In order to verify the 

alternative hypothesis, the study expect the 𝛽1 coefficient to be significantly positive. 

4.5.8 Methodological design eighth hypothesis 

The eight hypothesis investigate if the difficulty and costs associated with alternative sources of funding have an 

impact on the price discount. The rationale is that poor debt- and equity market conditions weakens the bargain 

power of the target. This is expected to give a price discount of the target. This leads to the alternative hypothesis 

that poor debt- and equity market conditions significant increases the fire-sale discount. The hypothesis will be 

tested on a short, 𝐶𝐴𝑅𝑖𝑗𝑑𝑡 , and on a long run, 𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡: 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐼𝑃𝑂𝑣𝑜𝑙𝑡
) + 𝛽2 ∗ (𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑆𝑝𝑟𝑒𝑎𝑑𝑡) + 𝛽3

∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 + 𝛽4 ∗ 𝐼𝑃𝑂𝑣𝑜𝑙𝑡
+ 𝛽5 ∗ 𝑆𝑝𝑟𝑒𝑎𝑑𝑡 + 𝛽4 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐼𝑃𝑂𝑣𝑜𝑙𝑡
) + 𝛽2 ∗ (𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑆𝑝𝑟𝑒𝑎𝑑𝑡) + 𝛽3

∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 + 𝛽4 ∗ 𝐼𝑃𝑂𝑣𝑜𝑙𝑡
+ 𝛽5 ∗ 𝑆𝑝𝑟𝑒𝑎𝑑𝑡 + 𝛽4 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

The first triple interaction term measures if the equity market conditions have a larger effect on the acquisitions 

outcome on unlisted distressed targets versus listed distressed targets. The second triple interaction term 

measures the same just on the debt market conditions. 𝐼𝑃𝑂𝑣𝑜𝑙𝑡
 is a proxy for the equity market conditions and 

𝑆𝑝𝑟𝑒𝑎𝑑𝑡 is a proxy for the debt market conditions. The other measures are the same as in previous hypotheses.  

𝛽1and 𝛽2 is the coefficients of specific interest in this hypothesis. For the conditions to have an effect on the fire-

sales discounts the coefficients are expected to be significantly positive. If the fire-sale discount is largely driven 

by the debt- and equity market conditions, then the other coefficients are expected to be insignificant. If it is not 

the main driver they are all expected to be significant positive.  
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4.5.9 Methodological design ninth hypothesis 

The ninth null hypothesis is trying to verify that general distress on the market i.e. financial and economic crisis 

do not play a role in determining the discount when the target is distressed. The alternative hypothesis states 

the opposite that general distress does have an impact on the price discount. If the null hypothesis is rejected 

the acquirer should be able to earn a higher CAR. 

𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐶𝑟𝑖𝑠𝑖𝑠𝑡) + 𝛽2 ∗ 𝐶𝑟𝑖𝑠𝑖𝑠𝑡 +  𝛽3 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐶𝑟𝑖𝑠𝑖𝑠𝑡) + 𝛽2 ∗ 𝐶𝑟𝑖𝑠𝑖𝑠𝑡 +  𝛽3 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

The acquirers performance will be tested on a short- and on a long run. 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 is measuring if the firm is 

distressed or not. If the firm is distressed the dummy variable will take the value one. 𝐶𝑟𝑖𝑠𝑖𝑠𝑡 is also a dummy 

variable, if market is distressed it will take the value one. 𝑋𝑖𝑗𝑑  is representing the control variables for target i, 

acquirer j, and deal characteristics d. Furthermore, there is controlled for year fixed effect, 𝛼𝑡, and industry fixed 

effect, 𝛼𝑖. 𝛽1 is a coefficient that is measuring the combined effect of a crisis and firm-level distress. 𝛽2−3 is the 

coefficients that are measuring the impact of a firm, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡, and the market, 𝐶𝑟𝑖𝑠𝑖𝑠𝑡, being distressed. In 

order to verify the alternative hypothesis the study expect 𝛽1 to be significantly positive. 

4.5.10 Methodological design tenth hypothesis 

The tenth null hypothesis is trying to investigate if more experienced acquirers do not have obtain a higher wealth 

transfer. The alternative hypothesis states that there is a connection between experience and better 

performance. The rationale is that more experienced firms are more familiar with the processes and better in 

picking distressed firms that contribute to a higher wealth transferring than lesser experienced firms.   

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗  𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒𝑗𝑡) +  𝛽2 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝐸𝑥𝑝𝑒𝑟𝑒𝑛𝑐𝑒𝑗𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖

+ 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗  𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒𝑗𝑡) +  𝛽2 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝐸𝑥𝑝𝑒𝑟𝑒𝑛𝑐𝑒𝑗𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖

+ 𝜖𝑖𝑗𝑑𝑡 

The acquirers’ performance will be tested on a short- and on a long run. 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 is measuring if the firm is 

distressed or not. If the firm is distressed the dummy variable will take the value one. 𝑋𝑖𝑗𝑑  is representing the 

control variables for target i, acquirer j, and deal characteristics d. Furthermore, there is controlled for year fixed 

effect, 𝛼𝑡, and industry fixed effect, 𝛼𝑖. 𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒𝑗𝑡 is a continuous measure that are counting the number of 
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prior acquisitions. In order to verify the alternative hypothesis, the study expect that more experience will result 

in better performance on both a short- and long run. The study expects 𝛽1 to be significantly positive. If the 

coefficient is positive a significantly positive abnormal return will be associated with distress and the degree of 

merger experience. 𝛽2−3 is measuring the variables individually and their effect on the acquirers’ performance. 

4.5.11 Methodological design eleventh hypothesis 

The eleventh and last hypothesis is testing if size matters in determining the performance of the acquirer if the 

target is distressed. The rationale behind the hypothesis is that large firms can provide more financial aid than 

smaller firms.  

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑆𝑖𝑧𝑒𝑖𝑗𝑡) + 𝛽2 ∗ 𝑆𝑖𝑧𝑒𝑖𝑗𝑡 + 𝛽3 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑆𝑖𝑧𝑒𝑖𝑗𝑡) + 𝛽2 ∗ 𝑆𝑖𝑧𝑒𝑖𝑗𝑡 + 𝛽3 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

The acquirers’ performance will be tested on a short- and on a long run. 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡  is measuring if the firm is 

distressed or not. If the firm is distressed the dummy variable will take the value one. 𝑋𝑖𝑗𝑑 is representing the 

control variables for target i, acquirer j, and deal characteristics d. Furthermore, there is controlled for year fixed 

effect, 𝛼𝑡, and industry fixed effect, 𝛼𝑖. 𝑆𝑖𝑧𝑒𝑖𝑗𝑡  is a ratio and is measuring the relative size difference between 

the acquirer and the target. In order to verify the hypothesis, the study expect that a high ratio will result in 

larger CAR to the acquirer. 𝛽1 is measuring that property as a combined effect of the size ratio and a target being 

distressed. 𝛽2−3 is measuring their effects individually. 
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4.6 Statistical tests  

4.6.1 Multiple Regression 

To investigate the hypotheses, the study will use multiple regression using the ordinary least square method 

(OLS). This enables the study to test the relationship between a performance measure against multiple variables 

simultaneously. This test will try to find variability in different independent variables which can predict the 

performance of the acquirer. The dependent variable will be 𝐶𝐴𝑅 and 𝐵𝐻𝐴𝑅. The independent variables will be 

the ones that are being tested in the hypotheses and the control variables. The control variables will be thorough 

all the hypotheses. The multiple regression formula is expressed as (Newbold et alt., 2013:478):  

𝑌 = 𝛽0 + 𝛽1𝑥1𝑖 + 𝛽2𝑥2𝑖 + ⋯ + 𝛽𝐾𝑥𝐾𝑖 + 𝜀𝑖  

Where 𝛽 is the coefficients and 𝑥𝑖 is the different independent variables. 𝑌 is the performance measure. The 𝜀𝑖  

is an error term and have the purpose of being the deviation from the observed and measured 𝑌.  

The multiple regression is based on five assumptions (Newbold et alt., 2013:482).  

The first assumption is that all 𝑋𝑖  should be fixed numbers, or independent of the error term (Newbold et alt., 

2013:482). 

The second assumption is linearity. The assumption simply states that 𝑌 is a linear function of the 𝑥𝑖 variables 

(Newbold et alt., 2013:482). Linearity can be observed in a scatterplot by plotting the residuals. However, 

because of the fact that a dummy variable is only having to two possible outcomes it is per definition meeting 

the criteria of linearity.  

The third assumption is that all random residuals are normally distributed with a 𝜇 = 0 and a constant variance, 

𝜎2. The optimal choice would be carrying out a white test (White, 1980), which is testing for heteroscedasticity. 

Due to the matrix size of the sample it is not possible to exceed in STATA. Instead a Breusch-Pagan test will be 

made (Breusch & Pagan, 1979).   

To test if the error terms are normally distributed the test by Jarque-Bera will be carried out (Newbold et al, 

2013: 611-612). 

The fourth assumption is about correlation between the errors terms, which states that the error terms have to 

be independent (Newbold et alt., 2013:423). To test the assumption the study will use a test developed by Durbin 

& Watson (1950). This will test for autocorrelation between the residuals. 
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The fifth assumption is about multi collinearity. In order to satisfy this assumption there must be no correlation 

between the independent variables (Newbold et alt., 2013:482). This assumption can be tested with a Variance 

Inflation Factor (VIF) test.  

4.6.2 Probit Model 

To test the third hypothesis a probit model is needed. The probit model is a binary choice model which is used 

when the variable can only take two states as it is the case with the independent variable in the third hypothesis.  

The probit model is given by (Agresti, 2007:72): 

𝑌𝑖 = 𝛼 + 𝛽1𝑋1𝑖 + ⋯ + 𝛽𝑘𝑋𝑘𝑖 + 𝜖𝑖,     𝑖 = 1, … . , 𝑛. 

𝑌𝑖  is a binary variable which takes the value zero or one and 𝛼 is the intercept. 𝛽 is the regression coefficient. It 

is this coefficient there is of interest in a probit model because this tells us if 𝑋𝑖  can significantly help predicting 

the outcome of 𝑌𝑖. A positive 𝛽 indicates that an increase in the respectively variable shift weight from category 

zero to category one. Category zero is in this case an industry insider and category one is an industry outsider. 

This means that the probability of category zero decreases and category one increases when 𝛽 is positive and 

vice versa.  

The probit model is based there is four assumptions there have to be fulfilled. The first assumption is that there 

is no perfect multi collinearity. To test the first assumption the variance inflation factor (VIF) is examined. The 

second assumption is that the independent variable has to be binary. This assumption is fulfilled in this study 

due to the construction of the independent variable described in section 4.5.3. The third assumption is that the 

observations has to be independent. This can be tested using a Durbin & Watson (1950) test to examine the 

autocorrelation between the residuals. At last the probit model requires normally distributed error terms. This 

is tested by using a Jaque-Bera test of normal distribution.   
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5 Data 

The data section will contain how the data is gathered and how the variables are made. Furthermore, this section 

will also explain which choices there have been made and which limitations that have been through the data 

gathering process. Finally, a summary statistic will be conducted in order to see the nature of the data and 

identify potential outliers there might bias the results.   

5.1 Sample construction 

To carry out the tests of the hypotheses the study will collect all acquisitions from 01.01.2008 to 31.12.2017, 

which was the longest available period on Orbis. The paper was also considering Compustat, which had a longer 

horizon but with a significant lack of data within the European market. The projects data comes from four 

different sources:  

 Zephyr was used to gather all deal and IPO data.  

 Orbis was used to gather all accounting data.  

 All stock & index data was collected in DataStream. 

 Bloomberg was used to extract the bond spread. 

The figure below is illustrating the filtration process of deals: 

Figure 2 - Summary of the data selection process 

 

*Of one’s own make 

The first constraint was world regions on targets. All regions within Europe was selected. This constraint resulted 

in 696,360 deals. Next, the deal has to be completed-confirmed in the time period 01.01.2008 to 31.12.2017. 

This resulted in 295,255 deals. 
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The next constraint is that the acquirer has to be listed on a stock exchange, while the target can be either listed 

or unlisted. This resulted in a reduction to 29,753 deals. This enables the paper to evaluate the performance of 

the acquirer through its stock price. The target on the other hand do not have to be a listed company. The reason 

why the paper includes unlisted target is due to data constraint on the European market in the period. 

Furthermore, the deal type is specified to only take out acquisitions. This resulted in 16,822 deals. 

The next constraint is that the acquirer cannot have determining influence in the firm already. Therefore, they 

have to own less than 50 percent in advance. This means that the acquirer ahead from the deal is not controlling 

the firm. The rationale behind this, is that if the acquirer had the majority of the shares they would already have 

controlling influence. Hence, the synergies would already be incorporated in the share price. This is due to that 

the acquirer already run the firm as in best use for them.  

Another restriction is that they have to buy at least 50 percent of the firm. This makes them in a position where 

they gain controlling influence over the firm after the completion date. This gave the study 13,511 deals. 

Furthermore, the paper also eliminates all deals within the financial industry (SIC: 6000-6999) and utilities (SIC: 

4900-4999). This removes 1786 financials and 537 utility deals from the sample. The reason is that engagement 

from the government may affect the sectors. The reason why financial industries are being removed is because 

they are highly regulated and their assets are very liquid compared to other industries. Utilities is also being 

removed, because the government is having a major impact on the sector. 

The dataset thereafter contains a total of 11,188 deals. Afterwards the study take out the targets Bureau van 

Dijk ID numbers and pull out their financial data in Orbis. Afterwards, all deals with moderate data is eliminated. 

This gives the study a total population of 3368 deals, which the paper will examine further. 

Datastream is used to obtain return data both to estimate the CAR for the short-term performance and to 

estimate BHAR for long-term performance.  

It is important to emphasize that not all observations will be used in all hypotheses, it will depend on whether 

there is sufficient data on the independent variables to be included in the test for the respective hypothesis. 
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5.2 Data Collection hypotheses 

5.2.1 Data collection first hypothesis 

As mentioned in section 4.3.1 there are several measures used in previous literature as a proxy for distress. As 

mentioned earlier it is not possible to use distress measures that requires stock data of the target.  Therefore, 

the only choice of estimating distress is by choosing accounting based measures. The choice of proxy is primarily 

based on data constraints. A distress measure based on interest coverage ratio will reduce the sample size a lot 

and will result in only 435 observations. Because of that it will not be used as a proxy.  

This paper will use two proxies for distress. One of the key elements in this study is to classify firms as distressed. 

All the results will depend on how firms are being categorized as distressed or non-distressed. Therefore, it is 

reasonable to apply two proxies to give more robust results. 

 The first proxy for distress follows the approach of Pulvino (1998) and Oh (2014). The current ratio and the 

leverage ratio is collected. The variable 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 is then a dummy variable, which takes the value one if the 

current ratio is lower than the industry median and the leverage ratio is above the industry median. The industry 

is classified as all firms with the same 3-digit SIC-code.  The distribution of distressed targets versus non-

distressed targets acquired over time can be seen in the figure below: 

Figure 3 - Summary of distressed acquisitions 

 

*Of one’s own make 
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As the second proxy for distress, the paper uses one of the most common proxies for distress in the literature 

(e.g., Ang & Mauck, 2011; Bhaghat et al., 2005; John et al., 1992; Li, 2010). 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡  is also a dummy variable, 

which takes the value one if the target has negative net income in the year before the acquisition. Oh (2014) 

argues that the measure is a poor measure of distress due to an increasing number of high-tech firms, which 

operates with negative net income without necessarily being distressed. This might classify more firms as 

distressed, than in the real world. This may bias the acquirer performance and create noise in the abnormal 

returns. Because some firms are classified as distress when they should not.  However, due to data constraints it 

is the best second proxy for distress that it is possible to obtain on the European market. Also, one important 

notice is that the paper is based on two proxies for distress. The findings in the paper will not solely rely on one 

single measure of distress. The distribution of distressed versus non-distressed targets acquired over time when 

using the second distress measure can be seen in the figure below: 
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When comparing the two tables above one can see that there is coherence between how the two measures 

classify firms as distressed versus non-distressed. The distributions can be seen in the figures below: 

 

Figure 4 -Summary of distressed acquisitions 
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As seen in pie chart above the first distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑡 classifies 35 percent of the targets as distressed. 

This is a bit lower than the paper of Oh (2014), which use the same method of classifying firms as distressed and 

classifies 40.15 percent of the targets as distressed. However, his study is conducted on the US market why one 

would not expect an identical result. The deviation is not considered too far away from previous literature why 

it is considered as a valid result. 

The second measure of distress, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑡, classifies 34 percent of the firms as distressed. This percentage is 

quite close to the first measure of distress in this paper. Also, when looking into the literature which uses the 

same proxy to categorize firms as distress it is quite close to their results. Ang & Mauck (2011) classifies 37.17 

percent of the targets as distressed. Again, one would not expect an identical result as their study is conducted 

on the US market. Their percentage is close to the one in this paper, why there is nothing there indicates it should 

not be a good measure to use on the European market.   

5.2.2 Data collection second hypothesis 

The measures of distress used for this hypothesis are the same as described in section 5.2.1. To test this 

hypothesis a proxy for industry distress is needed. In the discussion about measures for industry distress in 

section 4.3.2 a proxy using sales growth in the industry is described. This will be the proxy applied in this paper. 

The sales growth in the year of acquisition is collected from all the industry peers. A firm is classified as an 

industry peer if it has the same 3-digit SIC-code. This proxy is widely used in the previous literature (e.g. Acharya 

et al., 2007; Gopolan & Xie, 2011; Oh, 2014; Opler & Titman, 1994). 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 is a dummy variable taking the 

value one if the industry if classified as distressed. An industry is classified as distressed if the median sales growth 

in the industry is negative in the year of acquisition. 

Figure 6 - Distribution of first distress measure Figure 5 - Distribution of second distress measure 
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As seen in the figures above when using the first distress measure 26 percent of the acquisitions are considered 

a fire-sales acquisition. A fire-sales acquisition is defined as an acquisition of a distressed target in a distressed 

industry. When using the second measure of distress, only 20 percent of the acquisitions are classified as fire-

sales acquisitions even though the percentage of firms classified as distress was only slightly below. The large 

difference in fire-sales acquisitions of 6 percentage points in the same sample, underlines the importance of 

more than one firm-level distress measure to ensure robustness of the results.  

5.2.3 Data collection third hypothesis  

To test the third hypothesis proxies for firm-level distress, industry-level distress and outsiders is required. The 

proxies for both measures of distress mentioned earlier in section 5.2.1 and 5.2.2 are also used in this hypothesis. 

Furthermore, acquires need to be classified as industry insiders or outsiders. An industry outsider is, as through 

the whole paper, classified as a firm with a different first 3-digit SIC-code. One could argue that a less restrictive 

classification also could be used as a proxy.  An example could be if only the first 2-digits of the SIC-code had to 

match. However, most studies within distressed target acquisition uses 3-digit SIC-code. Therefore, all SIC-codes 

Figure 7 - Distribution of fire-sales acquisitions with first 
distress measure 

Figure 8- Distribution of fire-sales acquisitions with 
second distress measure 
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of both targets and acquirers are collected so it is possible to make this classification. In the figure below 

acquisitions by industry insider’s contra industry outsiders is shown: 

 

 

*Of one’s own make 

As seen in the table above the acquirer comes from a different industry than the target in 70 percent of the 

cases.  Another important aspect of this hypothesis is also how many of the prior defined fire-sales acquisitions 

is acquired by outsiders as Shleifer & Vishny’s (1992) theory predicts. Therefore, acquisitions are split on both 

acquirer identity and if it is a fire-sales acquisition in the following table: 

Figure 10 - Summary of fire-sales acquisitions and 
acquirer identity 

 

* Of one’s own make 

As seen in the tables above industry outsiders conduct the largest number of fire-sale acquisitions. One should 

remember that industry outsiders also acquired more firms in total than industry insiders. The relative difference 

is approximately the same. At first sight, from the tables above, it does not seem that industry outsiders are 

Figure 9 - Summary of acquirer identity 

Figure 11 - Summary of fire-sales acquisitions and acquirer 
identity 
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more likely to conduct fire-sale acquisitions. However, this will be examined further in the analysis with statistical 

tests.  

5.2.4 Data collection fourth hypothesis  

To test the fourth hypothesis data regarding whether if the target is acquired from an industry insider or industry 

outsider is needed. Data and proxies for firm- and industry-level distress is also necessary. This data is already 

described and collected in section 5.2.1, 5.2.2 and 5.2.3.  

5.2.5 Data collection fifth hypothesis 

To test the fifth hypothesis a proxy for implicit competition is needed. Following Meier & Serveas (2015) the 

implicit competition is estimated by using the number of firms in the industry. The industry is classified as firms 

with the same 3-digit SIC-Code. Another way to test the impact of competition on the fire-sales discount Meier 

& Serveas (2015) also uses how many bids there have been on a particular target. This data is unfortunately not 

available in Europe. Hence, the proxy cannot be applied in the paper.   

5.2.6 Data collection sixth hypothesis 

In the sixth hypothesis only one proxy, besides the ones found in previous sections, is collected. As a proxy for 

asset specificity a widely used measure in the literature is R&D expenditures (e.g. Kim, 2018; Kim & Kung, 2016: 

Oh, 2014) and R&D expenditures plus advertising expenditures (Balakrishnan & Fox, 1993; Bradley et al., 1984; 

Titman & Wessels, 1988). However, all the studies are performed on the US market. Advertising expenditures 

cannot be obtained at all and there is only very limited data on R&D expenditures. It was only possible to obtain 

112 targets with reported R&D expenses. Using R&D expenses will not provide the paper with a sufficient amount 

of observations. Because of that, an alternative proxy, which have not been used before in previous literature, is 

necessary to test the impact of asset specificity on the fire-sales discount on the European market. 

Crépon et al. (1998) finds a significant relationship between research input (R&D expenditures) and innovation 

output. The innovation output is measured in number of patents. An earlier study by Pakes & Griliches (1981) 

has also shown a strong relationship between R&D expenditures and patent applications. These studies show, 

quite intuitive that patents are a product of R&D intensity. Patent application data is not available. However, 

number of patents is. Number of patents will be used as proxy for asset specificity as this is the best proxy 

available on the European market. Another argument for the use of patents as a proxy for asset specificity is that 

citations of patent from the acquirer plays a huge role in the synergy gains. One would expect that industry 

insiders have more overlap in patents with targets from the same industry. Hence, a firm with more patents 
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would have assets there is harder to utilize at its full potential for an industry outsider why an industry insider is 

supposed to have a higher valuation of the assets.  

Finally, the number of patents will be scaled with the book value of assets to adjust for size. By making this 

adjustment larger firms, which tends to have more patents, will not have a larger weight in the results.     

5.2.7 Data collection seventh hypothesis 

To test the seventh hypothesis, the study needs data whether the target is listed or unlisted.  

Figure 12 - Overview of public and private firms 

 

*Of one’s own make 

As seen in the figure above the distribution of listed and unlisted firms is highly uneven. One percent of the firms 

are listed, whereas the remaining firms are unlisted. This data constraint on listed targets are a major weakness 

for the test because such a tiny population of listed firms might not give a truthful picture of the reality. The 

reason is that all performance measures from the acquisition of listed targets will have a much higher weight 

than the acquisition of unlisted targets. 

5.2.8 Data collection eighth hypothesis 

 To test the eight hypothesis data regarding the equity- and debt market conditions has to be collected. Following 

Officer (2007) IPO volume is used as a proxy for the difficulties and costs associated with issuing equity.  The 

volume of all European IPOs, 𝐼𝑃𝑂𝑣𝑜𝑙𝑡
, is collected in each year in the delimited period.  

Officer (2007) and her refrains are using the spread of Corporate and Institutional bonds over the treasury rate 

as a proxy for how difficult and costly it is to obtain alternative funding in the debt market. At the European 

market it has not been possible to collect these spreads. Therefore, an alternative proxy is needed. Another 
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proxy could be to use credit migration data. The subscription on Wharton Research Databases does not include 

Capital IQ S&P Credit ratings for students. So, these data were neither possible to collect. The proxy used in this 

study is therefore a C&I spread using the spread between Bloombergs aggregate index of US Corporate bonds 

and the US treasury rate. It is not the optimal proxy since this study aims to investigate the conditions on the 

European market. However, one could argue that the US bond market is the largest in the world and would be 

an indicator for how the conditions are on the other bond markets.  

The graph shows the spread and the IPO volume in the same diagram. The rationale behind the combined graph 

is to show how the two proxies relates to each other. These trends on the debt market and the IPO volume is 

creating the foundation for the conditions in the market. 

Figure 13 - Market conditions 

 

*Of one’s own make 

The left hand-side of the graph is representing the spread, whereas the right hand-side is the IPO-volume. The x-

axis is timeline which is showing the development from the period 2008-2017. 

5.2.9 Data collection ninth hypothesis 

To test the ninth hypothesis, a measure for crisis period is needed. Prior literature has used National Bureau of 

Economic Research (NBER) month classified as recession’s month (e.g. Ang & Mauck, 2011).  It has not been 

possible to find similar data in EU. The NBER months there is classified as recession months is from December 

2007 – June 2009. Even though NBER has classified the month based on the US. Europe have had negative GDP 

growth in all of the month. Europe has in July 2009 positive GDP growth. One important note is that NBER does 
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not only classify periods of crisis solely on GDP growth1. So, one could argue that it would be a fair assumption 

to use the recession months because seems like the European economy has at least some correlation with the 

US economy. The variable to this measure is named 𝐶𝑟𝑖𝑠𝑖𝑠𝑡 and is a dummy variable which take the value one if 

the deal is announced in a crisis month.  

5.2.10 Data collection tenth hypothesis 

Following Fowler & Schmidt (1989) acquirer experience is measured by the number of previous acquisitions 

conducted by the acquirer. The deal database used in this paper contains data from 01.01.1997. This date is 

chosen as a starting point to measure prior experience. These previous deals are accumulated up to the day 

before the announcement of acquisition and serves as a proxy for acquirer experience.  

5.2.11 Data collection eleventh hypothesis 

To test the eleventh hypothesis a proxy for relative size is needed. There are several good proxies. A proxy which 

could have been a good indicator could be the ratio between the market value of equity between the acquirer 

and the target. However, as seen in figure 12 all targets are not listed so this is not a possibility. Following Bruton 

et al. (1994) the relative size between acquirers and targets revenue is used. It is also a proxy where there is a 

lot of data available. This proxy will be used in this study. 

5.3 Summary statistics 

This section serves two purposes. First, the gathered data will be examined for outliers there potentially can 

bias the results. Second, an overview of the data gathered through this chapter will be presented.  

As seen in appendix 1 a Box-and-Whiskers plots on all the data for the independent variables has been 

conducted. The independent variables there is dummy variables have not been examined.  This section will 

discuss if these influential data should be removed. The line below and above first quartile and third quartile is 

called whiskers (Newbold et al., 2013:69). If the data are outside these whiskers it is considered as an outlier. 

These potential outliers have been examined. All outliers besides some on size have been found to be 

consistent with the reality. When considering size, there is seven outliers above the third quartile there have 

been found not to be consistent with the reality by a manual check. Furthermore, there is two size 

                                                           
1 NBER does define a crisis period as a significant decline in economic activity all over the economy. It takes GDP growth, 

real income, industrial production, unemployment and retail sales into account. 
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observations there is beneath the first quartile. These two relative size measures are negative. It is not a reason 

to exclude them just because of the sign since it is possible with negative revenue if a sale is returned in 

another year of assessment. However, these negative signs have not been in line with the reality. An outlier is 

referred to as a mistake done by the researcher (Newbold et al., 2013:461). It is only acceptable to remove 

outliers in special cases or when there is a definite mistake (Newbold et al., 2013:464). Since these are mistakes 

these observations have been removed and are not considered in the eleventh hypothesis where size is used.  

After the outlier have been removed a summary statistic can be seen in the table underneath:  

Table 2 - Summary statistics 

 

*Of one’s own make  
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The figure above is presenting the key variables used to answer the hypotheses. All accounting data is listed in 

thousands US dollars. The independent variable characteristics are all used in different settings to investigate 

the hypotheses. The acquirer characteristics are all variables related to the acquirer. Some of them are used as 

control variables throughout the analysis others are stated to describe the nature of the acquirers in the data 

set. The target characteristics are variables related to the target. The variables used to control for target 

characteristics are also presented in the table above. The deal characteristics are also lined up, these 

characteristics are all control variables. The table above serve the purpose of explaining how the different 

variables look like. The mean and median values are shown for all variables. This contributes with a brief 

overview of how the average deal in the data looks like. The standard deviation is shows how much these deals 

deviates from each other. The minimum and maximum observations are also listed to show which span the 

study is performed within. Another interesting deal characteristics there could have been relevant to include 

would have been deal value. However, these are only disclosed at a low number of deals why this would not 

give a better overview of the data.  The full dataset can be seen in appendix 2. 
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6 Analysis 

In this section will all the developed hypothesis in chapter three be tested. A complete overview of the 

regressions with all control variables, besides the fixed-effects, can be seen in appendix 3 to 13. At last some 

alternative tests of the long-term performance will be conducted. In-depth discussions of the results will be 

examined in the next chapter.   

6.1 Analysis of hypothesis one 

This section considers the first hypothesis, which states that distressed targets are acquired with a higher 

discount than regular targets. The hypothesis is as follows: 

H1: Distressed targets are acquired at a higher discount. 

To test the hypothesis two regressions are set up to find a relationship between distress and acquirer 

performance on short- and long-term. The two tests are formulated in the following way: 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

Prior to the analysis it is a necessity to investigate the variables, and if they fulfill the assumptions for a multiple 

regression as mentioned in section 4.6.1. These assumptions are carried out on both short- and long-term 

performance with respect to the two different measures of distress.  

In the first column (1) the results obtained when using the first distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡, will be shown. 

Column (2) will represent the results of the second distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡, on short-term.  

Afterwards the long-term performance will be examined. In column (3) test statistics of BHAR with 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 

measure will be shown. Finally, column (4) will contain the results of the long-term performance when using the 

second distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡. 

Table 3 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 15.  
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Table 3 - Assumptions of the first hypothesis 

 
*Of one’s own make 

As seen in the table above, assumption three to five is not fulfilled on both short- and long-term. This is an 

immediate weakness for the test. This means that the results should be interpreted carefully.  

After testing the assumptions, the regressions are made. The results are listed in the table below.  

Table 4 - Results of the first hypothesis 

 

*Of one’s own make 

As seen in the table above the tests in column (1) and (2) show a positive relationship between acquirer 

performance and distress on both measures on short-term. This means that the null hypothesis is rejected on a 

95 percent confidence level for the both measures of distress after controlling for known effects. The alternative 

hypothesis is accepted, which means that distressed targets are acquired at a higher discount since the acquirer 

experience an abnormal short-term return. This would not be the case if the target was acquired for a fair market 

value. The results reveal that an acquisition of a distressed target is predicted to yield a higher abnormal return 

of 0.058 percent and 0.062 percent compared to acquire a non-distressed target. The coefficient of 
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determination is quite similar to earlier studies and the model with the first measure of distress explains 9.68 

percent of the returns while the second model can have a bit higher explanatory power with 14.11 percent.  

In the long-term only the second distress measures in column (4) are significant on a 90 percent confidence level 

after controlling for known effects. This means that the null hypothesis cannot be rejected. The coefficient is also 

indicating that the acquirer is experiencing a gain four month after the acquisition on average. The first distress 

measure is insignificant, this further confirms that the null hypothesis cannot be rejected. As mentioned before 

this give rise to uncertainty because the model becomes less robust. An important notice is to emphasize that 

the coefficient of determination is negative on the long term. An explanation for this can be the use of many 

independent variables there does not help explain the returns. Because the fixed-effects are made with dummy 

variables. 

To sum up the results indicate a short-term gain for the acquirer if the target is distressed. These results are also 

in line with what was expected. Thus, the results are indicating an expected outcome the robustness of the 

results should be taking into consideration because the violation of the assumptions.  

6.2 Analysis of hypothesis two 

In extension with the prior analysis, the second hypothesis is stating that if the industry is also distressed the 

discount is even higher: 

H2: Distressed targets are acquired at a higher discount when their industry is distressed. 

To test the hypothesis a regression will be made to test the relationship on a short- and long-term. The two 

regressions are stated below: 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽2 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽2 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

As performed in the prior analysis the assumptions of the independent variables will be investigated.  

In the first column (1) the results obtained when using the first distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡, will be shown. 

Column (2) will represent the results of the second distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡, on short-term.  

Afterwards the long-term performance will be examined. In column (3) test statistics of BHAR with 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 

measure will be shown. Finally, column (4) will contain the results of the long-term performance when using the 

second distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡. 
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Table 5 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 16.  

Table 5 - Assumptions of the second hypothesis 

 

*Of one’s own make 

As seen in the table above, assumption three to five is not fulfilled on both short- and long-term. This is an 

immediate weakness for the test. This means that the results should be interpreted with care.  

The variables are specified in section 5.2.2. As before two distress measures are used to ensure robustness in 

the tests. The results of the test can be seen in the table below. 

Table 6 - Results of the second hypothesis 

 

*Of one’s own make 
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As seen above in column (1) the 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒1𝑖𝑡 interaction term shows significance on a 99 percent confidence 

level controlled for known effects. 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒2𝑖𝑡 in column (2) has a significant positive coefficient on a 95 percent 

confidence level. The theory suggests that if the target and industry is distressed fire-sales will occur. This is in 

line with the findings. The alternative hypothesis is confirmed and distressed targets in a distressed industry is 

sold at a discount. These results show that if a firm is distressed and its industry is distressed acquirers can earn 

an even larger return compared to just buying a distressed firm in a non-distressed industry. An important note 

is that in both column (1) and (2) the coefficient of industry distress is significantly negative on a 99 percent and 

95 percent confidence level, respectively. This suggest that if an acquirer buys a non-distressed target in a 

distressed industry the abnormal return will be negative.  

The distress measure (1) is omitted because of multi collinearity, which was a concern due to the high VIF value 

see appendix 2 sheet 2. An interesting finding is that both distress measures becomes insignificant. This suggests 

that the findings in the first hypothesis is primarily driven by industry distress rather than solely firm-level 

distress. 

On the long-term the test is accepting the null hypothesis on both measures. This means that no effect can be 

found to support the theory in favor of the alternative hypothesis. The results are surprising in the sense that 

the short-term was highly affected by fire-sales discount, whereas the effect is vanished on the long-term. There 

can be several reasons for the results and will be discussed further in the discussion. 

It is relevant to mention that the coefficient of determination is positive on short-term and negative on long-

term. This is due to the number of independent variables included in the test. 

6.3 Analysis of hypothesis three 

One of the implications of Shleifer & Vishny’s (1992) theory is that when a firm faces distress the industry peers 

are more likely to face distress themselves and do not have the opportunity to buy the distressed firm. Because 

of that one would expect that it is more likely for an acquirer outside the industry to buy the target instead of 

industry peers. This leads to the following hypothesis: 

H3: Distressed targets in distressed industries are more likely to be acquired by outsiders. 

To test this hypothesis a probit model is set up: 
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𝑃𝑟𝑜𝑏(𝑂𝑢𝑡𝑖𝑗𝑑𝑡) = 𝛽1 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽2 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

Table 5 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 17.  

Table 7 - Assumption of the third hypothesis 

  

*Of one’s own make 

As seen in the table above, assumption one, three and four fulfilled. This is an immediate weakness for the test. 

This means that the results should be interpreted with care.  

The results of this probit model is stated in the table below: 

Table 8 - Results of the third hypothesis 

 

*Of one’s own make 
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As seen in the table above all coefficients are insignificant. Therefore, it is not possible to predict the acquirer 

identity from firm- and industry-level distress. One would expect significant positive coefficient on either the 

fire-sale measures or industry distress measures. Since this would show that firm- and industry-level distress 

increases the probability for a firm to be acquired by an industry outsider. However, this is not the case. These 

results contradict Shleifer & Vishny’s (1992) theory. These findings will be discussed in a later section. 

6.4 Analysis of hypothesis four 

Thus far, the hypothesis has been building on the assumptions that firm- and industry-level distress drives the 

price discount. The fourth hypothesis is stating that an acquirers identity also has an effect on the price discount: 

H4: Distressed targets in distressed industries are acquired by a higher discount when it is bought of an industry 

insider compared to an industry outsider. 

Below two regressions are set up to test whether acquirer identity also have an impact on the price discount:  

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝑂𝑢𝑡𝑖𝑗𝑡 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡) + 𝛽2 ∗ 𝑂𝑢𝑡𝑖𝑗𝑡 + 𝛽3 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽4 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡

+  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝑂𝑢𝑡𝑖𝑗𝑡 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡) + 𝛽2 ∗ 𝑂𝑢𝑡𝑖𝑗𝑡 + 𝛽3 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽4 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡

+  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

As performed in the prior analysis the assumptions of the independent variables will be investigated. In the first 

column (1) the results obtained when using the first distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡, will be shown. Column (2) 

will represent the results of the second distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡, on short-term.  

Afterwards the long-term performance will be examined. In column (3) test statistics of BHAR with 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 

measure will be shown. Finally, column (4) will contain the results of the long-term performance when using the 

second distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡. 

Table 9 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 18.  
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Table 9 - Assumptions of the fourth hypothesis 

 

*Of one’s own make 

As seen in the table above assumption three to five is not fulfilled on both short- and long-term. This is an 

immediate weakness for the test. This means that the results shall be interpreted carefully. 

Below is a table of the results from the two regressions: 

Table 10 - Results of the fourth hypothesis 

 

*Of one’s own make 
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As seen in the table above, when examining the short-term performance, the triple interaction term is significant 

on a 95 percent confidence level independent of the distress measure. In the second model in column (2) the 

triple interaction term is even statistically significant on a 99 percent confidence level. The results show that the 

interaction effects of firm- and industry-level distress has a stronger impact on acquirer returns when the 

acquirer are from a different industry than the target. Another thing to note is that when including the triple 

interaction term, the two measures of fire-sales becomes insignificant. The two distress measures are also 

insignificant. These results suggest that the previous results in hypothesis one and two is highly driven by 

acquisitions by industry outsiders. These results are consistent with Shleifer & Vishny’s (1992) theory of when a 

fire-sale occurs. An important notice is that the coefficient for industry-level distress is significantly negative in 

both column (1) and (2). This means that the triple interaction term nor the interaction terms of fire-sale captures 

the whole effect of industry distress on short-term performance of the acquirer. The coefficient on industry 

distress would have been insignificant if the effect was captured by the interaction terms mentioned before. 

Furthermore, the coefficient is, quite surprisingly, significant negative. This suggest that it is not enough for the 

industry itself to be distressed for a fire-sale to occur. It is actually associated with negative abnormal returns to 

acquire a non-distressed target in a distressed industry. To gain a significant abnormal return the target has to 

be distressed.  

When looking on the long-term performance one can see that, the triple interaction term is insignificant in both 

column (3) and (4). This is not consistent with Shleifer & Vishny’s (1992) theory where one would expect 

significantly positive coefficients on long-term. 

6.5 Analysis of hypothesis five 

The fifth hypothesis investigates the impact of implicit competition within the industry on the price discount: 

H5: Distressed targets in a distressed industry with low implicit competition are acquired by a higher discount. 

To test the hypothesis above the following regressions are made. The purpose is to investigate the impact of 

implicit competition on the price discount both on short- and long-term.  

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 ∗ 𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑖𝑡) + 𝛽2 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽3 ∗ 𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑖𝑡 + 𝛽4 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡

+ 𝛽5 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 ∗ 𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑖𝑡) + 𝛽2 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽3 ∗ 𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑖𝑡 + 𝛽4 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡

+ 𝛽5 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 
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As performed in the prior analysis the assumptions of the independent variables will be investigated. In the first 

column (1) the results obtained when using the first distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡, will be shown. Column (2) 

will represent the results of the second distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡, on short-term.  

Afterwards the long-term performance will be examined. In column (3) test statistics of BHAR with 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 

measure will be shown. Finally, column (4) will contain the results of the long-term performance when using the 

second distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡. 

Table 11 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 19.  

Table 11 - Assumptions of the fifth hypothesis 

 

*Of one’s own make 

As seen in the table above assumption three to five is not fulfilled on both short- and long-term. This is an 

immediate weakness for the test. This means that the results shall be interpreted carefully. 

The results of the regressions can be seen in the table below: 
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Table 12 - Results of the fifth hypothesis 

 

*Of one’s own make 

 

When looking on the short-term performance, as described earlier in section 4.5.5, one would expect a negative 

sign on the coefficient of the triple interaction term. However, these are not significantly different from zero. It 

is still the interaction term between firm- and industry-level distress there has significant influence on the short-

term return of the acquirers. This means that competition is not able to capture competition as a channel of fire-

sale to the acquirer. 

When examining the long-term performance, the coefficients have still negative signs. The theory suggests that 

high implicit competition is associated with a lower discount. However, they are insignificant so competition 

cannot explain price discounts of the targets on long-term either.  
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6.6 Analysis of hypothesis six 

The sixth hypothesis is examining the effect of asset specificity on price discounts on distressed targets. 

Theoretically, firms with a high degree of asset specificity should be sold at a larger discount in an illiquid market. 

This is what the following hypothesis covers: 

H6: Distressed targets in a distressed industry with high asset specificity are acquired by a higher discount. 

To test the hypothesis above the following regressions are made: 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 ∗ 𝐴𝑠𝑠𝑒𝑡𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦𝑖𝑡) + 𝛽2 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽3 ∗ 𝐴𝑠𝑠𝑒𝑡𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦𝑖𝑡 + 𝛽4

∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽5 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 ∗ 𝐴𝑠𝑠𝑒𝑡𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦𝑖𝑡) + 𝛽2 ∗ 𝐹𝑖𝑟𝑒𝑠𝑎𝑙𝑒𝑖𝑡 + 𝛽3 ∗ 𝐴𝑠𝑠𝑒𝑡𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦𝑖𝑡 + 𝛽4

∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽5 ∗ 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦𝐷𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

As performed in the prior analysis the assumptions of the independent variables will be investigated. In the first 

column (1) the results obtained when using the first distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡, will be shown. Column (2) 

will represent the results of the second distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡, on short-term.  

Afterwards the long-term performance will be examined. In column (3) test statistics of BHAR with 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 

measure will be shown. Finally, column (4) will contain the results of the long-term performance when using the 

second distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡. 

Table 13 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 20.  

Table 13 - Assumptions of the sixth hypothesis 

 

*Of one’s own make 
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As seen in the table above assumption three to five is not fulfilled on both short- and long-term. This is a 

immediate weakness for the test. This means that the results shall be interpreted carefully. 

Table 14 - Results of the sixth hypothesis 

 

*Of one’s own make 

 

As seen in the table above when examining the short-term effect on the acquirers’ returns the triple interaction 

terms coefficients has a negative sign. This is the opposite of what was expected. However, they are statistically 

insignificant independent of the distress measure. The results show that the assets illiquidity is not a driver of 

the fire-sales discount. The fire-sales measures are still significant which suggests that it is the firm- and industry-

level distress there drives the fire-sales discount rather than the asset specificity.  

When examining the long-term performance of the acquirers return the triple interaction term is again 

insignificant. Furthermore, the sign of the coefficient is different from what was expected. For asset specificity 
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to be a channel of fire-sales the coefficients had to be significantly positive. Both results will be discussed in the 

discussion. 

To sum up neither on short- or long-term is there anything in the results there indicates that asset specificity is 

a channel of fire-sales. These results contradict the theory of Shleifer & Vishny (1992), which predicts that 

distressed targets in a distressed industry with high asset specificity is being sold with a larger discount in an 

illiquid market.  

6.7 Analysis of hypothesis seven 

The purpose of the seventh hypothesis is to examine the impact of an easier access to the equity market and 

what effect it has on the fire-sales discount. To investigate this the following hypothesis is made: 

H7: Distressed targets there is unlisted are acquired at a higher discount than distressed targets there are listed. 

This can be tested with the following hypothesis both on short- and long-term: 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡 ∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡) + 𝛽2 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡) + 𝛽2 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

As performed in the prior analysis the assumptions of the independent variables will be investigated. In the first 

column (1) the results obtained when using the first distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡, will be shown. Column (2) 

will represent the results of the second distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡, on short-term.  

Afterwards the long-term performance will be examined. In column (3) test statistics of BHAR with 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 

measure will be shown. Finally, column (4) will contain the results of the long-term performance when using the 

second distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡. 

Table 15 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 21.  



Page 94 of 129 
 

Table 15 - Assumptions of the seventh hypothesis 

 

*Of one’s own make 

As seen in the table above assumption three to five is not fulfilled on both short- and long-term. This is an 

immediate weakness for the test. This means that the results shall be interpreted carefully. 

The results of the regression are listed in the table below: 

Table 16 - Results of the seventh hypothesis 

 

*Of one’s own make 

As seen in the table above, when considering short-term performance, the coefficient on the interaction term in 

column (1) Is economically large and significant on a 99 percent confidence level. However, the conclusions 

depend on what distress measure there is used in the tests. Using the second distress measures yields a positive 
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coefficient but not significantly different from zero as seen in column (2). The alternative hypothesis is confirmed 

but this result is not robust because it depends on the measure of distress. Keep in mind the number of listed 

targets. As described in section 5.2.7 there is very few listed targets and even less distressed listed targets. This 

is weakness for the test and a reason why one should be careful to draw conclusions about how the access to 

equity markets affects the fire-sales discount based on these tests.  

When considering the long-term performance, the interaction term is insignificant. Especially in column 2 the 

coefficient is economically large but still insignificant. One would expect the signs of the coefficients to be 

positive. However, the sample is limited when considering distress listed targets. Therefore, one should be 

careful drawing conclusions based on these results. Such a small sample makes it difficult to draw general 

conclusions about the European M&A market. 

6.8 Analysis of hypothesis eight 

The purpose of the eight hypothesis test if equity- and debt market conditions is a channel of fire-sale. The 

hypothesis is formulated in the following way: 

H8: Distressed unlisted targets sell at a higher discount when the conditions on the debt- and equity markets 

makes alternative sources of liquidity more difficult and costly to obtain. 

To investigate the problem a regression will be made to see if there are any statistical relationship between the 

dependent and independent variables. An overview of the included variables can be seen in section 5.2.8. The 

regression is formulated on a short- and long-term below: 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐼𝑃𝑂𝑣𝑜𝑙𝑡
) + 𝛽2 ∗ (𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑆𝑝𝑟𝑒𝑎𝑑𝑡) + 𝛽3

∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 + 𝛽4 ∗ 𝐼𝑃𝑂𝑣𝑜𝑙𝑡
+ 𝛽5 ∗ 𝑆𝑝𝑟𝑒𝑎𝑑𝑡 + 𝛽4 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐼𝑃𝑂𝑣𝑜𝑙𝑡
) + 𝛽2 ∗ (𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑆𝑝𝑟𝑒𝑎𝑑𝑡) + 𝛽3

∗ 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡 + 𝛽4 ∗ 𝐼𝑃𝑂𝑣𝑜𝑙𝑡
+ 𝛽5 ∗ 𝑆𝑝𝑟𝑒𝑎𝑑𝑡 + 𝛽4 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

In the first column (1) the results obtained when using the first distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡, will be shown. 

Column (2) will represent the results of the second distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡, on short-term.  

Afterwards the long-term performance will be examined. In column (3) test statistics of BHAR with 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 

measure will be shown. Finally, column (4) will contain the results of the long-term performance when using the 

second distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡. 
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Table 17 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 22.  

Table 17 - Assumptions of the eighth hypothesis 

 

*Of one’s own make 

As seen in the table above, assumption three to five is not fulfilled on both short- and long-term. This is an 

immediate weakness for the test. This means that the results should be interpreted with care. 

Below is a table with the results of the regression: 

Table 18 - Results of the eighth hypothesis 

 

*Of one’s own make 
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Taking the results into consideration the null hypothesis is accepted on all four tests. All the test results are 

insignificant on all confidence levels. This means that the model cannot prove any relationship between the 

market condition and the fire-sales discount of distress targets on both short- and long-term. The results are 

surprising because the theory suggest that bad markets and a high credit spread should worsen the bargain 

power of the target. This should result in higher wealth transfer to the acquirer on both event windows. This will 

be discussed further in the discussion. 

The variable, 𝑈𝑛𝑙𝑖𝑠𝑡𝑒𝑑𝑖𝑡, is significant on a 99 confidence level on both measures on the short-term. This 

indicates that unlisted targets are positive associated with the performance of the acquirer. A reason for this 

result can be the illiquidity premium the acquirer is harvesting because of illiquid shares. 

6.9 Analysis of hypothesis nine 

The ninth analysis is considering if crisis is having an impact in determining the targets acquisition discount. The 

hypothesis is formulated in the following way: 

H9: Distressed targets are acquired at a higher discount in distressed times. 

To investigate if crisis is having an effect a multiple regression will be used to test the relationship. 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐶𝑟𝑖𝑠𝑖𝑠𝑡) + 𝛽2 ∗ 𝐶𝑟𝑖𝑠𝑖𝑠𝑡 +  𝛽3 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝐶𝑟𝑖𝑠𝑖𝑠𝑡) + 𝛽2 ∗ 𝐶𝑟𝑖𝑠𝑖𝑠𝑡 +  𝛽3 ∗   𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

The different parameters are mentioned and specified in section 5.2.9. Once again, the two distress measures 

are both tested to ensure a robustness in the findings. 

As performed in the prior analysis the assumptions of the independent variables will be investigated. In the first 

column (1) the results obtained when using the first distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡, will be shown. Column (2) 

will represent the results of the second distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡, on short-term.  

Afterwards the long-term performance will be examined. In column (3) test statistics of BHAR with 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 

measure will be shown. Finally column (4) will contain the results of the long-term performance when using the 

second distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡. 

Table 19 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 23.  
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Table 19 - Assumptions of the ninth hypothesis 

 

*Of one’s own make 

As seen in the table above, assumption three to five is not fulfilled on both short- and long-term. This is an 

immediate weakness for the test. This means that the results shall be interpreted carefully.  

The results of the test can be seen in the table below. 

Table 20 - Results of the ninth hypothesis 

 

*Of one’s own make 

 

When examining the short-term the first interaction term in column (1) is significant on a 99 percent confidence 

level. The interaction term in the second model as seen in column (2) is significant on a 95 percent confidence 
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level. This is aligned with the expectation of this study since it shows that when a distressed target is sold during 

a crisis it is sold at a further discount. The two measures of distress are insignificant. Remember the results in 

the first hypothesis where the coefficients on both distress measures was significant. Now they are insignificant, 

which implies that it is not distress itself there drives the discount but also the economic conditions of the 

surroundings as seen from the results in hypothesis two and this hypothesis.   

Taking the coefficient into consideration in column (1), one can see that a distress acquisition during a crisis 

contribute to an abnormal gain of 2.57 percent relatively to the other acquisitions in the sample. The coefficient 

in column (2) is economical smaller but still significantly positive. The average abnormal gain for an acquirer is in 

this model is 1.14 percent when a distressed firm is acquired during a crisis relatively to the other acquisitions in 

the sample.  

On the long-term the interaction terms are insignificant. Acquirering a distressed target during a crisis period is 

not associated with abnormal performance. However, the second distress measure is significant, as seen in 

column (4). Why one could gain abnormal returns by acquiring a distressed target. It is quite surprising since the 

distress measure have been insignificant on long-term in all the previous hypotheses. Why one should not put 

too much weight on this finding.  

The coefficient of determination is negative here in this case. The reason for this might be that there are too 

many independent variables with small explanatory power.  

6.10 Analysis of hypothesis ten  

The tenth hypothesis is aiming to find out if the degree of prior merger experience is a deterministic factor for 

wealth gain to the acquirer when acquiring a distressed target. 

H10: Distressed targets acquired by an experienced firm are associated with higher wealth gain for the acquirer. 

To find out if merger experience is having an effect a multiple regression will be performed. The test will be 

conducted on a short- and long-term. 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗  𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒𝑗𝑡) +  𝛽2 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝐸𝑥𝑝𝑒𝑟𝑒𝑛𝑐𝑒𝑗𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖

+ 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗  𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒𝑗𝑡) +  𝛽2 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 + 𝛽3 ∗ 𝐸𝑥𝑝𝑒𝑟𝑒𝑛𝑐𝑒𝑗𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖

+ 𝜖𝑖𝑗𝑑𝑡 
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As performed in the prior analysis the assumptions of the independent variables will be investigated. In the first 

column (1) the results obtained when using the first distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡, will be shown. Column (2) 

will represent the results of the second distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡, on short-term.  

Afterwards the long-term performance will be examined. In column (3) test statistics of BHAR with 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 

measure will be shown. Finally, column (4) will contain the results of the long-term performance when using the 

second distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡. 

Table 21 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 24.  

Table 21 - Assumptions of the tenth hypothesis 

 

*Of one’s own make 

As seen in the table above, assumption three to five is not fulfilled on both short- and long-term. This is an 

immediate weakness for the test. This means that the results shall be interpreted carefully.  
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The results of the tests are stated below in the table. 

Table 22 - Results of the tenth hypothesis 

 

*Of one’s own make 

On the short-term the null hypothesis is accepted. This means that merger experience does not have any 

significant effect on distressed acquisitions. Neither do stand-alone experience on the short-term performance. 

This is the opposite of what was expected. The theory was suggesting that the acquirer could use prior experience 

to excel in acquisition both with distressed and regular acquisitions.  

The two distress measures (1) and (2) is significant on respectively 90 and 95 percent confidence level on short-

term. This was also to be expected because of the prior results in the analysis. 

On the long run the null hypothesis is also accepted. By accepting the null hypothesis, there cannot be showed 

any effect on both the stand-alone experience and the interaction term between experience and firm-level 

distress. The second distress measure is significant on a 95 percent confidence level which, means that acquirers 

on average earns an abnormal return in the next four month by acquiring a distressed firm. However, it is only 

on the second distress measure why this result is not robust.  

The findings in this test was the opposite of what the study was expecting to document, this will be discussed 

further in the discussion. 



Page 102 of 129 
 

6.11 Analysis of hypothesis eleven 

The eleventh analysis is considering the last hypothesis. The hypothesis is trying to clarify if the relative size has 

an impact on the acquirers performance measure. The hypothesis is formulated in the following way: 

H11: Distressed targets acquired by a relatively larger firm are associated with higher wealth transfer to the 

acquirer 

To test this hypothesis a regression can be set up as below: 

𝐶𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑆𝑖𝑧𝑒𝑖𝑗𝑡) + 𝛽2 ∗ 𝑆𝑖𝑧𝑒𝑖𝑗𝑡 + 𝛽3 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

𝐵𝐻𝐴𝑅𝑖𝑗𝑑𝑡 = 𝛽1 ∗ (𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 ∗ 𝑆𝑖𝑧𝑒𝑖𝑗𝑡) + 𝛽2 ∗ 𝑆𝑖𝑧𝑒𝑖𝑗𝑡 + 𝛽3 ∗ 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠𝑖𝑡 +  𝛾 ∗ 𝑋𝑖𝑗𝑑 + 𝛼𝑡 + 𝛼𝑖 + 𝜖𝑖𝑗𝑑𝑡 

The different parameters are mentioned and specified in section 5.2.11. Once again, the two distress measures 

are both tested to ensure a robustness in the findings. 

As performed in the prior analysis the assumptions of the independent variables will be investigated. In the first 

column (1) the results obtained when using the first distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡, will be shown. Column (2) 

will represent the results of the second distress measure, 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡, on short-term.  

Afterwards the long-term performance will be examined. In column (3) test statistics of BHAR with 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠1𝑖𝑡 

measure will be shown. Finally, column (4) will contain the results of the long-term performance when using the 

second distress measure 𝐷𝑖𝑠𝑡𝑟𝑒𝑠𝑠2𝑖𝑡. 

Table 23 summarizes the test results of the assumptions as described in section 4.6.1. All the results can be found 

in appendix 14 and 25.  
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Table 23 - Assumptions of the eleventh hypothesis 

 

*Of one’s own make 

As seen in the table above, assumption three to five is not fulfilled on both short- and long-term. This is an 

immediate weakness for the test. This means that the results shall be interpreted carefully.  

The regression is carried out and the results of the tests can be seen below: 

Table 24 - Results of the eleventh hypothesis 

 

*Of one’s own make 

The above results are suggesting that the null hypothesis is accepted. All of the interaction terms between size 

and firm-level distress on short- and long-term are all insignificant on all confidence levels. This means that the 

study cannot draw a relationship between an acquirers’ performance and the relative size of the firms. This is a 
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bit surprising because the theory is suggesting that larger firm should be better suited to integrate smaller firms 

and being able to provide sufficient slack to get the firm back on track. The results will be further discussed in 

chapter 7. On short-term the first and second distress measure is significant on a 90 percent and 95 percent 

confidence level, respectively. This means that the acquirer captures a gain but the relative size of the firms is 

not able to explain it. 

6.12 Alternative tests 
In all the hypotheses, when considering long-term, the key independent variables have been insignificant. A 

major concern is that the four month event window used for long-term performance is too short. Integrate a 

firm is a long and demanding process. Why it could easily take more than four month for the acquirer to fully 

exploit the synergies. The rationale for choosing a smaller event window to measure long-term performance was 

because of data constraints on some of the hypothesis. It was especially on the hypothesis, which required to 

distinguish between listed and unlisted targets. 

To eliminate this major criticism a longer event window has been used to test the hypothesis on long-term. A 

two year window has been applied which is a common length used in event studies testing long-term 

performance (e.g. Ikenberry et al., 2002; Oh, 2014). 

As seen in appendix 26 applying a longer event window does not change any conclusions in this paper since all 

hypothesis is insignificant on a 95 percent confidence level. Because of that, the critique of the event window 

will not be examined further in this paper since it does not make a difference on the results.  
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6.13 Sub-conclusion 
The findings in the analysis is represented in the table below:  

Table 25 - Summary of findings 

 

The study could conclude that when acquiring a distressed target in Europe it was associated with an average 

abnormal gain of 0.058 percent and 0.062 percent depending on distress measure compared to acquiring a non-

distressed target. 

It was shown that industry distress resulted in a deeper discount when buying a distressed firm. This was one of 

the properties proposed by Shleifer & Vishny (1992). Furthermore, another implication of the model was that 
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acquirer identity was a fire-sales channel. The study was able to show that acquirer identity was deterministic 

for discounts of distressed targets, which resulted in a wealth transfer to the acquirer. However, the study was 

not able to show that firm- and industry-level distress increased the probability for a target to be acquired by an 

industry outsider.  

Another finding was that unlisted distressed targets were sold at a higher discount. This shows that the illiquidity 

of unlisted targets and a difficult access to the equity market was a property, which could help explain why 

distressed targets are sold at a discount that resulted in a wealth transfer to the acquirer. However, these results 

were not robust because the findings were only significant on one of the distress measures.  

At last, the study was able to find that general distress was a property, which influenced the discount of 

distressed targets and resulted in a wealth transfer to the acquirer. This was also an implication of Shleifer & 

Vishny’s (1992) model. The theory stated that the general market liquidity is a fire-sales channel.  

The study could conclude that these findings was only existing on short-term. It could not be shown that the 

above discounts of the target were present on long-term. Even though the market saw the acquisition of a 

distressed target as a positive signal compared to acquisitions of non-distressed targets. The acquirer could not 

gain any abnormal performance on long-term. 

Another implication of Shleifer & Vishny’s (1992) theory was that the number of potential buyers within the 

industry should have a significant influence on the discount of the target. This study could not show any evidence 

that supports this property as a fire-sales channel on both short- and long-term. 

The specificity of the assets was also examined as a potential property, which could help explain the discounts 

of distressed targets. The study could not find any evidence to support this theory stated by Williamson (1988) 

and Shleifer & Vishny (1992) on both short- and long-term.  

The study neither found evidence that supported equity- and debt market conditions as influential properties on 

the price discount on short- and long-term.  

Finally, acquirer characteristics, which could potentially give a larger wealth transfer to the acquirer, was 

examined. The study could not provide results there supported these hypotheses. 
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7 Discussion 

This section will contain the discussion of all the results found in chapter 6. The results will be discussed up 

against theories and related empirical studies. At last the discussion will come up with some practical implications 

in order to discuss how the findings affect the real world. 

7.1 Discussion of hypothesis one 
The first hypothesis was examining whether distressed firms were sold at a discount compared to non-distressed 

firms. As seen in table 4 the hypothesis was confirmed on short-term and rejected on long-term. The acquirers 

gained on average a significant larger abnormal return compared to acquirers of non-distressed firms. These 

findings show a wealth transfer from the target to the acquirer. However, this result can be driven by many other 

factors than just the fact that the firm itself is distressed, which will be discussed in a later section. There is no 

significant abnormal performance on long-term. When a company buys a distressed firm, the market will be 

skeptical because acquirering a distressed firm is a complex task. One could argue that a firm on the edge of 

bankruptcy is subject to poor management. Why a motive could be to gain corporate control and exploit 

managerial synergies by replacing existing managers. Efficiency gains through economics of scope can also be 

attractive to an acquirer regardless of how the target has been performing in the past. If engaging in a horizontal 

merger the motive for the acquisition can be to gain larger market shares and increase market power. On the 

other hand, it can also be a costly task to exploit the synergies and make a turnaround. The results could indicate 

that the market see the motive behind the acquisition as one of the value increasing theories, as described in 

section 2.1.1, since there is significant abnormal announcement returns. However, on the long-term there is no 

significant abnormal performance compared to acquisitions of non-distressed targets. These results suggest that 

acquirers are not able to earn an abnormal return when buying distressed firms. This could indicate that both 

the market and the management of the acquirer underestimates the costs associated with exploiting the 

synergies. Misjudgment about cost of exploiting synergies is common in normal acquisitions (Roll, 1986). When 

a target faces financial distress, it is definitely not always an easier task. Furthermore, when buying a distressed 

firm there is a possibility of acquiring a highly undervalued firm, but there is also a big risk of buying a pig in a 

poke. The element of asymmetric information between the acquirer and the target makes it difficult to see in 

advance whether the deal will be successful or not. This could also be an explanation for the lack of long-term 

abnormal gains. These results are consistent with Khatami et al. (2015) which also found abnormal gains to the 

acquirers when acquirering financial constrained targets.  
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7.2 Discussion of hypothesis two 

The second hypothesis was trying to find out whether an acquisition of a distressed target in a distress industry 

would result in assets being sold below their fundamental value. Hence, the acquirer will earn a positive 

abnormal return on short- and long-term. The study found that when the industry and target both are distressed 

the acquisition will on average have a positive influence on short-term wealth transfer to the acquirer. This is 

consistent with the predictions of Shleifer & Vishny (1992), which suggests that a fire-sale is costly and will be 

increased even further when the industry is also distressed. The reason is that when the industry is constrained 

the potential buyers cannot afford such an investment. This is also consistent with other empirical studies 

(Bruton et al., 1994; Meier & Servaes, 2015; Oh, 2014). The findings suggest that there is a fire-sale discount. 

Firm- and industry-level distress should not have a significant impact on acquirer returns, if they were bought at 

a fair market value. Bruton et al. (1994) have only focused on the loss suffered by the targets shareholders. The 

results in this paper, Meier & Servaes (2015) and Oh (2014) indicates a wealth transfer from the target to the 

acquirer when both the firm and industry faces distress. From a society perspective this shows that there is a 

lower welfare loss than expected, because the fire-sale was only examined from the targets point of view. These 

results show that some of the welfare loss is distributed to the acquirer. 

However, the study could not show a significant relationship between fire-sale discounts and acquirer long-term 

performance. This indicates that the wealth transfer is only on short-term, whereas the study could not show 

any difference in acquirer performance when engaging in fire-sale acquisition compared to non fire-sale 

acquisitions. These results contradict the findings of Oh (2014), because he finds a positive relationship between 

fire-sale acquisitions and long-term performance. An explanation could be that the model of estimating the 

returns are the same but the methodology to measure long-term performance are different. Oh (2014) are using 

matching firms to estimate BHAR, while this study is using an equally weighted European index. This could 

potentially bias the results because Oh’s approach might be more accurate because he finds an individual peer 

for each observation, while this study uses the same index as benchmark for all observations. An alternative 

explanation can be that fire-sale discount are not present on the European market on long-term while only a 

short-term gain can be achieved with certainty. 

It is important to emphasize that the industry coefficients are significant negative on short-term. This means that 

the industry is having a negative impact on acquirer performance without the presence of firm-level distress. 

When engaging in a distressed acquisition there are two driving forces. The first is that when a firm is buying into 

a distressed industry it will be met with high skepticism from the market. An explanation could be that they might 



Page 109 of 129 
 

find it hard to justify the rationale behind the investment in a poorly performing industry. On the other hand, 

there is a possibility of making a great deal, because the firm can acquirer the target with a huge discount. The 

results in this study implies that the first force is the most dominant, because the market on average reacts 

negatively on such announcements on the European market. This sets the scene for criticism of Shleifer & 

Vishny’s (1992) theory. They do not account for how the market perceive the acquisition. This could potentially 

be included in an extension of their theory.  

One interesting finding is that both distress measures becomes insignificant when introducing industry distress. 

A reason is that the fire-sale interaction term is capturing the full effect of why acquirers gain on fire-sale 

acquisitions. This means that the findings in the latter hypothesis is highly driven by acquisitions in distressed 

industries.  

7.3 Discussion of hypothesis three 

The third hypothesis was testing the probability of a distressed firm in a distressed industry being acquired by an 

industry outsider. The study was unable to show a significant relationship between the acquirer identity and the 

firm- and industry-level distress. The findings oppose the theory of Shleifer & Vishny (1992), which suggests that 

when firm- and industry-level distress is present the acquirer is more likely to be an outsider. This is one of the 

implications of the model that the study cannot confirm. The findings in this study contradicts with Oh (2014), 

which found a link between the acquirer identity and the industry-level distress. He neither found a link between 

acquirer identity and firm-level distress. To wrap it up this study was not able to show that when a firm is 

distressed the industry peers are not able to purchase the target themselves. 

7.4 Discussion of hypothesis four 

The fourth hypothesis was testing whether the price discount differs if an outsider is engaging in a fire-sale 

acquisition. As earlier defined, a fire-sale acquisition is when firm- and industry-level distress is present. The 

results show that when an outsider engages in a fire-sale acquisition the target will be acquired at a discount on 

the short-term. The reason why this is considered as a discount is that wealth transfer to the acquirer. If the 

target was bought at a fair market value both the acquirer identity and the firm- and industry-level distress should 

not have a significant impact on the acquirers return.  

In the latter hypothesis, the study could not find a significant larger probability of an outsider engaging in a fire-

sale acquisition. This means that when fire-sale occurs there is no statistical evidence of the assets being pushed 

to outsiders. This hypothesis can only show that when an outsider engages in a fire-sale acquisition there is a 
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discount because the assets are being allocated to a lower value user. When selling to a lower value user there 

is a welfare loss for the society, which is supporting Shleifer & Vishny’s (1992) theory. However, this welfare loss 

might not be as large as earlier expected, from studies only considering the fire-sales discount from a target point 

of view, because some of the welfare loss is transferred to the acquirer. These findings are consistent with Oh 

(2014), which finds that it is due to a weakened bargain power of the target that the industry outsiders gains an 

abnormal return.  

An important notice is that both fire-sale measures and the firm-level distress measures becomes insignificant 

when including the triple interaction term.  This suggests that the triple interaction term captures the effect from 

firm- and industry-level distress. This indicates that the results in the first and second hypothesis were largely 

driven by acquirer identity. This supports the acquirer identity as a fire-sales channel proposed by Shleifer & 

Vishny (1992).  

When looking on the long-term performance of the acquirers all independent variables are insignificant. This 

suggests that acquirers cannot obtain abnormal performance in the long-run by engaging in fire-sales 

acquisitions outside their own industry.   

7.5 Discussion of hypothesis five 

The fifth hypothesis is testing if implicit competition is having an impact on fire-sale discount. The test could not 

show any support for that on short-term. This means that fire-sale is not significantly affected by the degree of 

competition in the industry. Intuitively a higher competition will result in a potentially larger amount of high 

valuation buyers. A buyer inside the industry would have a higher fundamental valuation of the firms assets, 

which would result in a lower discount because they can utilize the assets closer to the value in best use. 

However, an implication of Shleifer & Vishny’s (1992) theory is that when the target and industry both are 

distressed, industry insider are not able to buy these assets. As seen in the latter hypothesis the fire-sale discount 

was driven by industry outsider engaging in fire-sale acquisitions. The results in this test supports the findings in 

the latter hypothesis even further because the amount of potential buyer inside the industry do not affect the 

price discount. It is important to emphasize that the fire-sale coefficient is still significant. This provides further 

evidence for that the fire-sales discount is primarily driven by industry outsiders as shown in section 6.4.  

The findings in this paper contradicts with Meier & Serveas (2015). They find that low implicit competition 

resulted in a higher discount when the target faced financial distress. However, they were not testing the impact 

of industry-level distress, which limits the numbers of buyers within the industry, there actually is able to buy 



Page 111 of 129 
 

the target. Intuitively, the number of industry peers should then have an even stronger effect on the fire-sales 

discount when the industry faces distress. The results in this paper could indicate that the industry insiders are 

simply not in a position to buy the targets because of troubles in the industry.  

7.6 Discussion of hypothesis six 

The purpose of the sixth hypothesis was to test if asset specificity was deterministic for fire-sale discount. The 

results show that on both short- and long-term there was no evidence for this. The findings contradict both 

Shleifer & Vishny’s (1992) and Williamson’s (1988) predictions that assets with a high degree of specificity should 

be sold at a higher discount. Assets with a high degree of specificity has low redeployability, which should 

theoretically give a higher fire-sale discount because they have fewer alternative uses. So far, the results have 

primarily been driven by fire-sales acquisitions from outsiders. Why it intuitively also would make sense that this 

study also found evidence for that asset specificity was a fire-sales channel. However, this is not the case. One 

possible explanation could be the proxy for asset specificity. This study has used patents, which is a product of 

R&D expenses. Even though earlier studies found significant relationship between R&D expenses and patents 

this does not seems to be the case on the European market. One could argue that the model set up in this study 

simply are not measuring the right thing. Number of patents can vary a lot across different industries and does 

not necessarily measure the costs associated with developing the patents. The software industry tends to have 

a high number of patents, whereas the pharmaceutical industry usually has a relatively lower number of patents. 

This could be misleading because the pharmaceutical industry also has high R&D expenses in general. In this case 

the number of patents do not serve as a good proxy for R&D. Another explanation could simply be that asset 

specificity is not a fire-sales channel on the European market. The insignificant findings are not only opposing 

the theory but also the evidence found by Kim (2018) and Oh (2014).   

7.7 Discussion of hypothesis seven 

The purpose of the seventh hypothesis was to test if the bargain power of unlisted targets is reduced because of 

their need for liquidity and severe availability to alternative sources of liquidity. The unlisted targets are 

compared to listed targets, which also have liquidity needs. This is expected to result in a fire-sale discount. When 

examining short-term, the first model shows a large and significant discount. This shows that the bargain power 

of the target is weakened if it is unlisted and financial constrained compared to listed target, which have easier 

access to alternative funding. This finding is consistent with Officer (2007), which also found a significant discount 

of unlisted distressed targets compared to listed distressed targets.  
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The findings is also consistent with Kim (2018) there finds that access to external financing resulted in a higher 

fire-sales discount. 

The study could not find any relationship between long-term performance and the easier access to alternative 

funding. However, the results are not robust at all since there is a very low amount of distressed listed targets. 

This is a major weakness of the study. Furthermore, the dummy variables for distress and unlisted is omitted due 

to high multi collinearity. The problem with multi collinearity arises because of the small sample size. There is 

not enough variation in the sample. Only one percent of the targets are listed as seen in figure 12 so the 

interaction term is measuring 99 percent of the same as the two dummy variables. Because of that, the significant 

coefficient can simply just be a result of pure distress as seen in the analysis in section 6.1.  The unlisted dummy 

has a significant coefficient in the analysis in section 6.8. This means it is hard to say if it is the interaction term 

that drives the fire-sales discount or one of the two stand-alone variables.  

7.8 Discussion of hypothesis eight 

The eight hypothesis is testing how the conditions on the debt- and equity market are affecting the fire-sale 

discount. One would expect that when it is difficult and costly to raise alternative sources of funding then the 

bargaining power of the target is decreasing. The results reveal that this is not the case. The coefficients on the 

triple interaction terms and the stand-alone measures for debt- and equity market conditions are insignificant. 

This means that the market conditions do not serve as a fire-sales channel. This hypothesis, have to the writers 

best knowledge never been tested before. However, Officer (2007) finds that the debt market conditions has an 

impact on the discount of unlisted targets. Intuitively, this need for liquidity is even stronger for distressed 

unlisted targets why one would have expected to find similar or even stronger evidence for this.  

The findings also contradict with Kim (2018), which finds that access to external financing is deterministic for the 

price discount of the target. The methodological approach to this hypothesis has a major weakness. The proxy 

used for debt market conditions are from a different market than the sample firms. This is of course an immediate 

bias since the European debt market is not perfectly correlated with the US debt market. However, it serves as 

a reasonable proxy since it is by far the largest in the world.  

7.9 Discussion of hypothesis ninth 

The ninth hypothesis is testing whether financial crisis is deepening fire-sale discounts. The rationale behind this 

hypothesis is that the market becomes illiquid during a crisis. Illiquidity is according to Shleifer & Vishny (1992) 

the major factor for a fire-sale to occur. They also predict that the discount is even larger in periods of general 
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distress. The findings of this study support the predictions of Shleifer & Vishny (1992) where both the short-term 

models have significant coefficients on the interaction term between firm-level distress and crisis periods. This 

means that targets are sold at a significant discount during periods of crisis. As seen in table 20 there is a wealth 

transfer to the acquirer. If the target were sold at its fair market value, firm-level distress and general distress 

should not have a significant impact on the acquirer return. Intuitively when a crisis strikes there is a higher 

possibility for that a higher value buyer is also financially constrained. The assets will then be allocated to a buyer 

with a lower fundamental value of the assets, which results in a deeper fire-sales discount. These findings are 

consistent with Ang & Mauck (2011), which also finds significant positive short-term performance of the 

acquirers’ when acquiring a distressed target during a crisis compared to other deals in crisis and non-crisis 

periods. Ang & Mauck’s (2011) findings on the US market and this study’s findings on the European market 

suggests that the market perceives the acquisitions of distressed targets in a crisis period as more favorable 

compared to in a non-crisis period and acquisitions of non-distressed targets.   

An important notice is that both the crisis- and distress variable are insignificant. This means that the interaction 

term captures the effects from the variables.     

When examining the long-term performance of the acquirers the study cannot find any significant abnormal 

performance on the European market. This suggests that acquirers cannot obtain abnormal performance in the 

long-term by engaging in acquisitions of distressed targets during a crisis. The findings of this study on the 

European market is consistent with the findings of Ang & Mauck (2011) on the US market. They could neither 

find empirical evidence for abnormal long-term performance.    

7.10 Discussion of hypothesis ten 

The purpose of this hypothesis was to test if acquirer experience had a significant impact on fire-sales discount. 

The study did not find any evidence that acquirers, with more acquisition experience, could gain an abnormal 

return by buying a distressed target on both short- and long-term. Previous studies, which have examined the 

impact of acquirer experience on merger outcome, found evidence that there is significant relationship between 

experience and acquisition success (Fowler & Schmidt, 1989; Paine & Power, 1984). However, these studies did 

examine mergers in general and did not account for firm-level distress. The results in this study contradicts the 

findings of Bruton et al. (1994) they found evidence for that engaging in distressed acquisitions resulted in 

significant abnormal performance when the acquirer had more experience.  
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The results in this study suggests that the management cannot use their skills obtained through prior experience, 

to make a turnaround of the distressed target, and gain abnormal performance compared to buying non-

distressed target.   

7.11 Discussion of hypothesis eleven 

The eleventh hypothesis was testing if the relative size between the acquirer and the target was affecting the 

acquirer performance on short- and long-term. The rationale behind the hypothesis is that engaging in a 

distressed acquisition is a complex task. It is a complex tax because the target needs sufficient slack resources as 

cash, borrowing capacity and attention from the management in order to make a successful turnaround. 

However, the study could not find any evidence to support this. The relative size did not have any significant 

effect on both the short- and long-term. This suggests that just because the acquirer can provide the necessary 

resources it do not mean that they have the abilities to make the turnaround and get an abnormal performance. 

These findings are consistent with Bruton et al. (1994), which also did not find at significant relationship between 

relative size and acquisition performance. 

7.12 Practical implications 

The discussion above also leads to some food for thought for both government and industry. The findings have 

practical implications for both policy makers, managers of firms and managers who are engaging in acquisitions. 

The discussion is aiming to provide some guidance for future decision making. 

7.12.1 Policy makers 

The results show that when a fire-sale is happening, and a firm is being sold to an outsider, there is a welfare loss 

for the society. This welfare loss can be hindered if there in the distressed industry is a healthy firm with capacity 

to purchase the troubled firm. If such a deal went through the welfare loss will be lesser than if an outsider was 

purchasing the firm. This is not always an option because the antitrust law, which purpose is to secure fair 

competitive environment, might prohibit such action. This means that the law opposes what potentially would 

be in the interest of the society. On the other hand, as described in section 2.2, if a firm is gaining too much 

market power in the industry, monopoly likely conditions will arise, which creates a welfare loss. Based on these 

thoughts it is important for the policy makers to remember that it is a trade-off between two types of welfare 

losses. They need to balance the welfare loss from fire-sale and monopoly for the good of the society.  

Another result found in the paper also address that there is a welfare loss for the society when distressed assets 

gets allocated to a buyer there has a lower fundamental value of the assets than in best use. This gives some 
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concerns for the policy makers because this can have implications on how they could shape the insolvency law 

in the future. This papers primarily focus is on the European market. Because of that, some practical implications 

for the European Union will be stated. A lot of the deals happens within the union or in countries which are 

closely working together with the union. This makes it relevant to give some recommendations for some 

extensions to the insolvency law in EU. The insolvency law has moved a lot in the recent years. Before May 2015, 

and the recast of the EU Insolvency Regulation 2015/848, there was roughly speaking 28 different insolvency 

laws in Europe. Many of the national laws offered few other alternatives than liquidation (Mangelli, 2016). The 

results found in this paper shows that liquidation is not always the optimal result, as it would result in assets 

being sold at a discount. This suggests that liquidation or selling assets as a part of a restructuring process is not 

the optimal solution. The new EU Insolvency regulation is now closer to the US chapter 11 bankruptcy code 

(Mangelli, 2016). The chapter 11 bankruptcy codes build on the understanding of that a preservation of a firms 

operations give a lower welfare loss than liquidation. It is a step in the right direction but EU still gives the 

members sovereignty to implement a certain degree of discretion in its implementation of national laws 

(Mangelli, 2016). A recommendation to EU would be to implement this regulation in all the membership nations 

without any exceptions for modification of the regulation. By making companies able to restructure earlier there 

is a higher possibility of recovery. It will reduce the potential welfare loss for the society by not allocating the 

assets away from their highest value user. 

The results also showed that the optimal solution to reduce the welfare loss for the society is by letting the 

original owner keep the assets. The optimal solution to do this is by making debt renegotiations easier. Many 

debt renegotiations often fail due to asymmetric information between creditors and debtors (Oh, 2014). An 

initiative from EU could be to try to reduce this asymmetric information so a larger amount of the debt 

renegotiations would succeed. EU has great success in sharing information about criminals across borders in 

their law enforcement agency, Europol. A similar system could be implemented, with easy access to insolvency 

information about the debtors in the membership countries. This would increase the transparency of debtors 

and hence increase the probability of success for a renegotiation of debt. This would potentially keep the assets 

in the hand of the highest value user. Hence, a lower welfare loss for the society.  

The results also show that crisis periods increase the fire-sales discount. This study is primarily considering real 

assets. In the past during a crisis, the government has bought some financial assets to reduce fire-sales. The 

difference between a government buying financial assets and real assets is that sometimes the government is 

the highest value user of financial assets. The government will rarely be the highest value user of real assets. 
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Furthermore, financial assets have greater implication for the whole economy. Buying financial assets would take 

off some of the risk from the banks’ balance sheets. Thus, this would enable the banks to continue to have a 

functioning lending activity.  

The government should be careful before buying real assets even though there is a fire-sale. This is because they 

are not the highest value user. However, some companies may be ‘too big to fail’ and the government could 

therefore have an interest in saving these firms. The reason is that it would have some more serious 

consequences for the society, than fire-sale if they went bankrupt. It is important that it is not becoming a habit 

for the government to bail out firms outside the financial sector. If this happens, some firms will start exploiting 

this opportunity by taking too much risk. In other words, problems with moral hazard will arise.  

7.12.2 Managers engaging in acquisitions 

An important implication of the findings in this study is that it is not possible to gain abnormal performance on 

long-term by acquiring distressed firms. This is also present when there is general distress or the industry is 

distressed. From a management point of view, this is important to have in mind before engaging in an acquisition 

of a distressed firm. It might look like an attractive deal on the surface. However, there might be some nasty 

surprises. There is a reason why these firms are heading towards bankruptcy. Even though the manager believes 

he have gained superior turnaround skills through experience the results show that experience is not significantly 

affecting the performance. Furthermore, even though the firm has the resources needed to make the turnaround 

the results shows that it is not sufficient to gain abnormal performance in the long run. Even corporate raiders, 

which make a living of acquiring firms and make turnarounds, prefer to buy healthy firms (Walsh & Kosnik, 1993). 

This signals that buying distressed firms is tough business. The manager should be really careful when engaging 

in such an acquisition because the corporate raiders are supposed to have superior skills in turnarounds of 

businesses. The findings could indicate that there are many exogenous factors that the manager cannot control, 

which drives the outcome. This study did not find anything there could justify why a manager is going into a deal 

of a distressed target. The recommendation is therefore that the manager should stay out of deals like this or at 

least consider them carefully before undertaking the investment.      

7.12.3 Management of firms 

When a firm is facing financial distress, and cannot honor its debt promises it can either be forced to sell off their 

assets to pay the interest, or hand over the assets to the debt holders if the loan is collateralized. The price they 

receive from their assets are highly depended on the liquidity condition on the market. This means that if the 
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market is highly liquid they can sell off their asset close to fundamental value. One of the reasons why firms end 

up with too much debt could be because of the leverage ratchet effect as described in section 2.4.2.3. Once debt 

is in place, the shareholders will not reduce the leverage regardless of how profitable it is for the firm. This 

behaviour from the shareholders will at one point in time result in debt overhang where the firm has no debt 

capacity left. This will ultimately force the firm to either liquidate its assets to repay debt or transfer the assets 

to the debt holders. 

Another reason could be that the management fails to choose an appropriate capital structure. They might base 

their decision on outdated theories, which fails to capture the big picture. Both Modigliani & Miller (1958) and 

Myers & Majluf (1984) is not realistic because their models do not account for collateralized lending, which plays 

a huge role in the reality. The trade-off theory is having a more up-to-date perspective because they include 

bankruptcy cost and taxes. However, this theory is a static model and is basing the optimal capital structure from 

a firms point of view. The findings in this study suggest that a firms management cannot base their decision on 

these models. An implication of this study’s findings is that managers should look across their industry before 

choosing the right capital structure for the firm. If the industry is highly levered the management will have to 

choose a lower debt level. Because when they face distress and they are forced to sell their assets, there will be 

lower number of potential buyers. On the other hand, if the industry leverage is low the manager can choose a 

higher debt level, because in case of distress, there will be more buyers with a higher potential valuation of the 

assets to compete with each other. This will result in that the fire-sale discount might be avoided. To sum up, a 

firms capital structure is highly depended on their industry peers. Another finding in this study is that the general 

market liquidity is a deterministic factor of fire-sale discount. The management should therefore consider the 

market liquidity when choosing an appropriate debt level. Despite avoiding liquidation cost it also makes it 

possible for the firm to be on the buy-side when the industry faces distress. This allows the firm to buy its rivals 

at a discounted price. This means that it is not sufficient to apply a static capital structure. The capital structure 

has to be dynamic and has to change with the general market liquidity conditions. These findings give occasion 

to criticism of existing literature. These, capital structure models are too simple and needs some additional 

properties before they can be used as decision making tools for the management.   
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8 Conclusion  

The primary motivation behind this paper was to examine, which properties that was a channel of fire-sale on 

the European market. This is a new contribution to the field. The papers ambitions were to approach the topic 

from the acquirers point of view. 

There are several reasons why firms engage in acquisitions. The paper distinguishes between two types of merger 

incentives; Value increasing- and value decreasing theories. Value increasing theories implies that the firm is 

catching some synergies from the merger. Value decreasing theories is a product of bounded rationality and 

agency costs. Among those incentives are; Efficiency gains, market power, corporate control, managerial hubris, 

managerial discretion, managerial entrenchment and empire building. 

The paper found three leading theories within capital structure. The first is Modigliani & Miller (1958), which 

says that capital structure is irrelevant, because it does not increase firm value. This is because the investor can 

use homemade leverage. Myers & Majluf (1984) said that capital structure is a product of financing choices over 

time, following a pecking order. Therefore, there is no optimal capital structure. The last theory is Kraus & 

Litzenberger (1973), which suggests that the optimal capital structure was where the firm value was maximized 

as a trade-of off the tax shield and bankruptcy cost. 

One cost associated with imposing risky debt is agency cost. The paper found that excessive risk-taking, debt 

overhang and the leverage ratchet effect plays an important role when deciding the optimal capital structure. If 

the firm becomes too leveraged the firm will start experiencing financial distress, which is another cost arising if 

the firm have trouble honoring their debt promises. 

Financial distress is associated with different consequences. It can either result in increased performance or some 

cost. Financial distress forces the management to make value maximizing choices and increased bargain power 

against labor unions. They can also increase the bargain power over the senior debt holders. The cost related is; 

loss of customers, loss of suppliers, loss of key employees, agency cost and fire-sale, which is in particular interest 

for this study.  

The most acknowledged theory within fire-sales literature to explain why distressed targets are sold with a 

discount is made by Shleifer & Vishny (1992). This theory is suggesting that in order for a fire-sale to occur two 

things have to be present; firm- and industry-level distress. They also argue that the redeployability of assets is 
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a deterministic factor for the fire-sale discount. This was also earlier found by Williamson (1988). The reason is 

that a potentially lower valuation buyer cannot utilize the assets as in best use. 

It was found that experience should have an impact on the acquisition outcome, the argument is that the 

managers are becoming better to integrate the processes when buying a firm. Furthermore, generalizable 

turnaround skills associated with a larger firm as excess cash, borrowing capacity and managerial time was 

expected to have an effect on the acquisition outcome. 

After the theoretical examination, the paper took an empirical approach. It was found that acquirering a 

distressed target was related with a higher abnormal performance compared to a non-distressed target on short-

term. An acquirer of a distressed target is on average gaining an abnormal announcement return of 0.058 and 

0.062 percent depending on the distress measure used compared to a non-distressed target.  

One implication of Shleifer & Vishny’s (1992) theory is that firm- and industry-level distress is a channel of fire-

sale. The study was able to show a significant relationship between the price discounts and when firm- and 

industry-level distress is present, which is consistent with the theory. The presence of firm- and industry-level 

distress resulted in a wealth transfer to the acquirer.  

The study also found that acquirer identity is a deterministic factor for price discount. This means that an outsider 

will collect a higher discount, shown in a higher wealth transfer, when engaging in a fire-sale acquisition. This is 

also one of the implications of Shleifer & Vishny’s (1992) theory. However, the study was unable to show that 

firm- and industry-level distress increased the probability of a target to be sold to an outsider. The paper was 

also able to show that the illiquidity of unlisted targets and a difficult access to the equity market was a channel 

of fire-sale, which resulted in a wealth transfer to the acquirer. This result was not robust at all since there was 

limited data, violation of assumptions and only presence on one distress measure. 

The last thing the study could conclude was that general economic- and financial crisis was a fire-sales channel. 

Acquiring a distressed target during a crisis period resulted in a wealth transfer to the acquirer compared to 

when acquiring firms where crisis and firm-level distress were not present. This was also one of the implicit 

predictions made by Shleifer & Vishny (1992) the study was able to prove.  

The study was however not able to show that implicit competition had an impact on the price discount. This 

finding does not support Shleifer & Vishny (1992). Since, the amount of potentially high value buyers should 

affect the price discount.  
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The specificity of the assets was also examined as a potential property, which could help explain the discounts 

of distressed targets. The study could not find any evidence to support this theory stated by Williamsson (1988) 

and Shleifer & Vishny (1992) on both short- and long-term.  

The study neither found evidence that supported equity- and debt market conditions as influential properties on 

the price discount on short- and long-term.  

Finally, acquirer characteristics, which could potentially give a larger wealth transfer to the acquirer, was 

examined. The study could not provide results there supported these hypotheses. 

The study was not able, in any of the hypothesis, to show any long-term abnormal gains for the acquirers and 

hence no fire-sales discount on the long-term. 

Due to the findings, the study has found some practical implications for different stakeholders. From the 

governments points of view the study recommend a review of the antitrust- and insolvency law to be updated 

and made relevant for a more globalized society. Another recommendation is being that debt renegotiation 

should be easier, this proposal was aiming to reducing the asymmetric information between the creditors and 

debtors.  

The final recommendation for the government was how they should handle the market for real assets in a period 

of general crisis. The study did not come up with some specific actions to meet the problem but instead gave 

some inputs to take into consideration. 

The study also found some recommendation for the managers that are attending in acquisitions. The message is 

that even though a distressed target looks like a great deal, it might be a highly complex task to succeed. 

Therefore, the management should carefully consider acquirer a target, which faces distress. The reason for this 

is that the study could not find any properties that resulted in abnormal performance for the acquirer on long-

term. 

The last recommendation was aiming to give management of firms some guidelines when choosing an 

appropriate capital structure. It was proposed that the management should both look on the industry debt level 

and on the market liquidity. The reason is that it is not enough just to consider one’s own firm when choosing a 

capital structure. It was recommended that the management should not base their decisions on existing theories. 

Instead the management should consider a more dynamic decision-making tool. 
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Appendix 1 – Box-and-Whiskers plots 
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Appendix 2 – Data and VIF 

The attached disc contains the excel file with the full data set (sheet 1) and VIF tables (sheet 2) for later 

use in the assumptions. Furthermore, the disc contains the do-file with the code used in STATA.  
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Appendix 3 – Regressions first hypothesis 
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Appendix 4 – Regressions second hypothesis 
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Appendix 5 – Regressions third hypothesis 
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Appendix 6 – Regressions fourth hypothesis 
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Appendix 7 – Regressions fifth hypothesis 
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Appendix 8 – Regressions sixth hypothesis 
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Appendix 9 – Regressions seventh hypothesis 
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Appendix 10 – Regressions eighth hypothesis 
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Appendix 11 – Regressions ninth hypothesis 
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Appendix 12 – Regressions tenth hypothesis 
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Appendix 13 – Regressions eleventh hypothesis 
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Appendix 14 – Assumptions control variables 

Assumption two will first be tested since it is the same for the control variables through all hypothesis. 

They are examined first so they do not need to be examined in every of the hypotheses.  
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Short-term 

The first assumption is that there should be a linear relationship between the dependent and independent 

variables. These variables will be used through all the analysis why they are examined first and will not be 

discussed later in the sections. As seen in the scatter plots below there is approximately a linear 

relationship between the dependent variable and the control variables.  
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Long-term 

The second assumption is that there should be a linear relationship between the dependent and 

independent variables. These variables will be used through all the analysis why they are examined first 

and will not be discussed later in the sections. As seen in the scatter plots below there is approximately a 

linear relationship between the dependent variable and the control variables. The control variable 

acquirer market-to-book however seems to not have a perfectly linear relationship. It is not seen as a big 

issue since it is quite close to be linear.  
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Appendix 15 – Assumptions first hypothesis 
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As described in section 4.6.1 this hypothesis is automatically satisfied. 

 

Assumption 2 

 

As described in section 4.6.1 this assumption is automatically satisfied since the only independent variable 

besides control variables is a dummy variable.  

 

Assumption 3 short-term 

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Distress measure 2 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Assumption 3 long-term 

Distress measure 1: 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 
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from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  

 

 

Distress measure 2: 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Assumption 4 short-term 

Distress measure 1: 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

 

Distress measure 2:  

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 
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coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

 

 

 

Assumption 4 long-term 

Distress measure 1: 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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Distress measure 2: 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

 

 

Assumption 5 Short-term 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

 

Distress measure 2 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

 

Assumption 5 Long-term 
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Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

 

Distress measure 2 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Appendix 16 – Assumptions second hypothesis 

Assumption 1 

As described in section 4.6.1 this hypothesis is automatically satisfied. 

Assumption 2 

As described in section .6.1 this assumption is automatically satisfied since the independent variables 

besides control variables is dummy variables.  

Assumption 3 short-term  

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  
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As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  

 

Distress measure 2 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 



Page 38 of 122 
 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  

 

 

Assumption 3 long-term 

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  
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As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  

 

 

Distress measure 2 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  
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As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  

 

 

Assumption 4 short-term 

Distress measure 1: 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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Distress measure 2: 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

 

 

Assumption 4 long-term 

Distress measure 1 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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Distress measure 2 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

 

 

Assumption 5 Short-term 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Distress measure 2 
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As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Assumption 5 Long-term 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Distress measure 2 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Appendix 17 – Assumptions third hypothesis 

Assumption 1 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Distress measure 2 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Assumption 2 

As described in section 4.6.2 this assumption is automatically satisfied since because the independent 

variable is binary.  

Assumption 3 



Page 44 of 122 
 

Distress measure 1 

The third states that the error terms are independent of each other. The null hypothesis, which states that 

there is no first lag autocorrelation, is rejected. This means that this assumption is not fulfilled. This bias 

the standard errors and makes the results less efficient. It does not affect the coefficients. When auto 

correlation is present the t-statistics tends to be higher, because of underestimated standard errors. 

 

 

Distress measure 2 

The third states that the error terms are independent of each other. The null hypothesis, which states that 

there is no first lag autocorrelation, is rejected. This means that this assumption is not fulfilled. This bias 

the standard errors and makes the results less efficient. It does not affect the coefficients. When auto 

correlation is present the t-statistics tends to be higher, because of underestimated standard errors. 

 

 

Assumption 4 

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 
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residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

Distress measure 2 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

Appendix 18 – Assumptions fourth hypothesis 

Assumption 1 

 

As described in section 4.6.1 this hypothesis is automatically satisfied. 

 

Assumption 2 
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As described in section 4.6.1 this assumption is automatically satisfied since the only independent variable 

besides control variables is a dummy variable.  

 

Assumption 3 short-term  

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Distress measure 2 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Assumption 3 long-term 

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Distress measure 2 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Assumption 4 short-term 

Distress measure 1 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

 

Distress measure 2 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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Assumption 4 long-term 

Distress measure 1 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

 

Distress measure 2 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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Assumption 5 Short-term 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

 

Distress measure 2 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

 

Assumption 5 Long-term 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

 

Distress measure 2 
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As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Appendix 19 – Assumptions fifth hypothesis 

Assumption 1 

 

As described in section 4.6.1 this hypothesis is automatically satisfied. 

 

Assumption 2 short-term 

As seen in the scatterplots below there is an approximately linear relationship between the dependent 

and independent variables. Why this assumption is fulfilled.  
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Assumption 2 long-term 

As seen in the scatterplots below there is an approximately linear relationship between the dependent 

and independent variables. Why this assumption is fulfilled.  
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Assumption 3 short-term  

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Distress measure 2 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Assumption 3 long-term 

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Distress measure 2 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Assumption 4 short-term 

Distress measure 1 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

Distress measure 2 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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Assumption 4 long-term 

Distress measure 1 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

 

Distress measure 2 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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Assumption 5 Short-term 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

 

Distress measure 2 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

 

Assumption 5 Long-term 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Distress measure 2 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 
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Appendix 20 – Assumptions sixth hypothesis 

Assumption 1 

As described in section 4.6.1 this hypothesis is automatically satisfied. 

Assumption 2 Short-term 

As seen in the scatterplots below there is a linear relationship between the dependent and independent 

variables. Why this assumption is fulfilled.  
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As seen in the scatterplots below there is approximately a linear relationship between the dependent and 

independent variables. Why this assumption is fulfilled.  

 

 

 

 

 

 

Assumption 3 short-term  

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  
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As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  
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Assumption 4 short-term 

Distress measure 1 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  
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As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 
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Appendix 21 – Assumptions seventh hypothesis 

Assumption 1 

As described in section 4.6.1 this hypothesis is automatically satisfied. 

Assumption 2 

As described in section 4.6.1 this assumption is automatically satisfied since the independent variables 

besides control variables is dummy variables.  

Assumption 3 short-term  

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 
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residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 



Page 75 of 122 
 

 

Distress measure 2 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

 

Assumption 4 long-term 

Distress measure 1 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 



Page 76 of 122 
 

 

Distress measure 2 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 

 

 

 

 

 

Assumption 5 Short-term 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  
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Distress measure 2 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Appendix 22 – Assumptions eighth hypothesis 

Assumption 1 

As described in section 4.6.1 this hypothesis is automatically satisfied. 

Assumption 2 short-term 

As seen in the scatterplots below there is a linear relationship between the dependent and independent 

variables. Why this assumption is fulfilled.  
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Assumption 2 - Long-term 

As seen in the scatterplots below there is approximately a linear relationship between the dependent and 

independent variables. Why this assumption is fulfilled.  
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Assumption 3 short-term  

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Assumption 3 long-term 

Distress measure 1 
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residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  
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does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  

 

 

Assumption 4 short-term 

Distress measure 1 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 
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coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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Assumption 5 Short-term 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  
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As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  
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Distress measure 2 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Appendix 23 – Assumptions ninth hypothesis 

 

Assumption 1 

As described in section 4.6.1 this hypothesis is automatically satisfied. 

Assumption 2 

As described in section 4.6.1 this assumption is automatically satisfied since the independent variables 

besides control variables is dummy variables.  

Assumption 3 short-term  

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  
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As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Assumption 4 short-term 

Distress measure 1 

The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  
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Assumption 5 Long-term 

Distress measure 1 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Distress measure 2 

As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  

Appendix 24 – Assumptions tenth hypothesis 

Assumption 1 

As described in section 4.6.1 this hypothesis is automatically satisfied. 

Assumption 2 short-term 

As seen in the scatterplots below there is a linear relationship between the dependent and independent 

variables. Why this assumption is fulfilled.  
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Assumption 2 Long-term 

As seen in the scatterplots below there is a linear relationship between the dependent and independent 

variables. Why this assumption is fulfilled.  
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Assumption 3 short-term  

Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  

 

 

As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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The fourth assumption states that the error terms are independent of each other. The null hypothesis, 

which states that there is no first lag autocorrelation, is rejected. This means that this assumption is not 

fulfilled. This bias the standard errors and makes the results less efficient. It does not affect the 

coefficients. When auto correlation is present the t-statistics tends to be higher, because of 

underestimated standard errors. 
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As seen in appendix 2 sheet 2 – VIF it is only the independent variables to control for fixed-effect which 

have a too high VIF. The fixed-effects have been removed but it did not change the conclusions why the 

original regression output have been maintained.  
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Appendix 25 – Assumptions eleventh hypothesis 

Assumption 1 
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As described in section 4.6.1 this hypothesis is automatically satisfied. 

Assumption 2 short-term 

As seen in the scatterplots below there is a linear relationship between the dependent and independent 

variables. Why this assumption is fulfilled.  
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Distress measure 1 

As seen in the jaque-bera test below, the null hypothesis is rejected. This means that the error term is not 

normally distributed. This assumption is therefore violated. A way to overcome the non-normality of the 

residuals is by making log-transformations. However, it did not help on the normality assumption nor 

changed the conclusions why the results listed in the paper will be the original ones.  
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As seen in the Breusch-Pagan test below the null hypothesis is rejected. This means that there is 

heteroscedasticity. The assumptions of homogeneus variance is therefore not fulfilled. Heteroscedacity 

does not bias the coefficients but tend to make them less precise. This means that they are further away 

from the correct population value. Furthermore, heteroscedacity is associated with lower p-values. This 

potentially bias the results.  
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Appendix 26 - Alternative tests 
As seen in table 1 below there is a summary of all the results of the alternative tests. The full regression 

output can be seen later on in this appendix.  
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