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Abstract

We consider the exit routes of older employees out of employment around retirement age.
Our administrative data are high dimensional as they cover weekly information about the
Danish population from 2004 to 2016 and 397 variables from 16 linked administrative
registers, covering a wide range of information such as demographic, socioeconomic,
financial, criminal, labor and health information, etc. We use a flexible dependent
competing risks quantile regression model to identify how exits to retirement, illness,
unemployment, etc. are related to the information in the various registers. To help finding
an appropriate model we use variants of the Lasso, in particular the (adaptive) group
bridge applied to competing risks quantile regression model to identify the relevant
administrative registers and within-register variables. To our knowledge, this is the first
application of these methods to large scale administrative data and the problem of exit
into retirement. It is found that selected registers and most within-register variables from
the (adaptive) group bridge have reasonable interpretation and remain significant in the
unpenalized competing risks quantile regression. By applying state-of-the-art statistical
methods to large scale data, we obtain detailed insights into the conditional distribution
of transitions from employment into retirement in the presence of high dimensional data

and competing risks setting.

Keywords: (Adaptive) group bridge; Dependent competing risks; Quantile regression;

Retirement.
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Chapter 1
Introduction

In an attempt to make the pension system fit for the future, politics in Denmark introduced
more flexibility on the timing of retirement during the 2000s. This resulted for the
employed in the possibility to decide on the retirement point once a certain age threshold
Is passed. This means, the point of retirement is no longer deterministic but possibly
depending on a wealth of individual, economic and institutional factors. Previous analysis
has mainly studied early retirement patterns, that is retirement before the official
retirement age, while we consider both early and late retirement. The event to withdraw
from employment may be in the discretion of the employed but can be also due to factors
out of her control such as invalidity or dismissal. This calls for a model that permits for
various exit routes. We adopt a flexible competing risks model that permits for
dependencies between risks. By studying conditional quantiles, the determinants of an
exit to the various routes are permitted to affect conditional distributions differently for
long or short duration. This permits for important flexibilities as there are likely variables
that play sizable roles at ages before the official retirement age but are not important at all
afterwards and vice versa. In our analysis we combine state of the art distributional
statistical methods with statistical regularization techniques to obtain a clearer picture
about the factors that make people leaving their job earlier or later. It is common practice
in social sciences and economics, that variables selection is undertaken sequentially or by
means of variable inflation factors (VIF). However, these convenient approaches do not
possess desirable statistical properties and therefore there are positive probabilities that
selected variables do not belong to the model and that unselected variable actually
belonged to the model even if the number of observations becomes very large. We adopt
statistical approaches that permit for statistical regularization in high dimensional
regressor spaces based on statistical learning. These techniques possess the oracle

property and therefore have desirable statistical properties.
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There is an extensive literature that considers transitions out of employment into
(early) retirement (e.g. Lindeboom, 1998, Duval, 2003). Motivated by the ageing of the
societies and subsequent restraints for the financial situation of the pension funds (Gruber
and Wise, 1998), the question is analyzed how the institutional system can be shaped in
order to avoid incentives to retire early. Beside direct (early) retirement, some form of
other exit route through a bridging period in unemployment or disability may be chosen
(see e.g. Miniaci and Stancanelli, 1998, Kyyra and Wilke, 2007, Fitzenberger and Wilke,
2010, Bingley et al., 2012). Relevant literature for Denmark has considered general
determinants of retirement (e.g. Filges etal., 2012, Larsen and Pedersen, 2013, Kallestrup-
Lamb et al., 2016). The use of duration models is limited to Christensen and Kallestrup-
Lamb (2012), who study in particular the role of the health status. Existing studies for
Denmark use annual data and most do not cover data for years after 2008. Therefore, they
cover the period where a less flexible system was in place. Due to the low frequency only
discrete time or discrete choice models have been applied.

We use linked administrative data provided by Statistics Denmark. The data contain
weekly, monthly and annual observations for the period 2004-2016 of employees in
Denmark. We select a subsample of employees aged 58 in 2008 who have stable working
experience from 2004 to 2008 and are thus not assumed to retire due to limited career
opportunities, limited work ability or long-term illness. There are 16 registers and 397
variables in total, forming 16 groups and 2 to 58 variables in each group. The registers
contain information on various personal, household and firm characteristics, including
demographics, education, income, pension, employment, socioeconomic status, health,
criminal records and a wealth of company (employer) statistics. We consider two main
exit routes, which are exits to retirement (via disability pension, early retirement pay and
old age pension) and other exits (via unemployment, illness, death, etc.). 86% of the exits
in our sample are to retirement. We compute employment duration at the age of 59 as the
number of weeks until an exit takes place. The exit route is indicated by the status of the

individual when employment ends and a gap of 4 weeks is allowed. If the individual enters



into a retirement program or the other exit route before the end of employment, the first
week of entrance rather than the last week of employment indicates the end of duration.

By using weekly information for a period of 8 years, we have (nearly) continuous
duration data. This permits us the application of quantile regression. In particular, we
study a dependent competing risks problem where an older employee can make a
transition into retirement or another state. As the timing of duration is likely correlated
through unobservables conditional on the observables, we adopt the dependent competing
risks model of Peng and Fine (2009).

Since our data contain a wealth of linked registers and therefore numerous variables,
it is not an easy task to select the relevant set of variables. In particular, many variables
are categorical, such as industry information and geographic location. For this reason, we
use variants of the Lasso (Tibshirani, 1996) to identify relevant variables in our model.
The Lasso-type estimator is an attractive statistical approach because it has the oracle
property, which means that the model selects only the relevant variables and the estimates
for those variables equal the estimates from a model that only includes the relevant
variables in probability under some regularity conditions. There is an extensive statistics
literature about a number of variants of the Lasso that retain the oracle property in various
settings. See Huang et al. (2012) for a survey. Zou (2006) introduces the adaptive lasso,
which adds additional weights to the penalty to improve the selection. Huang et al. (2009)
suggest the group bridge and Simon et al. (2013) suggest a sparse group lasso. These
variants of the Lasso permit for group level and bi-level variable selection. Ahn and Kim
(2018) combine the (adaptive) group bridge with competing risks quantile regression. We
follow their approach in this paper. Being developed for problems and tested with data
from medical sciences, it is unclear how it performs with our more heterogenous data
structures. Our data are also characterized by a high degree of multicollinearities and it is
to be seen how statistical learning can cope with this. The use of the Lasso in economic
problems is still not widespread but increasing, though most applications are for standard

mean regression or discrete choice models. Our quantile regression model is more



complex as it is estimated separately for different quantiles. Therefore, the resulting set of
variables changes by quantile and due to the upper bound of cumulative incidences, the
model can only be estimated for a constrained set of quantiles. As the adaptive group
bridge permits consistent identification of non-zero groups and within-group variables
while maintaining the oracle property, we explore how adaptive group bridge is helpful
in identifying relevant registers and within-group variables for the economic problem at
hand. This provides guidance which registers are actually relevant for the problem under
investigation.

Our study contributes to the literature as follows: It is the first study of these methods
applied to large scale administrative data and analyzing exit into retirement. We are not
aware that the (adaptive) group bridge has been applied in combination with competing
risks quantile regression in the economics literature. For the analysis for Denmark we
contribute by using weekly data, dependent competing risks and study a period where the
latest retirement point is not deterministic. We explore the practical properties of
combining a flexible and complex distributional model with statistical regularization
methods.

The rest of the thesis is organized as follows. In chapter 2, we briefly review the
existing literature about determinants of retirement in Denmark. In chapter 3, we give an
overview of the main retirement programs in Denmark and some of their changes in order
to extend working life in 2000s. In chapter 4, we describe the dataset including registers,
individual variables, competing risks and durations, and then show the sample selection
criteria and implementation issues. In chapter 5, we first briefly review existing
techniques for variable selection, from sequential elimination to statistical regularization
methods. Then we present the competing risks quantile regression framework and
subsequently present the methodology we use in this thesis, which is a penalized
competing risks quantile regression using (adaptive) group bridge following Ahn and Kim
(2018). In chapter 6, we present and analyze the empirical results. In chapter 7, we give

conclusions, discussions and suggestions for further research.



Chapter 2
Literature Review

In this chapter, we will review the literature about transitions to (early) retirement using
Danish administrative data. Some studies focus on general determinants of retirement (e.g.
Filgesetal., 2012, Larsen and Pedersen, 2013, Kallestrup-Lamb et al., 2016), while others
focus on a specific determinant (e.g. Dang et al., 2005, Christensen and Kallestrup-Lamb,
2012). Most studies focus on individual retirement, while some focus on joint retirement
of married couples (e.g. An et al., 2004, Bingley and Lanot, 2007). Some studies focus on
pathways to (early) retirement (Larsen and Pedersen, 2005, Bingley et al., 2012), while
others focus on late retirement (e.g. Amilon and Nielsen, 2010) and semi-retirement (e.g.
Larsen and Pedersen, 2013).

We find that for all these topics, most studies use discrete responses model (e.g. Filges
etal., 2012, Larsen and Pedersen, 2013, Bingley et al., 2016, Kallestrup-Lamb et al., 2016)
or failure time model (e.g. An et al., 2004, Christensen and Kallestrup-Lamb, 2012). Some
studies only focus on aggregate statistics (e.g. Barslund, 2015, OECD, 2012a). Hardly
any of the existing studies use data for years after 2008, when monthly employment
statistics for employees (BFL) is available and a more flexible retirement system is in
place, which could explain why most studies use discrete models with annual data. In
short, to our knowledge, few studies have exploited the richness of comprehensive large
scale individual administrative data and some studies appear to be relatively simple by
today’s standards.

The uses of duration models include An et al. (2004) and Christensen and Kallestrup-
Lamb (2012). An et al. (2004) study the joint retirement decisions of Danish married
couples. Specifically, they examine whether the retirement timing of married couple is
determined individually or jointly. The study is based on annual data for 243 working
couples from 1980 to 1990. Despite the low frequency of the data, they specify a

continuous time model by treating data as grouped. The multivariate mixed proportional
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hazard model that they introduce allows for both correlated unobserved heterogeneity and
a positive probability on simultaneous termination of individual spells. In their model,
each individual’s retirement decision depends not only on their own characteristics but
also on their spouses’. Each spell shares the same start time and is influenced by both
common factors and individual factors. Results show that financial and health variables
play a significant role in explaining both individual retirement and joint retirement;
complementarities in leisure time explains joint early retirement decisions; correlation in
unobserved heterogeneity, such as common tastes, plays a larger role than other observed
heterogeneity in explaining joint late retirement decisions. Overall, retirement is a
household decision.

Christensen and Kallestrup-Lamb (2012) study the determinants of duration until
retirement, in particular the impact of changes in health status on early retirement behavior.
The study is based on annual panel data for working people from 1985 to 2001. They use
both single and competing risks specifications with both nonparametric and parametric
baseline hazards in the grouped duration analysis. The model allows for time-varying
regressors and flexible unobserved heterogeneity specification. They show that
demographic, labor market status, financial variables and in particular health measured
by objective medical diagnosis all have significant effects on retirement behavior. In the
competing risks specification, they define five exit routes, including disability, early
retirement, two kinds of unemployment and others out of the labor force. Results show
that disability retirement and early retirement, unemployment followed by early
retirement and by other programs differ significantly in terms of health and other
regressors. Because in the single risk specification where all retirement programs are
lumped together, opposite effects of a variable on different exit routes may cancel out and
result in an insignificant estimator, competing risks specification leads to results that are
more relevant in this study.

Another interesting study by Kallestrup-Lamb et al (2016) focuses on the general

determinants of retirement using the adaptive Lasso applied to logistic regression. The



study is based on annual data for working people for the year 1980 and 1998 and is the
first application of Lasso-type estimators to this type and scale of data. They include 399
individual variables covering demographic, socioeconomic, financial, health and labor
market status, the lags of time-varying regressors, and characteristics of the spouse if the
individual is married. All types of retirement are lumped together. The penalized logistic
regression model uses both the logit and Lasso estimator as initial estimator and possesses
the oracle property. Results show that the choice of initial estimator for adaptive Lasso
matters in terms of the number of selected variables; the effect of age, income, labor
market indicators, wealth and health are stable over time, gender, marital status and
different tuning parameter, suggesting that Lasso-type estimators give quite reasonable
results.

Gartz (2012) specifies a discrete-time proportional hazard model to study the early
retirement behavior of female teachers in the day-care sector. In particular, she focuses on
the role of working condition and health. The model uses a piece-wise constant baseline
hazard duration framework and accommodates fixed effects to allow for unobserved
heterogeneity. Results show that health and some measures of working condition have
significant effects on early retirement decision for the period 1997-2006.

Several studies use option value model to calculate the potential gains of staying in
the labor force. Dang et al. (2005) study the early retirement behavior of single women
and single men respectively. They find that women are more willing to retire early than
men and their retirement decisions are influenced by different variables: for men, income
and health are the main factors, while for women, education and unemployment
experience also matter. Bingley et al. (2004) study the impact of financial incentives on
the probability of retirement. They find that the low-wage earners are incentivized to retire
early and high-wage earners are incentivized to continue working. In the policy simulation
study, they find that raising the eligibility age of retirement program will increase the
average retirement age. Bingley and Lanot (2007) study the economic determinants of

joint retirement behavior of married couples. They find that women are more influenced



by changes in their own income and their spouses’ income than men, and couples tend to
retire early together due to complimented leisure. Bingley et al. (2016) study pension
programs incentives by health and education level. Results show that economic incentives
are generally important, and more important for people in poor health and low education
level to retire early.

The remaining studies use linear probability model or discrete choice model. Gupta
and Larsen (2007) study the effect of health shock on retirement for men and the role of
welfare program in this effect. Results show that an acute health shock has a significant
effect on retirement and almost none of the welfare programs could mitigate this effect.
Gupta and Larsen (2010) further compare the effect of health on retirement between
survey-based self-reported health and register-based diagnosis. They find that diagnosis
IS more important than economic factors; the retirement decisions for men and women are
affected by different types of diagnosis; self-reported health yields biased estimator.
Larsen and Pedersen (2005) aggregate three pathways from work to early retirement and
analyze the probability of retiring through each pathway. They find that the determinants
of retirement are different for each pathway: early retirement through the employment and
unemployment are the dominant pathways and are affected more by availability of the
program; other pathways are equally affected by individual characteristics. For semi-
retirement and unretirement, Larsen and Pedersen (2013) find that demographic,
education, unemployment experience, pension contributions and home ownership are
significant factors and the effects are different for men and women. Filges et al. (2012)
study the general determinants of retirement and focuses on the effect of unemployment
in particular. They conclude that individual unemployment is highly significant and larger
in magnitude than other demographic and education variables; program changes and

cyclical situation also affect transition probabilities.



Chapter 3
Institutional Settings

Due to aging population, the public pension system is bearing higher financial pressure.
In an attempt to make the pension system fit for the future, politics in Denmark with most
European countries has introduced more flexibility on the timing of retirement during the
2000s in order to motivate working longer through, e.g. semi-retirement or late retirement,
etc. In this chapter, we give an overview of the main retirement programs through public
pension and labor market pension system and some of their changes in the 2000s in order
to extend working life.

Old age pension (OAP), or state pension, is a universal pension that applies to every
Danish national who has lived in Denmark for at least three years between the age of 15
and 65 and is aimed to protect the elderly from poverty. Besides the pension itself,
pensioners are eligible for some other benefits, such as housing benefit, heating benefit,
health-related benefit, etc. The retirement age has gone through several changes. For
people born before 1 July 1939, the retirement age is 67; for people born between 1 July
1939 and 1 January 1963, the retirement age is shown in Table 3.1; for people born after
1 January 1963, the retirement age is according to future life expectancy.

The old age pension consists of a basic amount and a pension supplement and is
means-tested. Although the test against income was reduced in the 2006 welfare reform,
it is still unattractive to work and receive the state pension at the same time. For example,
the pension supplement is reduced by 30% for annual income between 87,800 and
356,700 for singles and between 175,900 and 435,000 for individuals married/cohabiting
with a pensioner. When the income is above the threshold, the pension supplement is
canceled. From 1 July 2004, a pension deferral policy was introduced to motivate people
to continue working after retirement age. People can postpone the state pension and get a
higher payment afterwards if they work for at least 750 hours a year in the deferral period.
Note that before 2011, the qualifying working hours was 1500 in 2004 and 1000 in 2008.
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The maximum deferral period is ten years and people can defer the pension for two times.

Disability pension is another universal pension in Denmark, also called early Danish
pension. It applies to Danish nationals who are between the ages of 18 and 65, have lived
in Denmark for at least three years between the age of 15 and 65 and meet reduced work
capacity criteria. After a disability pension reform in June 2012, the minimal age for
disability pension is increased to 40 and people under 40 years old can only receive
disability pension under special circumstances. Pensioners receive a certain amount
depending on income level and receive some other housing and healthcare benefits. The
reduced work capacity criteria require that due to social or health problems, the applicant
Is permanently unable to work under ordinary or flexible terms and unable to improve
work capacity through treatment, activation, etc. An applicant needs to go through an
assessment process and a rehabilitation program conducted by the municipal authorities
to be entitled to the disability pension. The pension can be dormant or canceled, however,
if in later periods the municipal authorities believe that the pensioner’s work capacity is
significantly improved.

Early retirement pension, or post employment wage (PEW) program, is a voluntary
labor market pension. People can choose to be fully insured or partially insured. The
scheme was introduced in 1979 in order to balance the unemployment of young people
and the employment of older people. Pensioners have the opportunity to retire before the
state retirement age and maintain a decent income level. Eligibility requires membership
of an unemployment insurance fund, continuous contributions for at least 30 years,
employment higher than 1,924 working hours or income higher than 233,375 within the
last three years, and residence in Denmark. Similar to the state pension, the minimum
retirement age for early retirement pension has gone through several changes as is shown
in Table 3.1. For people born before 1 January 1954, the early retirement age is 60, which
means that the maximum duration of early retirement is 5 years; for people born later, the
retirement age is gradually increased to 65 and the duration is gradually reduced to 3 years.

The payment of early retirement pension differs according to previous income and
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insurance level, and is reduced if the pensioner has income from labor market pension,
individual pension, work, etc. The maximum payment is the minimum of 90% of previous
income and 91% of the unemployment insurance benefit rate. For people born before July
1 1959, they can choose to postpone the early retirement pay and get 100% of the
unemployment insurance benefit rate, a tax-free premium for wages if they work for at
least 1560 hours per year for fully insured and 1248 hours for partially insured, and start
receiving early retirement pension no more than three years before the state retirement
age. For people born before 1 January 1956, they can earn a set-off amount for other
pension income in addition.

Other exit routes to early retirement include civil servants’ pension, partial pension,
etc. In this thesis we only consider the above mentioned three retirement programs as exit

routes to retirement due to data availability.

Table 3.1: Retirement age of old age pension and early retirement pension

Date of birth Old age pension | Early retirement pension
1 Jul 1939 — 31 Dec 1953 65 60

1 Jan 1954 — 30 Jun 1954 65.5 60.5
1 Jul 1954 — 31 Dec 1954 66 61

1 Jan 1955 — 30 Jun 1955 66.5 61.5
1 Jul 1955 — 31 Dec 1955 67 62

1 Jan 1956 — 30 Jun 1956 67 62.5
1 Jul 1956 — 31 Dec 1958 67 63

1 Jan 1959 — 30 Jun 1959 67 63.5
1 Jul 1959 — 31 Dec 1962 67 64

1 Jan 1963 — 68 65

Source: Borger.dk (2019)
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Chapter 4
Data Description

The dataset we use is based on register data from Statistics Denmark (DST) and the
DREAM database. It contains weekly, monthly and annual observations for 8178
employees born in 1949 for the period 2004-2016. We use 397 variables from 16 registers
of DST’s linked administrative data as regressors, and use DREAM to generate competing
risks and durations. In this chapter, we first describe the registers and individual variables,
then show how to define competing risks and compute durations. At last, we describe the

sample selection criteria and implementation issues

4.1  Registers and Variables

Because individuals in the sample turn 60 in 2009 and start entering early retirement
program, we use explanatory variables of 2008 to explain employment duration from 2009.
We use 16 registers for the analysis. After converting categorical variables into dummy
variables and going through some selection process, we have 2 to 58 variables for each
register. Except for the employment statistics for employees (BFL) which has monthly
information, the other registers are all observed annually. From the 16 registers, we have
information covering a wide range of personal, household and firm characteristics,
including demographics, education, income, pension, employment, socioeconomic status,
health, criminal records and a wealth of company (employer) statistics, which could all
possibly affect transitions from employment to retirement.

The 16 registers are the population statistics register (BEF, FAM), the education
statistics register (UDDA), the criminal offences statistics register (KRIN), the health
statistics registers (SGDP, SYIN), the income statistics registers (IND, LON), the pension
statistics register (INPI), the labor market statistics register (AKM), the employment
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statistics for employees registers (BFL, IDAN, IDAP), and the company (employer)
statistics registers (FIRM, FIDF, IDAS). Table A.1 in appendix A.1 contains descriptive
statistics of the variables.

BEF is the population register. It contains information such as marital status, gender,
geographical location, date of birth, citizenship, country of origin, household type, family
type, etc. FAM contains number of children by age and number of people in the family.
UDDA is the education register. It contains information on highest completed education
and the institution. Education is divided into several categories following two
classification rules: one is by subject area and the other is by level.

KRIN is the crime register. It contains the number, date and decision of criminal cases.
Because there are only few cases each year and people are more likely to commit crime
when they are young, we integrate the information from 1980 to 2008 to capture the long-
run effect of criminal offenses. For the health registers, SGDP and SYIN, we integrate
information from 2007 to 2008 for similar reasons. SGDP contains duration and amount
of sickness benefits payments, duration of absence, and type of absence. SYIN includes
diagnosis codes, treatment duration, geographical location, etc.

IND is the income register. It includes a large number of variables covering wage, tax,
ATP contributions, debt, deposits, wealth, capital income, socioeconomic status, private
pension, labor market pension, government transfer payments, etc. LON contains wage
and employment statistics, including hourly wage, holiday pay, pension contributions,
number of hours paid, number of holiday hours, number of paid absence hours, industry,
occupation, sector, etc. INPI contains information on contributions to labor market
pension and private pension schemes.

AKM describes the population's affiliation to the labor market throughout the year. It
contains information on ATP contributions, occupation, working hours, industry and
socioeconomic status. BFL contains detailed employment statistics based on SKAT’s
elncome register, including ATP contributions, wage income, number of hours paid,

geographical location, sector, industry, etc., and is aggregated into annual regressors.
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The IDA database links individual data with company data through the individuals'
employment. IDAP contains individual employment information including working
experience, number of (supplementary) jobs, working hours for the main/secondary job,
insured level, insured duration, etc. IDAN contains information on employment duration,
employment change, and employment type. IDAS contains workplace statistics including
number of full-time equivalent employees, number of employees, industry, number of
workplaces in the company, etc. FIDF contains company statistics including industry,
sector, number of full-time equivalent employees, number of employees at the end of
November, geographical location, ownership, etc.

Notice that some variables in different registers or within the same register contain
the same or highly multicollinear values, which leads to high degree of multicollinearity.
Our initial idea is to let (adaptive) group bridge select the relevant registers and variables.
In the implementation stage, however, we find that high degree of multicollinearity is a
problem for quantile regression even with Lasso. We choose to reduce multicollinearity
beforehand by dropping variables with high VIF or with little variation. We also drop
some variables with a large number of missing values, such as many company accounting
statistics including gross profits, total assets, etc. Because this dataset only represents part
of the information contained in each register, the relevant registers in the results should

be interpreted with caution.

4.2  Definition of Competing Risks and Computation of Duration

The DREAM database is a comprehensive progress database based on the Ministry of
Employment, the Ministry of Education, the CPR register and SKAT. The population of
this database are individuals who received any government transfer payments from 1991.
The type of payments is recorded weekly, including old age pension, disability pension,
early retirement pension, unemployment benefits, sickness benefits, rehabilitation, cash

benefits, wage subsidy, students’ grants, maternity benefits, etc. DREAM also contains
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employment information and many personal characteristics. Here we only use the
government transfer payments records to identify retirement time, different competing
risks and select the sample. The advantage of using DREAM is to have (nearly)
continuous employment duration statistics.

We specify two competing risks: retirement and the others. The retirement exit route
include all individuals who at least work until 4 weeks before they receive old age pension,
disability pension or early retirement pension, which means that those who are semi-
retired are also included and only the first entry is identified. Work here means having
some positive working hours within a given month. The other exit route includes everyone
else with exit to unemployment, illness, unknown labor market inactivity, death, etc. Table
4.1 reports the number and share of observed transitions into the two risks in the sample.
We can see that 86% of the sample directly enter a retirement program from employment.
Among those individuals, 3272 (40.01%) enter the old age pension, 3755 (45.92%) enter
the early retirement pension, and only 16 (0.20%) enter the disability pension. The low
occurrence of disability pension is quite reasonable due to the sample selection process
shown in the next section. There exist only a small number of censored observations in
the sample (end of data in 2016). This result, together with the result that most people
enter old age pension within a few weeks after the state retirement age, is quite unexpected
because quite a lot of evidence show that there are more and more people choose to defer
pension and unretire (Amilon and Nielsen, 2010), and it further reinforces the idea that

the sample in this analysis cannot represent the full population of employees.

Table 4.1: Number and share of transitions into risks

Risk Number of observed spells | Share (%)
Retirement 7043 86.12
Others 944 11.54
Right-censored 191 2.34
Total 8178 100.00

15



4.3  Computation of Duration

We compute employment duration as the number of weeks from the first week of 2009 to
the week when an exit takes place. The exit, or the end of employment, is identified by
not working for two consecutive months. If the individual enters into a retirement program
or the other exit route before the end of employment, the first week of entrance indicates
the end of duration. If the individual enters into a retirement program or the other exit
route after the end of employment, the last week of employment indicates the end of
duration. Figure 4.1 shows the kernel density estimation of durations for right-censored
observations and observations with exit to retirement. There is a sharp peak for durations
between 260 and 315 weeks. That is because for this sample, those who enter old age
pension do so within the first few weeks after they are eligible, at the age of 65, which
corresponds to year 2014 and early 2015 respectively. Compared with old age pensioners,
the distribution of duration for early retirement pensioners is more sparse. A smaller peak
occurs during the second half of 2011, that is the time when the sample individuals reach
the age of 62, suggesting that the early retirement pension deferral policy works well —

people work until three years before the retirement age for better payment terms.
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Figure 4.1: Kernel density estimation of durations™

* The underlying duration is a 5-person moving average due to policy concerning data confidentiality, yet this estimated density
curve is very similar to the one without averaging.
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On the contrary, few employees choose to defer old age pension, and those who choose
to defer old age pension do so for a rather long period, at least until the end of 2016 when
the data ends.

There is another way to compute durations. That is to follow the guidelines suggested
by ILO (the International Labor Market Organization) — employment is prioritized higher
than unemployment and other states outside the labor force, so people who work and
receive retirement pension payments at the same time are categorized as working instead
or retired. This will change the distribution of durations. The durations are more sparse
over the whole period. 1344 more people are right-censored and there is a larger share of
longer durations, which shows that many people choose to be semi-retired rather than
unretired or completely retired. We do not use this specification because in this case, the
censored observations will actually have two groups of people who keep working: one
never enters a retirement program (unretired) and one enters a retirement program (semi-
retired), which will bring some confusion.

Notice that there may exist measurement error when we need to convert the number
of months from BFL into number of weeks to make it comparable with the weekly

information in DREAM. The impact of this mismeasurement error is to be investigated.

4.4  Sample Selection

The idea of the sample selection process is to base the analysis on a group of employees
who have stable work experience over a certain period and will not drop out of labor force
due to limited career opportunities, limited work ability or long-term illness in the past.
In this way, we avoid problems of modelling people who frequently transit between
employment and unemployment and mitigate unobserved heterogeneity resulted from
only using variables of year 2008 as regressors.

The stable work experience can be identified from the monthly working hour

information in BFL. Since BFL only starts from year 2008, we also use the socioeconomic
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classification in AKM and government payments transfers in DREAM to supplement the
selection process. The selection criteria include: (1) the individual is full-time employed
every month for at least 11 months in 2008; (2) the individual is classified as employees
every year from 2004 to 2008; (3) the individual does not receive disability pension from
1991 to 2008; (4) the individual does not enter the flex job scheme or service job scheme
from 2004 to 2008; (5) the individual does not receive unemployment benefits or sickness
benefits for more than 4 weeks in total every year from 2004 to 2008; (6) the individual
does not receive unemployment benefits or sickness benefits consecutively for more than
4 weeks from 2004 to 2008.

Because the DREAM database only includes those who have received certain type of
government transfer payments from 1991, it by definition does not include people who
are censored — unretired throughout the observation period. In order to take into account
of this selection bias problem, we use annual pension payments in IND and monthly
working hours in BFL to identify censored observations. The selection criteria include:
(1) the individual is full-time employed every month for at least 11 months in 2008; (2)
the individual is classified as employees every year from 2004 to 2008; (3°) the individual
is not classified as pensioners from 2009 to 2016; (4’) the individual does not receive
retirement pension payments from 2009 to 2016. The impact of these different selection
criteria is to be investigated.

Finally, we merge the regressors from register data with durations of the selected
sample. It turns out that the population of each register is different and some variables
within each register have missing values. For each variable with missing values, we could
either drop this variable or drop those missing observations. Different choices lead to
different datasets and we need to make many choices. The dataset of this analysis is
chosen because it has a large number of observations and regressors at the same time. If
the missing observations have patterns or characteristics that are correlated with the
unobserved heterogeneity, we will have sample selection bias problem. This potential

selection bias problem is to be investigated.
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Chapter 5
Methodology

In this chapter, we introduce the methodology of this analysis. It is a combination of two
parts. First, we briefly review the variable selection techniques to help understanding of
the (adaptive) group bridge penalties. Then we introduce the competing risks quantile
regression framework by Peng and Fine (2009). At last we present the methodology of
this thesis — penalized competing risks quantile regression with (adaptive) group bridge
by Ahn and Kim (2018).

5.1 Variable Selection Theory

Due to the development of computational power and availability of data, high dimensional
regression has become more and more relevant for future research. There are two common
situations in high dimensional data analysis where the classical maximum likelihood
estimation fails: (1) The number of variables exceeds the number of observations; (2)
There exists high degree of multicollinearity in the design matrix. In these situations, one
might wish an oracle to reveal the relevant explanatory variables and use only those
relevant variables for maximum likelihood estimation, and that is where variable selection
methods play a role.

Traditional sequential elimination methods include subset selection based on

likelihood ratio test or other tests and forward or backward stepwise selection based on
information criteria such as Mallows’s C,,, Akaike information criterion (AIC), Bayesian
information criterion (BIC), etc. The problems with these methods include: (1) Only a
small number of variables are allowed, because computation grows exponentially with a

base of 2 as the dimension increases; (2) The results are unstable because the selection is

discrete and different selection sequence leads to different selection results; (3) The
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resulted model may be overfitted and inaccurate, because post-selection inference based
on maximum likelihood method ignores the error resulted from the selection process, and
this is the main challenge for simultaneous variable selection and inference. In recent
years, penalized regression and shrinkage methods have been introduced and gained much
popularity when selecting relevant variables and carrying out statistical inference at the
same time.

The objective function, or the minimization problem of the penalized regression is

Q(BIX,y) = L(BIX,y) + Pr(B),

where L(B|X,y) is the negative log-likelihood function which is the same as the
standard maximum likelihood estimation, while for least squares estimation it is the sum
of squared residuals, and P,(B) is the additional penalty term that depends on the non-
negative tuning parameter, or the regularization parameter A, and the coefficients. The
penalty term is the core of penalized regression methods. Using different penalty terms,
we can assign different beliefs to the structure and magnitude of the variables and obtain
different models in the end. The common belief for the following shrinkage and selection
models is to penalize large coefficients.

Hoerl (1962) applies the ridge regularization method to regression analysis and the
method is known as ridge regression afterwards. The penalty term of ridge regression is

the ¢,-norm of coefficients,
P,(B) = AllBIIZ,
where ||B]l = V2X_, BZ, and K is the number of explanatory variables. To make the

penalty unaffected by the scales of different regressors, all regressors need to be
standardized beforehand. The ridge regression has a closed form unique solution and
shrinks the coefficients towards zero. The regularization parameter controls the level of
shrinkage. As A approaches zero, the log-likelihood function dominates the objective
function and the coefficients approach the maximum likelihood estimator. As A
approaches infinity, the penalty term dominates and the coefficients approach zero. The

larger A, the higher penalty and smaller coefficients. An advantage of shrinkage methods
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over traditional subset selection methods is that unlike subset selection methods where
the change of model is discrete, the change in penalized regression models is continuous

due to the continuity of regularization parameter. Many methods have been developed to
choose the regularization parameter, including Mallows’s C,, cross validation, AIC and

BIC. The criteria consist of two parts: One measures within sample fit and another
measures the complexity, or the degrees of freedom of the model. By choosing a proper
regularization parameter, the ridge regression estimator has smaller mean squared error
(MSE) than OLS through a combination of a larger bias and a smaller variance. However,
the ridge regression only has the shrinkage property — it cannot set any coefficient to zero
and thus cannot be used to select relevant variables.

Tibshirani (1996) proposes the least absolute selection and shrinkage operator (Lasso).
The penalty term of the Lasso is the #,-norm of coefficients,

P,(B) = B,

where ||B|l; = XX_,1Bk], and K is the number of explanatory variables. Using the
absolute value of the coefficients as penalty terms, the Lasso can shrink all coefficients
towards zero and set the coefficients of some variables to zero, thus achieving shrinkage
and selection at the same time. The regularization parameter A has similar properties as
the ridge regression. The only difference is thatas A approaches infinity, the coefficients
are all zero. Also, the Lasso does not have a closed form solution and the solution may be
non-unique. Since the Lasso estimator is continuous in A, we can draw a continuous
coefficient path for all variables from the maximum value of A where all coefficients are
zero to the minimum value of A. The methods to choose regularization parameter are the
same as the ridge regression. Although under some conditions (Zhao and Yu, 2006), the
Lasso selects relevant variables consistently, Fan and Li (2001) show that the Lasso has
several shortcomings: (1) It leads to biased estimates and tends to overshrink large
coefficients; (2) It tends to select irrelevant variables and thus has high false positive
selection rates.

In order to reduce the bias and improve selection of the Lasso, Zou (2006) introduces
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the adaptive Lasso. The idea of adaptive Lasso is to assign different weights to the penalty
terms such that large coefficients are penalized less heavily than small coefficients. The

penalty term of adaptive Lasso is the same as the Lasso but with additional weights,
P,(B) = /1211;1 Wil Bl
where w;, = 1/|B:|, K is the number of explanatory variables, and B, is a consistent

initial estimator for B,. If the initial estimator for B, approaches zero, w; approaches
infinity and the adaptive Lasso estimator for S, is zero. Zou (2006) proves that the
adaptive Lasso with the maximum likelihood estimator as initial estimator has the oracle
property under some regularity conditions. It is possible use different weight formulas and
different initial estimators while retaining the oracle property. The (adaptive) Lasso
estimator can select relevant individual variables, but does not perform well when
variables have group structure, such as dummy variables formed from a categorical
variable, or in our case, variables within each register. For variables with group structure,
rather than identifying relevant individual variables, we sometimes only want to identify
relevant groups and set the coefficients of all variables in the irrelevant groups to zero.
But in this case, the (adaptive) Lasso also selects variables of irrelevant groups.

Yuan and Lin (2006) extend the Lasso to group variable selection and introduce the
group Lasso. The idea is quite straightforward — to penalize on the group level instead of

on the individual level. Suppose that the K explanatory variables can be divided into |

groups. In each group there are A; explanatory variables denoted by g;, where k =

1,..,A;. The penalty term of group Lasso is the £;-norm of groups with £,-norm of

coefficients within each group,

PA(B) = A%_ JA I8,

where [|g;]| = fZiilﬁjzk. The weights ,/A; adjust for sizes of groups and thus all else

equal, groups with more variables will not be more likely to be selected than groups with

less variables. The group Lasso reduces to the Lasso if all groups contain only one variable
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and thus shares the similar shortcomings of the Lasso on a group level. Because the #,-
norm of coefficients is zero if and only if all the coefficients are zero, the group Lasso is
able to drop an entire group. Within a group, the penalty term allows shrinkage, but does
not allow selection on the individual level, similar to the ridge regression. So, the group
Lasso either selects or drops all variables of a group. However, in many cases, only some
variables within each group are relevant for the outcome and we want to include only
those relevant individual variables in the analysis.

In order to select relevant individual variables with group structure, Huang et al. (2009)
propose the group bridge method and further extend the Lasso to bi-level selection, which
means to select both relevant groups and relevant individual variables within those groups.
The penalty term of group bridge is a non-convex bridge penalty (Fu, 1998) applied to

groups with £;-norm of coefficients within each group,
P(B) =A%), A1
. Y
where ||ﬂ]||’1/ = (22’:1 |ﬁjk|) ,and y is the bridge penalty that is between zero and one

and set to be 1/2 in their paper. By changing the penalty for within-group individual
variables, an individual variable can be selected or omitted according to the effects from
both itself and its group. The group bridge reduces to the Lasso if the bridge penalty is set
to be one and there is only one variable in each group. Huang et al. (2009) prove the group
selection consistency, but do not prove selection consistency for individual variables
within groups. Due to the #,-type penalty, the group bridge shares similar shortcomings
of the Lasso at individual level. There exist other types of non-convex penalties, such as
SCAD (Fan and Li, 2001), MCP (Zhang, 2010), group MCP (Breheny and Huang, 2009),
etc. See Huang et al. (2012) for a survey on group selection and bi-level selection methods.

It is still not an easy task to carry out inference with the Lasso-type estimator. Existing
methods include sample splitting (Meinshausen et al., 2009), covariance test (Lockhart et
al., 2014), post-selection inference (Lee et al., 2016), etc. See Taylor and Tibshirani (2015)
for a survey. The inference method of this thesis is to use unpenalized regression models

with the selected variables, which are believed to be the relevant variables if the Lasso-
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type estimator has the oracle property (Hastie et al., 2015).

There is an extensive statistics literature about a number of variants of the Lasso that
achieve the oracle property in various settings, such as elasticity net (Zou and Hastie,
2003), sparse group Lasso (Simon et. al., 2013), fused Lasso (Tibshirani, 2005),
hierarchical Lasso (Zhao et al., 2009), etc. See two books from Biihlmann and Van De
Geer (2011) and Hastie et al. (2015) respectively for a comprehensive guide to statistical
methods for high-dimensional data, with a focus on Lasso. The Lasso-type estimators
have also been applied to various regression models, such as the standard linear regression,
proportional hazards regression, logistic regression, etc. In this thesis, we use one variant
of the Lasso that achieves selection consistency at both group level and within-group
individual variable level — adaptive group bridge applied to competing risks quantile

regression model, introduced by Ahn and Kim (2018), which is shown in chapter 5.3.

5.2  Competing Risks Quantile Regression

Koenker and Bassett (1978) introduce the quantile regression model. Instead of focusing
on the conditional mean, they estimate the conditional quantiles of the explained variable.
Quantile regression model is more complex than mean regression because it is estimated
separately for different quantiles and gives a detailed analysis of the distribution of the
explained variables. Let the conditional distribution of the explained variable Y be
Fy(y|X) =Pr(Y <y|X) and X isa N x K matrix of regressors. The t conditional
quantile of F,(y|X) is Qy(z]X) = Fy1(z1X) = inf{y: Fy(y|X) = 7}. Assume a simple

linear representation of the conditional quantile Q,(z|X) = XB(t) where B(7) is a

vector of coefficients with length K. The estimator () can be obtained by minimizing

S0 (T = gy ctigey) 0 — X(b(D) & T, po (v — x{b(1)) with respect to b(r) ,
where p;(u) = (7 — ly,<0p)u is known as the check function and 1(-) is an indicator

function.
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Quantile regression has been applied to various regression models, including linear,
nonlinear, nonparametric model with cross section, time series and panel data. Duration
data are usually censored and thus need special care. See Fitzenberger and Wilke (2015)
for a survey on quantile regression methods and Fitzenberger and Wilke (2005) on
quantile regression for duration analysis. Competing risks model refers to duration
analysis with several potential failure types, or risks for one individual and only one
failure type is observed if this observation is not censored. In this thesis there are two
competing risks where an older employee can make a transition into retirement or another
state.

Peng and Fine (2009) apply quantile regression to competing risks and introduce the
competing risks quantile regression model. Different from independent competing risks
proportional hazards model (Fine and Gray, 1999), this model can accommodate the
dependency between competing risks, and thus allow duration to be correlated through
unobservables conditional on the observables. Dlugosz and Wilke (2017) first apply this
model to German maternity duration data and find that dependent competing risks
quantile regression gives quite different results from independent competing risks
proportional hazards model. We adopt this approach to have a flexible specification of
dependencies between risks. With quantile regression, the regressors can affect
conditional quantiles differently for long or short durations. This provides flexibilities
further for heterogeneous effects on transitions for different durations or different
retirement programs, which is exactly what we observe in chapter 6.2 that many variables
play sizable roles in one’s early 60s but are not important at all afterwards.

Because we do not want to assume independent competing risks or specify a certain
type of dependence form, the data generating process is unidentified (Peterson, 1976).
The cumulative incidence curve avoids this problem by describing the distribution of
observed transitions. Because it is not the marginal distribution of durations, the

cumulative incidence curve is also known as subdistribution and cannot be higher than
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the share of observed transitions. In competing risks quantile regression, Peng and Fine
(2009) use cumulative incidence curve to define the quantiles.

Consider a model with R types of competing risks r = 1, ..., R. Let T, and C denote
event time and an independent censoring point, which in our case is the end of observation

period and is a constant. Let € = arg min,{T,} and U = min,{T,}. The observed
duration is T = min(U, C). The observed failure type is A= 1y, €. The cumulative
incidence for risk r is F.(t|X) = Pr(T, < t,A=r|X). The t conditional quantile of
E.(t)1X) is Q.(t|X) = inf{t: F.(t|X) = t}. Assume Q.(t]X) = g(XB.(r)), where

g () isaknown monotone link functionand 0 < 7, < 7 < 7; < 1. The sample analogue

of (T,A,C,X) is denoted as (t;,d;,¢c;, x;). In the case of no censoring, similar to the
linear quantile regression model, the estimator S,(tr) can be obtained by minimizing
>N p(g7(t)) — x/b(r)) with respect to b(r), where x; is a K x 1 vector of
regressors and t; = ls,—ryt; + lg5,2,9 X 00, Which is equivalent to solving equation
1 A~
N7z2Y3Y, x| (ﬂ{g_l(ti)sxgb(ﬂﬂi:r} - T) = 0. In the case of independent censoring, S, (1)

is the solutionto Sy (b(t),7) = 0, where

1V L g=1(ep<x!b(),8;=r)
Sy(b(1), T =N_EZ x| AL =R DO

=1
and G(t;) is the Kaplan-Meier estimator for Pr(C > T|X). Because Sy(b(1),7) =0

may not have an exact solution due to noncontinuity, Peng and Fine (2009) define a
generalized solution and show that the generalized solution is equivalent to minimizing

the following ¢;-type convex function
UN (b (T)P T) = Zivzl ﬂ{5i=‘r}
—ilisi=r)

_ ryN

+|m - by sy, S
+|M = b(7)' ¥V, 2x;7]

where M is a very large positive number. They prove consistency and asymptotic

g~ (t)-x;b(x)
G(t)

normality of B,(t) under some regularity conditions. Besides, they propose consistent
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variance and covariance estimators, a trimmed mean statistic to summarize the effect over
quantiles, and a constant test regarding whether a regressor has a constant effect on

cumulative incidence quantiles. The trimmed mean effect estimator is represented as
fTTLUf?(T)dT

— and a Wald-type test is derived for inference. In practice, we use Riemann sum
Uu—tL

to approximate the integral such that the estimated trimmed mean effect is %. For
the constant test, the null hypothesis is Hy: (1) = po, T € [1,,Ty], Where p, is an
unspecified constant, and a test statistic is derived following the trimmed mean.

We use the R package cmprskQR by Dlugosz (2016) and revise one function for the
estimation. See the revised function in appendix A.2. We use the exponential function as
the link function g(-). The model is estimated for t € [t,, T,] with a step size of 0.01,
where 7, is0.01 and 7, is determined automatically as a value that corresponds to an
cumulative incidence that is lower than its plateau value (Dlugosz and Wilke, 2017),

resulting from condition C4 of Peng and Fine (2009).
5.3 (Adaptive) Group Bridge in Competing Risks Quantile Regression

Ahn and Kim (2018) introduce the adaptive group bridge and apply it to competing risks
quantile regression. Similar to the change from the standard Lasso to the adaptive Lasso,
the adaptive group bridge modifies the #,-type penalty of within-group coefficients to a
weighted #, -type penalty. The setup is the same as group Lasso and group bridge

mentioned in chapter 5.1. The penalty term of adaptive group bridge is
Pﬂ(ﬂ) ] 1 ] ”lBJ”

A Y
where ||ﬂ]||’1’ = (Zkileklﬁjkl) , Wi = 7 ly, ﬂjk is an initial consistent estimator for

Bj

Bjk, wj is the individual level weight for the k" variable within group j and v > 0,

A}"” is the group level weight, and y is the bridge penalty that is between zero and one.

The group bridge is the case where v = 0.

27



Combining the adaptive group bridge penalty with the objective function of
competing risks quantile regression Uy (b(t),7) in chapter 5.2, Ahn and Kim (2018)
propose a penalized objective function

Wy (b(2),7) = Uy(b(2),7) + Py (b(2))
14
= Uy(b(0),7) + A%}, A7 (3] <|bf’<m| ) |
N( (T) T) 21_1 J <2k=1 /|B]k(‘[)|

Minimization of W) (b(7), ) itself is not easy due to the non-convexity of this function.
Similar to Huang et al. (2009), Ahn and Kim (2018) propose in Lemma 2.2 that through

variable augmentation, minimizing Wy (b(t),t) with respect to b(t) is equivalent to

minimizing Wy (b(7),8,t) with respectto (b(t),8)

6

Ta(2,0,0) = U 6@, 0+ 51 ( (1) 5 (Pl L)) +exle
j=1 Aj k=1 |/~3jk(f)| j=1"]

14
_ -\Y Aj ,
9, = AV (X j <|ﬁ1k(f)| v)
J ] ( Y ) Zk=1 /|E]k(f)|

where ¢ is the tuning parameter and a reparameterization of A. They prove that under

some conditions, in the competing risks quantile regression framework, the group bridge
selects group variables consistently; the adaptive group bridge not only selects group
variables consistently, but also selects within-group individual variables consistently, and
thus possesses the oracle property.

In the simulation study and real data analysis, Ahn and Kim (2018) set y tobe 1/2
and v to be 1. Following them, we use these values in the algorithm of solving the
minimization problem. The (adaptive) group bridge algorithm is:

1. Choose a certain quantile.

2. Use the group bridge estimator or the unpenalized competing risks quantile regression
estimator as the initial estimator Ejk(r) to compute the individual weights for

adaptive group bridge estimator. For the group bridge estimator, the individual
weights do not appear.

3. Following Friedman et al. (2010), choose a grid of 100 values for the tuning parameter
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&, that is uniformly spaced on the log scale. The upper bound is the smallest value
where none of the variables is selected and the lower bound is the upper bound over

1000. For each value of the tuning parameter, repeat the following steps for ¢t = 1, ...

until practical convergence indicated by ||3*(z) — *~*(v)||, < 0.001, and save the

estimated coefficients S(z) after practical convergence:

i (t_l)r
a) Compute Hj(t):\/Aj221=1<ﬁjk “‘/|

_ ) for all groups j =1,...,J], where
B k@

for the first iteration ﬂj(,f) (1) = B (D).

b) Solve the minimization problem of (adaptive) group bridge

Aty _ . I [Aiy4 (|pjr®
Bt(1) arbg(ir)lln Uy(b(T),T) + &, Zj:l (ej(_t)zk=1< ! /|pjk(r)|>>

. Aj
= arg(n;un UN (b (T), T) + gn Z§=1 Zkil ij|bjk(T)|
b(t
Aj
9§t)|ﬁjk(f)|.

where wj;, =

4. Now we have 100 estimates £ (t) for 100 values of the tuning parameter respectively.

To choose the optimal tuning parameter, we compute the BIC-type criterion following
Ahn and Kim (2018)"

2 A In(N

2Un(B(), 7) + Py In(K) 2,

where K is the number of explanatory variables, N is the number of observations,
and p,, isthe number of nonzero coefficients or selected variables to model degrees

of freedom. The tuning parameter that leads to the smallest criterion value gives the
optimal estimates S (7).

Notice that due to the combination of quantile regression and the variable selection
technique, both the estimates and the selected variable set change by quantile. Due to the

computational intensity, we only choose three different quantiles for estimation. After the

* Other methods exist. For example, Ahn et al. (2018) apply the generalized cross validation method following Huang et al. (2014)
to choose the tuning parameter.

29



selection process, we use the unpenalized competing risks quantile regression for
estimation and inference. Following Ahn and Kim (2018) and Peng and Fine (2009), we
explore how (adaptive) group bridge is helpful in identifying relevant registers and within-
register variables in competing risks quantile regression to obtain a complete view of the
conditional distribution of observed employment durations with exit to retirement. R code

for the (adaptive) group bridge estimator is provided in appendix A.2.
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Chapter 6
Results

In this chapter, we present and discuss the empirical results. First we look at the estimation
results from (adaptive) group bridge for three quantiles and make inference using
unpenalized competing risks quantile regression with the selected variables. Then we
present estimated coefficients and estimated cumulative incidence quantiles over equally-
spaced quantiles to have a detailed view of the conditional distribution of coefficients and

observed transitions into retirement respectively across quantiles.
6.1 (Adaptive) Group Bridge

For the (adaptive) group bridge estimation, we analyze three quantiles: 0.11, 0.25 and
0.31. For each of these quantiles, we use three selection methods: group bridge, adaptive
group bridge using group bridge as the initial estimator, and adaptive group bridge using
competing risks quantile regression as the initial estimator. Table 6.1 shows the estimation
results. Only variables that are selected by at least one of the three methods are included
in the table. The last column for each quantile is the estimation results from the
unpenalized competing risks quantile regression. For better inference, we keep only one
of the highly correlated variables, such as ‘employed: highest level’ and ‘occupation:
highest level’. We provide definition and links from Statistics Denmark of some variables
in Table A.2 in appendix A.1.

We can see that for = = 0.11, all methods select 3 registers and 10 to 15 within-
register variables. The group bridge estimator is more likely to shrink the magnitude of
the estimates compared with adaptive group bridge; however, this phenomenon is less
apparent for the other quantiles. The selection results for = = 0.25 is similar to those for

T = 0.11, yet for t = 0.31, the results change considerably, only 1 to 3 registers and 1 to
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4 within-register variables are selected. For all quantiles, adaptive group bridge with
group bridge as initial estimator has the largest model size and group bridge estimator
select the least. Estimates using (adaptive) group bridge all have the same sign for all
quantiles. Most selected variables are significant in the competing risks quantile
regression, but few have different signs. In all, all three methods reduce dimension
considerably; although the selection results change across quantiles, the selected registers
and within-register variables share some similarity; there is no clear comparison of
selection quality among the three methods; the selection results have reasonable
interpretation and are consistent with many studies.

Of the 16 registers, the education, health, crime and firm registers are not selected.
We are left with registers covering labor market, employment, population and financial
statistics. This seems to contradict some studies. But there are some explanations. First,
education is known to have ambiguous effects on retirement. Second, the sample of this
study consists of rather healthy individuals and from the data we know that only few
people have criminal records, which could explain the omission of health and crime
information. And there are actually few studies mention the effects of firm characteristics.

For the labor market register AKM, some occupation and industry variables are
selected. Except people in the energy supply industry and in work that requires the
highest-level skills, the other selected occupations and industries all have a negative sign,
suggesting higher probability of transitions into retirement. However, it seems that most
industries and occupations are not important for retirement transitions. Work experience,
unemployment experience, etc. are also not selected possibly because the sample consists
of employees with rather similar work experience and little unemployment experience.

For the population register BEF, the variable ‘date of birth’ is computed as the number
of weeks from the first week of a year to the date when one is born in order to capture the
effect of age eligibility. For example, the value of this variables is 5 if one is born on 2
February. It is selected by almost all methods and all quantiles and is highly significant,

suggesting that the employment duration is very sensitive to the date a person is born. The
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positive sign shows that people born earlier has shorter duration than those who born later
in a year, suggesting that many people retire just after they satisfy age requirement.

The variable ‘male’ is only selected by group bridge, and it appears insignificant in
all quantiles. This finding contradicts many studies which show that gender plays an
important role in retirement decisions. One reason could be that the effect of gender is
wiped out by other variables, such as occupation, industry, etc. In particular the variable
‘reference person in family’, which refers to the women in a family of heterosexual couple
and the oldest person in other families, by definition is highly correlated with gender. It is
selected for the first two quantiles and is significant for quantile 0.11. The negative
coefficient suggests that everything else equal, females or the oldest person in a family
have a higher probability of observing a transition into retirement at shorter durations.

Adaptive group bridge with group bridge as initial estimator is the only method that
includes IDAP register. There is only one variable ‘insured’ selected in this register, but it
Is highly significant in the competing risks quantile regression. This variable suggests
whether one is insured or not, but it has a confusing description in Statistics Denmark,
which makes the definition unclear. It is interesting that these methods select a variable
that does not have a clear interpretation but seems to be important and survive the tests.

Adaptive group bridge with group bridge as initial estimator does not select the
income register IND, and the other methods select within-group variables less consistently
compared with AKM and BEF. Some variables are highly correlated, such as the variable
‘AM-income’ and ‘salary income’, etc., and thus is eliminated from the unpenalized
regression. The income variables all have positive sign for all quantiles, suggesting that
people with higher income tend to work longer, corresponding to the case where
substitution effect dominates in the tradeoff between leisure and income. On the other
hand, the variable ‘property value’ has a negative sign in the competing risks quantile
regression model, showing evidence of income effect, consistent with Kallestrup-Lamb
et al. (2016). Contributions to pension schemes, the PEW in particular, have a negative

effect on employment durations for lower quantiles. Debt value is only selected by group
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