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Abstract 

The primary objective of this paper is to demonstrate the ability of data analytics in 

capturing and translating consumer opinions into sentiment identification with the 

application of automation techniques. By applying various data analytic techniques, we 

propose an effective model to retrieve consumers’ reviews from different platforms and 

transform them into useful piece of information to support the decision making process in 

organizations.  

This study focuses on the aspects of social content generated by consumers. Web 2.0, and 

social media platforms have changed the behavior of consumers on the Internet. 

Consumers are now utilizing these social platforms to express their own experience about 

products and services. These opinions carry valuable information reflecting on consumer’s 

response to the products. Consequently, there is a need for business to have an 

appropriate method to capture information from the source of data.  

To address this concern, this paper aims to explore opportunities for automation in the 

consumer opinion mining and product quality assessment. The design framework is used 

in conjunction with literature review, theoretical analysis and creative method in order to 

answer the research question “What is the effect of text mining techniques on quality 

management of Jabra, using consumers’ product reviews?” 

We use the consumer reviews and opinions about Jabra from Amazon and Bestbuy for our 

data to do the analysis of product features based on the reviews. The main concepts we 

have used for our research include social data analytics, sentiment analysis and natural 

language processing. The dataset consists of consumer reviews extracted from the two 

dominant e-commerce websites, Amazon and Bestbuy. The main tools used were Python 

and its supported library (Textblob, NLTK, sklearn and statsmodel), SQLite and QlikSense 

The result confirms the fact that social data consists of valuable insight from consumers 

and also for product quality control manager to improve product quality. Therefore, 

organizations need to focus on developing models based on these reviews to take 

advantage of the big social data. 

Keywords: text mining, social data analysis, sentiment analysis, OLS regression analysis, 

product quality assessment, business intelligence, perceived quality  
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About 

Intended audience  

The intended audience of this dissertation are individuals with a background in 

Information Technology and comparable to that. The findings of the research are valuable 

to both regular and online businesses. Knowledge of text mining methods, as that achieved 

by following an introductory course in information retrieval is expected. Training in 

Natural Language Processing (NLP) is preferable, but not a prerequisite. Last but not least, 

basic knowledge of statistical analysis helps in finding knowledgeable insights and 

patterns in the results.  

Conventions used 

 The expressions 

● “opinion mining” and “sentiment analysis”  

● “customer reviews” and “consumer generated content” 

● “consumer” and “customer” 

● “key feature” and “key performance indicator” 

will be used interchangeably to denote the purpose of determining the attitude of a 

speaker towards some topics. 

Tools 

Following tools are used in the experiments: 

Python and its supporting libraries (Textblob, sklearn, statsmodels) is the primary 

language scripting in text mining. 

Notepadd ++ and Sublime are used for Python scripting 

QlikSense Desktop is the Business Intelligence tool for data analytics and visualization  

Microsoft Excel for initial data verification and data preprocessing 
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1. Introduction  

In this chapter we will cover several areas related to the introduction of the paper. 

Section 1.1 introduces about the topic of study. Section 1.2 provides an insight towards 

the important aspects of this research delimitation. Section 1.3 is the introduction of case 

company. Section 1.4 talks about the formulation of research question. Section 1.5 

presents the primary research question along with sub-research questions. Finally, 

section 1.6 demonstrates the advanced organizer of this paper. 

1.1 Topic  

Abraham Lincoln once said “With public sentiment, nothing can fail. Without it, nothing 

can succeed.”  It is always been interesting and an important factor of decision making 

to know what opinion people carry. In this regard, a sentence or a piece of text that 

carries sentiment or opinion holds great insights for consumers and organizations. 

Therefore, information retrieval and information extraction play important roles to 

locate and extract valuable information out of unstructured data. Opinion mining stays 

the hub of information retrieval, information extraction and data mining. Many Web 

2.0 applications developed after 2004 have also created an abundance of user-

generated content from various online social media platforms such as forums, online 

groups, web blogs, social networking sites, social multimedia sites including photos 

and videos, and even virtual worlds and social games. According to Chen et al. (2012), 

in addition to everyday events, and socio-political sentiments expressed in these 

media, Web 2.0 applications can efficiently gather a large volume of timely feedback 

and opinions from a diverse customer population for different types of businesses.  

This new form of communication has revolutionized how we are interacting with 

other people, and gradually changed the behavior of consumers on the Internet. The 

increased availability of information on social platforms has changed the common 

customer into a researcher. Instead of passively retrieving information from the 

Internet before making the purchase decision, the customer can now log on to the 

Internet and review other users’ experience about specific products or how a company 

handles its customer service. The more information available, the more likely the 

customer will make the buying decision that fits his or her needs. Similarly, he or she 
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will also be encouraged to express their own experience about products and services 

on social platforms.  

The emergence of customer-generated content on various platforms offers great 

opportunity for researchers and practitioners to listen to the voice of customers, 

employees and the media. The challenge that comes along is that the data is 

unstructured but often it contains rich information like opinions and behavioral 

information about customers. This information is of great value for organizations to 

consider during market research and product development strategies. 

These customer reviews are such informative source of data that organizations can 

take advantage of them and derive valuable information, which can be further 

interpreted to customer satisfaction level and product quality assessment. In order to 

tackle with this context, enterprise systems need to address the need of numerous 

customers, each having unique perspectives towards the product quality and 

functionalities. 

In order to efficiently address the opinions of countless consumers, system analysts 

must take into account a wide variety of consumer preferences, not only from existing 

consumers, but also from potential ones. Organizations can utilize the content, either 

to do manual analysis of data or perform content analytics using text analytics 

technology to gain insights into customer sentiment and behavior.  

Traditionally, companies can use several methods like interviews or questionnaires so 

that they can have direct contact with their customers and listen to them. However, 

these conventional methods explicitly show critical disadvantages in the development 

of public opinions due to the fact that they are unable to be performed on a large-scale. 

Although information provided by surveys and interviews is highly tailored for 

customer opinions discovery purpose, it is not feasible to interview more than a few 

dozens of customers, or several thousands in case of questionnaires.  

The alternative method to collect opinions from public via the Internet has been 

popular lately. Deep analysis into various customer opinions would provide a solid 

foundation for companies to evaluate their product quality and create better designs 

so as to satisfy customers’ increasing demands in the future. 



 

Page | 10  
 

Master dissertation  Summer 2017 

Social data has become one of the largest data banks available to companies looking to 

learn more about their customers. This source of data could reflect the most updated 

trends and real-time opinions of the public. Moreover, these social platforms provide a 

low-cost and easily accessible source of data for consumer value analysis. However, it 

is such a challenge to filter and extract useful piece of information from data due to the 

fact that the results can be skewed because current technology has trouble picking up 

on tone, slang and nuances such as sarcasm when trying to interpret text data.  

In addition, processing social data and extracting useful piece of information from 

consumer opinions cannot be done purely on manual basis due to the large amount of 

data (Zeng et al, 2010). Therefore, the primary objective of this paper is to 

demonstrate the ability of data analytics in capturing and translating consumer 

opinions into sentiment identification with the application of automation techniques. 

By applying various data analytics techniques, we would like to propose an effective 

model to transform consumer reviews into useful piece of information to support the 

decision making process in organizations.  

The model developed in this dissertation is demonstrated in a case study, where social 

data related to our primary data point (Jabra products) is retrieved primarily from 

popular e-commerce websites such as Amazon.com or Bestbuy, and then analyzed by a 

set of text mining techniques. With the prominence of these websites, we can collect 

various consumers’ opinions about Jabra products, so as to assess and evaluate the 

quality of their product features.  

Thus, by applying text mining techniques, our paper demonstrates the ability of social 

data that can help companies have an overall evaluation about their current product 

quality. The result of this experiment can also help the case company with 

recommended features so as to take into consideration for future product strategy.  
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1.2 Delimitations 

The intention for this dissertation is to analyze the social media customer reviews 

from Web such as Amazon.com, in order to capture customers' feedback regarding 

their experience with Jabra’s product and product features. We also want to perform 

sentiment analysis based on the customers' opinions, and make use of the results to 

help management team at Jabra make informed decisions regarding product quality 

and development. In order to explain the delimitation or scope of this study, we have 

divided it under three main subheadings; Importance, Business relevance and 

Motivation. 

1.2.1 Importance  

Before the advent of the Internet, it was the premise of Customer Relationship 

Management tools, that the organizations could manage relationship with their 

customers to maximize lifetime value. However, this objective only benefits the 

organizations. Presently,  social media and other new technologies have empowered 

consumers and enabled them to filter out advertising and messages, compare prices 

with competitors from anywhere with mobile devices, and distribute positive or 

negative brand messages to a global audience. 

As a result, many companies attempt to engage social media in their customer 

acquisition efforts beginning by uploading advertising spots on YouTube, running 

promotions on Facebook, or providing information about their products on Wikipedia 

(Malthouse et al., 2013). These actions can help companies create awareness and 

change attitudes among prospective customers, thereby, contributing to the 

acquisition of new customers.  

According to Chen et al. (2012), recently data analytics have been used to describe the 

data sets and analytical techniques in applications that are so large (from terabytes to 

exabytes) and complex that they require advanced and unique data storage, 

management, analysis, and visualization technologies. Chen et al. (2012),  further 

argue that web intelligence, web analytics, and the user-generated content collected 

through Web 2.0-based social and crowd-sourcing systems (Doan et al. 2011; O’Reilly 

2005) have ushered in a new and exciting era of business intelligence and analytics 

(BI&A) research in the 2000s, centered on text and web analytics for unstructured 
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web contents.  

The term business intelligence (BI) became a popular term in the business and IT 

communities only in the 1990s. However, Davenport (2006) as cited in Chen et al. 

(2012) posit that it was in the late 2000s, that the term business analytics was 

introduced to represent the key analytical component in BI. 

1.2.2 Business Relevance  

According to Popescu & Etzioni (2005), the Web contains a wealth of opinions about 

products, politicians, and more, which are expressed in newsgroup posts, review sites, 

and elsewhere. Product reviews on Websites such as Amazon.com often associate 

metadata with each review indicating how positive (or negative) using a 5-star scale, 

and also rank products by how they rate in the reviews at the site.  

Organizations selling products on the Web motivate their customers to share their 

opinions and hands-on experiences on products they have purchased. According to Jin 

et al. (2009), unfortunately, reading through all customer reviews is difficult, 

especially for popular items, where the number of reviews can be up to hundreds or 

even thousands. This makes it difficult not only for a potential customer to read them 

to make an informed decision about the product, but also for the organization to take 

these product reviews into consideration and use these reviews to improve product 

quality and customer satisfaction. Jin et al (2009) argue that, to overcome the problem 

of reading reviews and learning from customer experience, “opinion mining” has seen 

increasing attention over the last few years.  

Analyzing the online user generated content is not only for the marketing practice, as 

for many organizations it is the key step in design and development of new products 

and repositioning of existing products. These consumer reviews not only identify the 

physical product and attributes but also provide a significant insight into the quality of 

services and support.  

Our aim for the analysis of online product reviews is to support managerial decision 

making in at least two ways. First, the reviews can serve as a filter for other attribute 

elicitation methods; attributes that experts and also customers identify may have 

more importance for purposes of product marketing and design. Second, our approach 
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can identify significant attributes that experts otherwise overlook. Due to the 

customer’s ability to write comments as online product reviews, it provide greater 

insight for the organization as they carry information about what product or attribute 

customers like or dislike along with the reason as why.  

1.2.3 Motivation 

Customers’ motivation 

The low cost of IT technology and availability of the Internet contribute towards the 

huge amount of information generated every second. The transition of easy to use 

technology  have all the facilities necessary for easy installation, content publication 

and edition, enabling a common user to publish online content without being a 

computer expert or a programmer. Due to the availability and ease of use, the number 

of active users has increased dramatically, resulting in huge amount of content 

generated by users. Moreover, the concept of Web 2.0 has changed passive users of 

technology into active participants of online social communities and forums. 

Digital Motivation 

To meet the new demand of digitization, most existing platforms like social networks, 

web magazines, newspapers and e-commerce change their systems to comply with 

new design standards that are introduced by Web 2.0. Among other things, Web 2.0 

provides a common space allowing interaction of users through the exchange of 

opinions and experiences. As a result, huge amount of data has been produced by 

users, a valuable content that can be extremely useful as primary or complementary 

source of information. The content in the form of comments, discussion or opinion is 

unstructured data that needs to go through a process of extraction, filtering and 

specialized techniques to analyze it and extract meaningful information. 

Research Motivation 

The huge amount of data available in form of customer generated content needs 

special attention as how to handle information overload and ensure that the user will 

have access to the best sources with the least effort. Recently, a lot of attention has 

been paid to the amount of user-generated content especially the e-commerce sector 

is the most affected one by the amount of data produced by customers. Customer’s 
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opinions represent a valuable unique type of information which should not be ignored 

by the research community.  

Business Motivation 

From customer’s perspective, mining others’ opinions before purchasing a product is a 

common behavior long before the trend started on the Internet. However, from the 

business perspective, receiving consumer’s feedback can greatly improve its strategies 

in order to increase profits and customer satisfaction. Usually, websites allow 

customers to rank their products or write an opinion. However, the product ranking 

lacks that depth of information as compared to an opinion in the form of text that can 

portray better reality of the customer experience. 

The potential response to consumer reviews includes complaints, product experience 

and satisfactory or unsatisfactory word of mouth about the product or retailer. 

Traditionally, organizations have been interested in customer satisfaction, and the 

reason why customers continue to purchase those products with which they are 

satisfied (Hallowell, 1996). Customers tell others about particularly pleasing products, 

and this may influence the brand perceptions of those with whom they communicate. 

However, the aspect of consumer dissatisfaction needs to be considered in order to 

improve the product quality and maintain long lasting relationship with satisfied 

customers. Hallowell (1996) believes that the potential impact of customer reviews 

can be quite significant on the product success, as the dissatisfied customers would 

spread the word about their experience.  

Dissertations’ Motivation 

Despite this widespread belief about the importance of online generated content, 

there is little focus on literature documenting that community content plays important 

role in consumer decision making. It seems that such a finding is a necessary 

prerequisite for content provision to be a profitable strategy. Thus, this study 

emphasizes the need of special mechanisms that aims to provide the organizations 

with better ways to take full advantage of consumer generated content. 

In this dissertation, we would like to examine the effect of consumer reviews on Jabra 

product development pattern. This paper evaluates the reviews that can be used by 

Jabra quality management to improve the product quality and comfort of audio device. 
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Consumers’ experience and experience for audio device are investigated through 

consumer reviews based on Amazon.com and Bestbuy. It is hoped that these reviews 

and customer experience will provide insights to Jabra management to 

improve/maintain product quality. 

1.3 Case Company Introduction 

Jabra is a pioneering innovator of new sound experiences from wired to wireless 

headsets for mobile users, contact centers and office-based users. Jabra Corporation is 

a premium brand of GN group. According to Wikipedia, Jabra Corporation has among 

its roots Norcom Electronics Corporation, a Utah corporation founded in 1983 by 

inventor/entrepreneur Elwood "Woody" Norris. From its inception, Norcom was 

engaged in the development of ear-radio and ear-microphone technologies. Jabra 

Corporation was founded on January 3, 1993. Jabra developed the first in-ear 

integrated microphone and speaker, invented and patented EarGels, developed DSP 

based echo and noise cancellation technologies, became the first company to tune a 

headset over-the-air, and created the market segment category for mobile headsets 

with its Motorola StarTac product. In 1996, the company acquired operations in 

Scotland to lead its push into Bluetooth technology. In September 2000, Jabra 

Corporation was acquired by GN Netcom, a division of the Danish company GN Great 

Nordic, the latter founded in 1869 as the Great Northern Telegraph Company is listed 

on NASDAQ Copenhagen. 

In 2006, GN Netcom consolidated its Contact Center and Office (CC&O) headset 

division under the Jabra brand. This was followed by a restructuring in 2008, which 

established two distinct divisions within Jabra; CC&O and Mobile. This restructuring 

thus facilitated a greater focus on business-to-business and consumer markets 

respectively.  
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1.4 Problem Formulation 

This study aims at analyzing consumer opinions about Jabra products aspects that are 

usually posted and discussed on popular e-commerce websites. Although most retail 

stores encourage their consumers to write product reviews on their websites, 

consumer communication is no longer limited to one medium only. Similarly, beyond 

the Jabra’s open platform for user reviews and rating, a number of consumer’s reviews 

can be retrieved from common e-commerce websites. Empowered by the Web 2.0, 

modern consumers are now easy to share their experience and reviews, reaffirming 

their active roles and participation in the consumer communication and experience 

sharing. It also contributes to the transformation of purchasing process, where 

consumer is now playing the decisive role. This shift has brought companies involving 

in the process to expose to a new challenge of understanding their consumer 

expectations, which recently vary on different platforms. By having deep insights into 

various consumer experiences, the companies can have an exact evaluation of their 

product quality, and perhaps design better system functionalities in future product 

release.  

Based on explained above insights regarding consumer reviews and ease of use 

related to social platforms, this study will focus the aspects of social content generated 

by consumers. We would like to use this data to firstly perform the sentiment analysis 

about particular product features that customers give comments on social platforms. 

After that, we would also like to evaluate specific features with their sentimental value, 

and assess the quality of their product features. We believe that this result would be 

beneficial for the case company in their product quality assessment.    

1.5 Research Question(s) 

In the light of the research problem, the following research question is formulated: 

“What is the effect of text mining techniques on quality management of Jabra, using 

consumers’ product reviews?” 

The major steps of this process as presented in the research problem proposes sub-

research questions to be derived from research question as follows: 

● What is the effect of automation techniques using text mining on evaluating 
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consumer sentiment? 

● What is the effect of automation techniques on the process of extracting key 

features from reviews? 

Answers to the aforementioned sub-questions solves a portion of the research 

problem by highlighting the chances for automation within the process, as well as 

providing analysts with insights to address the primary research question.  
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1.6 Advanced Organizer/ Dissertation Structure 

The structure of this dissertation report is organized as follows.  

Chapter 1 provides a brief introduction about the overall background of the 

dissertation. 

In chapter 2, we present the conceptual frameworks applied for our experiments to 

help understand research question and data analytics methods and techniques. 

In chapter 3, we present the practical relevance of our experiment by explaining 

related academic articles performed similar research and similar data analytics 

methods in the past. 

Chapter 4 is our explanation for methodology chosen for our dissertation.  

In chapter 5, we present the results from the experiments.  

In chapter 6, we discuss the outcome of our experiments in light of conceptual 

framework. 

In chapter 7, we answer our research question and present the implications of our 

study, its limitations and suggestions for further analysis.  Finally, we conclude  the  

paper  reflecting  back  on  the  different  processes  performed,  while offering an 

evaluative summary with final remarks. 
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2. Conceptual Framework  

In this chapter, we would like to explore opinion mining and related concepts in order to 

understand its importance for the sake of answering our research question. The concepts 

are focused on e-commerce; however, the same principles can be used in many different 

domains that are likely to admit opinions. The concepts and techniques related to data 

analytics are also discussed below in this chapter. 

2.1 Concepts that help understand the research question  

2.1.1 Social media and two way communication 

Kaplan and Haenlein (2010), describe that the era of social media probably started 

about 20 years ago, however, the accessibility and high speed of the Internet has 

immensely increased the popularity of social networking sites. This led to the term 

“social media” and contributes to the importance that it has today (Kaplan and 

Haenlein, 2010). Authors explain that Web 2.0 is considered as the platform for the 

evolution of social media and user generated content and can be seen as the sum of all 

the ways in which people use social media. 

According to Organization for Economic Operations and Development (OECD, 2007) 

(as cited in Kaplan and Haenlein 2010) the user generated content needs to fulfill 

three basic requirements in order to be considered as such; First of all, it needs to be 

published either on a publicly accessible website or on a social networking site, 

accessible to a selected group of people; second, it is important that the content shows 

a certain amount of creative effort; and last but not the least, it must be created 

outside of professional routines and practices. Based on the knowledge about Web 2.0 

and user generated content, a clearer and more precise definition of social media was 

derived by Kaplan and Haenlein (2010). “Social media is a group of Internet based 

applications that build on the ideological and technological foundations of Web 2.0, and 

that allow the exchange and creation of user generated content”.  

The principle of social media branding relies on the word of mouth idea, where online 

media users speak about e.g. brands and products. These conversations could help to 

differentiate and understand the brand. The affordance of social media includes 
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features and the themes of the content, which is “shared and spoke about” by the 

audience (Kaplan & Haenlein, 2010). 

The unique characteristics of social media have empowered users with active role and 

participation on the online platforms resulting in changing the process of market 

communication. Ketter and Avraham (2012), explain that before the advent of social 

media’s innovative marketing techniques, the marketing campaigns and models were 

based on the linear model of communication with a top-down flow of information. The 

techniques focused on sources e.g. T.V or Radio, to deliver a well-chosen message to a 

rather passive audience, using selective channels and aiming for a specific 

consequence (Ketter and Avraham 2012). However, the role of the user has shifted as 

active producer of content after the digital shift of Web 2.0, where a new approach 

began and consumer also act as active sources that can create and distribute product 

reviews and experience messages. 

2.1.2 Word of mouth & User generated content  

According to Chevalier & Mayzlin (2006), online user reviews have become an 

important source of information to consumers, substituting and complementing other 

forms of business-to-consumer and offline word-of-mouth communication about 

product quality. Consequently, many managers believe that a Website must provide 

community content to build brand loyalty (Fingar, Kumar, and Sharma 2000; 

McWilliam 2000 as cited in Chevalier Mayzlin 2006).  

Lange-Faria & Elliot (2012), define social media by the idea of allowing many users of  

the Internet to access, share, collaborate and update web content. The definition is 

rooted in community; users may engage, collaborate and share with others in real time 

(in the case of virtual and mobile technologies) without constraint of time or 

geography. The authors argue that user generated content is quickly becoming the 

source for credible information with social media becoming the primary medium by 

which information is shared. Search engine results particularly show social media 

sites and opinions of people in the form of user generated content is primary vehicle 

by which the consumers judge the products (O’Connor, P., Wang, Y., & Li, X. 2011 as 

cited in Lange-faria & Elliot 2012). 
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According to Li and Hitt (2008), the term word-of-mouth has long been recognized as 

a major driver of product sales, as it not only increases consumer awareness, but it 

may also be one of the only reliable sources of information about the quality of 

experience goods (i.e., products not easily characterized prior to consumption). With 

the development of the Internet, word-of-mouth has moved beyond small groups and 

communities to being freely available through large-scale consumer networks (Avery 

et al. 1999 as cited in Li & Hitt 2008). These networks have magnified the depth and 

span of word-of-mouth to an unprecedented scale. Online opinion and consumer 

review sites have correspondingly changed the way consumers shop, enhancing the 

traditional sources of consumer information such as advertising. Li & Hitt (2008) 

support their argument that a survey of 5,500 Web consumers conducted by BizRate, 

44% of respondents said they had consulted opinion sites before making a purchase 

and 59% considered consumer-generated reviews more valuable than expert reviews. 

In some product categories such as electronics, surveys suggest that online review 

sites have a greater influence on product purchase decisions than any other sources 

(DoubleClick 2004 as cited. in Li & Hitt 2008).  

As mentioned by Dellarocas (2006), one reason why consumer generated reviews may 

not represent actual product quality is due to “forum manipulation,” in which firms 

hire professional reviewers or may encourage friends and colleagues to artificially 

boost the ratings of their products.  His results suggest that even in the presence of 

manipulation, reviews are still informative because producers of the highest-quality 

products also receive the greatest benefit from manipulation. 

2.1.3 Credibility of online customer reviews 

In order to study the effect of online customer reviews Mudambi & Schuff (2010), 

explain that customer reviews are increasingly available online for a wide range of 

products and services. These reviews supplement other information provided by 

electronic storefronts such as product descriptions, reviews from experts, and 

personalized advice generated by automated recommendation systems. These reviews 

play a vital role in consumer decision making, so it is important to understand what 

makes these reviews credible information both for consumers to base their purchase 

decision and the organization, in order to base their product development and 

marketing decisions (Mudambi & Schuff 2010).  
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Authors claim that the review depth has a greater positive effect on the helpfulness of 

the review for search of products than for service goods. Mudambi & Schuff (2010), 

explain that online customer reviews can be defined as peer-generated product 

evaluations posted on company or third party websites. Retail websites also offer 

consumers the opportunity to post product reviews with content in the form of 

numerical star ratings (usually ranging from 1 to 5 stars) and open-ended customer-

authored comments about the product. Leading online retailers such as Amazon.com 

have enabled consumers to submit product reviews for many years. Mudambi & Schuff 

(2010), further add that some other firms choose to buy customer reviews from 

Amazon.com or other Websites and post the reviews on their own electronic 

storefronts. In this way, the reviews themselves provide an additional revenue stream 

for Amazon and other online retailers.  

Kumar & Benbasat (2006) posit that the bond between company and its customers 

can be examined along two distinct relationship orientations—transactional and social 

(Clark et al. 1986, Mathwick 2002 as cited in Kumar & Benbasat 2006). The 

transactional orientation focuses on the utilitarian nature of the relationship between 

a customer and the company (e.g., usefulness), and the social focuses on the relational 

nature that is exemplified by feelings of intimacy and warmth (e.g., social presence). 

Research has suggested that a website’s support for personalization is a key feature 

that can play a significant role in enhancing its customers’ shopping experience. 

Kumar & Benbasat (2006) explain the term personalization in the context of online 

shopping as providing information and applications that are matched to the interests, 

roles, and needs of a visitor to a website. 

2.1.4 Perceived Quality 

Tsiotsou (2006), define perceived quality as the consumer’s judgment about a 

product’s overall excellence and superiority. According to Zeithaml (1988), perceived 

quality differs from objective quality. Perceived product quality is a global assessment 

characterized by a high abstraction level and refers to a specific consumption setting. 

The term "objective quality" is related closely to the concepts used to describe 

technical superiority of a product. As Tsiotsou (2006) describes that the objective 

quality refers to the actual technical excellence of the product that can be verified and 

measured. However, Zeithaml (1988), argues that objective quality may not exist 
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because all quality is perceived by someone, who can be a consumer or manager or 

researcher.  However, the concept of quality might be perceived differently as what is 

important to managers might be different from consumer’s view. Zeithaml (1988), 

describes that a research study for General Electric, points out striking differences 

between consumer and manager perceptions of appliance quality. In his paper, 

Zeithaml (1988), explains that when managers were asked how consumers perceive 

quality, managers listed workmanship, performance, and form as critical components. 

However, consumers actually keyed in on different components: appearance, 

cleanability and durability.  

Olshavsky (1985), defines the ability to infer quality from specific attributes as 

"surrogate-based preference forming behavior" and cites examples of product 

categories in which a given surrogate is highly associated with quality, for example, 

size signals quality in stereo speakers or style signals quality in cars and clothes. 

Olshavsky (1985) explains in his paper that in the consumer perceived quality study, 

consumers repeatedly associated quality in fruit juices with purity as 100% fruit juice 

with no sugar added or freshness. In these examples, one or a few attributes from the 

total set of attributes appear to serve as reliable indicators of product quality. 

Olshavsky (1985), admits that generalizing about quality across products has been 

difficult for managers and researchers, as attributes that define quality in fruit juice 

are not the same as those indicating quality in washing machines or automobiles. Even 

within a product category, specific attributes may provide different signals about 

quality. Zeithaml (1988), argues that research shows that there are several indicators 

of perceived quality, as long term advertising appears to function as an alternate for 

quality when the consumer has inadequate information about intrinsic attributes. 

Brand names also serve as “shorthand” for perceived quality products.  

Zeithaml (1988) points that consumers’ perceived quality depending on different 

stages of product purchase process. The perceived quality of the product before 

purchase; at time of product involvement and purchase intention, might be different 

than after purchase and user experience  also called customer satisfaction. 

  



 

Page | 23  
 

Master dissertation  Summer 2017 

2.1.5 Customer satisfaction 

According to Tsiotsou (2006), customer's satisfaction has been considered one of the 

most important constructs, and one of the main goals in marketing (Morgan et al., 

1996; McQuitty et al., 2000 & Erevelles and Leavitt, 1992). Satisfaction plays a central 

role in marketing because it is a good predictor of purchase behaviour that includes 

repurchase, purchase intentions, brand choice and switching products behaviour 

(McQuitty et al., 2000 as cited in Tsiotsou, 2006). Due to the topic's importance, 

various theories and models have been developed in an effort to define the construct 

and explain satisfaction during different products/services and consumption stages. 

Tsiotsou (2006) claims that satisfaction is an important predictor of customer loyalty 

leading towards strong customer relationship. The strength of the relationship 

between the customer and product developer is strongly influenced by customer 

characteristics such as variety seeking, income and demographic variables like 

education and age. Tsiotsou (2006) explains that satisfied customers tend to use a 

service more often than those not satisfied as they present a stronger repurchase 

intention, and they recommend the service to their acquaintances. 

2.1.6 Automated market research 

According to Lee & Bradlow (2011) marketing research, the set of methods to collect 

and draw inferences from market-level customer and business information, has been 

the lifeblood of the field of marketing practice and the focus of organizations. Lee & 

Bradlow (2011), argue that from practical perspective, this has brought forward the 

“stalwarts and toolbox” of the marketing researcher, including methods such as 

preference data collection using conjoint analysis (Green and Srinivasan 1978 cited in 

Lee & Bradlow 2011) inferring market structure through multidimensional scaling 

(Elrod 1988, 1991; Elrod et al. 2002 cited in Lee & Bradlow 2011), inferring market 

segments through clustering routines (DeSarbo, Howard, and Jedidi 1991 cited in Lee 

& Bradlow 2011), or simply understanding the sentiment and “voice of the consumer” 

(VOC; Griffin and Hauser 1993 cited in Lee & Bradlow 2011). Although these methods 

are here to stay, the radical changes resulting from the Internet and user-generated 

media promise to fundamentally alter the data and collection methods used to 

perform these methods. 
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Lee & Bradlow (2011), describe that automated market research is a text-mining 

algorithm for analyzing online customer reviews to facilitate the analysis of market 

structure in two ways. First, the voice of consumer, as presented in user-generated 

comments, provides a simple, principled approach to generating and selecting product 

attributes for market structure analysis. Second, the bulk of opinion, as represented in 

the continuous stream of reviews over time, provides practical grounds to shift from 

traditional approaches such as surveys and focus groups for conducting brand 

sentiment analysis and can be done continuously, automatically, inexpensively, and in 

real time (Lee & Bradlow 2011).  

2.2 Concepts that inform about the data analytics 

methods and techniques  

2.2.1 Sentiment analysis or opinion mining 

Richins (1983) emphasizes that the opinion mining tool aims to mine customer 

reviews of a product or attribute and extract high detailed product entities on which 

reviewers express their opinions. Opinion expressions are identified and opinion 

orientations for each recognized product entity are classified as positive or negative. 

The impact of user generated content opinion mining is great from consumer 

perspective as well as business perspective. The recommendations and consumer 

reviews on customers’ products provide significant information about customer 

satisfaction and product performance in the market. Organizations can leverage great 

benefit by taking these reviews into consideration while tracking business 

performance. 

The basic task of opinion mining is polarity classification. Polarity classification occurs 

when a piece of text stating an opinion on a single issue is classified as one of two 

opposing sentiments. Equivalently, sentiment analysis is the process of identifying the 

polarity of opinion in a given stream of text (Pang et al. 2008). It uses natural language 

processing, text analytics and computational techniques to automate the extraction or 

classification of sentiment from sentiment reviews. The opinions, emotions and 

evaluations captured in the text is often classified to distinct labels named positive, 

neutral or negative (Wilson et al, 2005).  The primary goal of sentiment analysis is to 



 

Page | 25  
 

Master dissertation  Summer 2017 

analyze the reviews and examine the scores of sentiments (Hussein, 2016). Pang & Lee 

(2004) claim that the purpose of sentiment analysis is to seek the viewpoint that is 

underlying a text span; for example, extracting the meaning behind “thumbs up” or 

“like” to determine the sentiment. They further explain that the idea of “what other 

people think” has always been an important piece of information for most of us during 

decision-making process.  

There exist multiple approaches to sentiment analysis (Cambria et al, 2012). For 

example word spotting, which is based on the presence of unambiguous words like 

happy, sad, great and awful; or statistical methods, which calculates the polarity of 

keywords and co-occurrence frequency based on a large training corpus. Depending 

on the level at which the analysis is made in the text, sentiment analysis techniques 

can be divided into three categories: document level, sentence level and entity/aspect 

level (Rodrigues, 2016). According to Hussein (2016), the highest technique usage in 

the theoretical type of sentiment analysis is parts-of-speech (POS) tagging and lexicon-

based techniques, while n-gram technique is the highest technique used in the 

technical type.  

2.2.2 Content Analysis 

Krippendorff (2004), posits that the term content analysis is about 60 years old. 

According to the author, Webster's Dictionary of the English Language included the 

term in its 1961 edition, defining it as "analysis of the manifest and latent content of a 

body of material such as a book or film through classification, tabulation, and evaluation 

of its key symbols and themes in order to ascertain its meaning and probable effect”. The 

intellectual roots of content analysis, however, can be traced far back in human 

history, to the beginning of the conscious use of symbols and voice, especially in 

writing.  

According to Krippendorff (2004) content analysis is a research technique for making 

replicable and valid inferences from texts to the contexts of their use. During 1950s 

researchers witnessed considerable interest in mechanical translation, mechanical 

abstraction, and information retrieval systems. The large volumes of written 

documents to be processed in content analysis and the repetitiveness of the coding 
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involved, made the computer a natural but also a difficult ally of the content analyst. 

The development of software for data processing stimulated new areas of exploration, 

such as information retrieval, information systems, computational stylistics (Sedelow 

& Sedelow, 1966 as cited in Krippendorff. 2004), computational linguistics, word 

processing technology, and computational content analysis.   

Content analysis has evolved into a repertoire of methods of research that promises to 

yield inferences from all kinds of verbal, pictorial, symbolic, and communication data. 

Krippendorff (2004) proposes a conceptual framework for content analysis within 

which that role becomes clear. This framework is intended to serve three purposes: Its 

prescriptive purpose is to guide the conceptualization and design of practical content 

analytic research; its analytical purpose is to facilitate the critical examination and 

comparison of the published content analyses; and its methodological purpose is to 

point to performance criteria and precautionary standards that researchers can apply 

in evaluating ongoing content analyses.  

2.2.3 Text analytics and Natural language processing (NLP) 

Text analytics refers to the process of deriving high-quality information from text. Text 

analytics works by transforming words and phrases from unstructured data into 

numerical values which, then can be further processed by traditional mining 

techniques. NLP is an area of research which examines the ability of computers in 

understanding and manipulating natural human languages. NLP is closely linked to 

other fields of science, such as linguistics, cognitive science, psychology and 

philosophy. NLP is proved to have a significant number of applications and among 

them; customer experience management is a big application for retail industry. E-

commerce companies enjoy a large base of customers who increasingly express their 

needs, attitudes, preferences and frustrations online. Social platform listening has 

become an important tool for e-retailers who want to understand consumer shopping 

habits, predict product demand or monitor trends to create sticky marketing 

messages. 
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2.2.4 Business Intelligence 

According to Golfarelli et al., (2004) business intelligence can be defined as the process 

of turning data into information and then into knowledge. The knowledge gained from 

business intelligence is usually about customer needs, customers decision making 

processes, industrial environment, and general economic, technological, and cultural 

trends. Negash (2004) defined a business intelligence system as a combination of data 

gathering, data storage, and knowledge management with analytical tools, in order to 

support planners and decision makers with complex internal and competitive 

information. This means that a good business intelligence system would be able to 

facilitate management team with actionable information at the right time and right 

place.  

2.2.5 Term Frequency - Inversed Document Frequency (TF-IDF) 

The TF-IDF is one of the most common methods that data analysts use to evaluate the 

importance of words/phrases in regards to the document within a corpus. It is a 

numerical statistic value that reflects how important a word is towards a document in 

the context of a corpus. It is usually used as a weighting factor in information retrieval 

and text mining. 

The TF-IDF is in fact a production of two statistics, term frequency and inversed 

document frequency, which have various methods to calculate. Term frequency refers 

to how frequent a term appears in the sentence, while the inversed document 

frequency is a measure of how much information the word provides, that is, whether 

the term is common or rare across all documents. The TF-IDF value of a corresponding 

term must therefore be higher when this term occurs frequently in a particular 

document, but it must also occur rarely in the whole set of documents examined. 

According to Chen (2016), TF-IDF has a disadvantage of creating a bias that frequent 

terms highly related to a specific domain are typically identified as noise, thus leading 

to the development of lower term weights. It is due to the fact that the traditional TF-

IDF method is not specifically designed to address large corpus. However, this bias can 

be overcome, provided that the class labels are prepared in advance. Considering our 

dataset which contains approximately 3,000 reviews with predefined labels, we can 

use TF-IDF as an appropriate method for term weighting.  
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2.2.6 Part-of-speech (POS) tagging  

According to Mitkov (2005), Part-Of-Speech, or POS tagging is, as the name implies, 

the process of assigning a part-of-speech, such as noun, verb, adjective, etc., to each 

word in a sentence. For the purpose of this study we applied part of speech 

information to deduce the opinion and subjective information from the given text. 

Adjective and verbs play an important role in deducing the subjective information 

since they reflect the qualitative judgment about a text.  After tagging part-of-speech 

we apply our algorithm and based on the score we get from both the positive and 

negative model, we deduce the nature of the opinion.  

2.2.7 Ordinary Least Squared (OLS) Regression Analysis 

Dismuke & Lindrooth (2006), mention that OLS regression analysis is one of the most 

common techniques used in multivariate analysis. OLS regression is defined as a 

generalized linear modelling technique that may be used to model a single response 

variable which has been recorded on at least an interval scale (Moutinho & Hutcheson, 

2011).  It is a method that helps analysts estimate the unknown parameters in a linear 

regression model. It has the primary goal of minimizing the sum of squares of 

differences between observed responses and those predicted by a linear function of a 

set of explanatory variables. The technique may be applied to single or multiple 

explanatory variables and also categorical explanatory variables that have been 

appropriately coded. OLS regression is particularly powerful as it relatively easy to 

also check the model assumption using simple graphical methods (Hutcheson & 

Sofroniou, 1999).  

In an OLS regression analysis, there are dependent and independent variables. A 

dependent variable is denoted as Y in a regression model, and it is presented on the 

left-hand side. The independent variables are usually a series of Xis. The general 

expression of OLS regression is as follows: 
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Figure 1 - General expression of OLS regression 

In relation to the result of OLS regression analysis, there is a factor that needs to be 

carefully interpreted, which is the coefficient. It is in fact a measure of the linear 

correlation between two variables X and Y. It has a value between +1 and −1, where 1 is 

total positive linear correlation, 0 is no linear correlation, and −1 is total negative linear 

correlation. This factor helps analysts identify the correlation between the explanatory 

variables and the predicted variables.  

2.2.8 Data visualization 

Data visualization for example, charts, graphs or informatics is an effective method to 

communicate important information to audience at a first glance. For text-based data, 

the most commonly used method for data visualization is word cloud. Word cloud (or 

tag cloud) is used for visually summarizing large amounts of text aesthetically using 

various font sizes and color of words to map with the word frequency, popularity or 

importance (Wang et al., 2014). It has received high attention from both researchers 

and industry, and widely used in both business and research, like Wordle, TagItOut or 

TIRRA (Liu et al., 2012)  
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3. Previous Work 

In this chapter we would like to briefly discuss the concepts and theories used in our 

dissertation, in light of earlier research. 

Our work is closely related to Dave, Lawrence & Pennock’s (2003), Li & Hitt (2008), 

Morinaga et al.(2002), Liu & Hu (2004) and similar works on semantic classification of 

reviews. Using available training corpus from some Websites, where each review 

already has a class e.g., thumbs-up and thumbs-downs, or some other quantitative or 

binary ratings, the above mentioned researchers designed and experimented a 

number of methods for building sentiment classifiers. They also used their classifiers 

to classify sentences obtained from Web search results, which are obtained by a 

search engine. 

Our study is based on Liu & Hu (2004); we are interested in features of the product 

that customers have opinions on and also whether the opinions are positive or 

negative. We do not summarize the reviews by selecting or rewriting a subset of the 

original sentences from the reviews to capture their main points as in traditional text 

summarization. We make use of both data mining and natural language processing 

techniques to perform this task and also present a comparative evaluation based on 

Liu & Hu (2004).  

3.1 Academic Articles on the Case Company’s Industry 

Sector 

The research in the field of data mining and sentiment analysis is quite vast. 

Nonetheless, the research in the area of customer opinions about headphone and 

headset industry is still untouched as it is very difficult to find work focusing on the 

area of opinion mining about headphone/headset industry. It is important to analyze 

the functionality of headphones/headsets in order to develop an understanding of 

attributes and the customer quality assessment of the product features. Therefore, we 

would like to have an overview of headphones description and product feature claims 

related to it. 
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Lee et al. (2009) 

According to Lee et al. (2009) portable entertainment and communication equipment 

have been proliferating, including devices such as cellular phones, MP3 players, and 

portable computing devices. In all of these examples, audio communication is a large 

part of the user experience. It is often desirable to use headphones when listening to 

music and other audio material. In order to increase convenience and audio quality 

and to provide privacy, one-way headphones or two-way headsets are employed. For 

added convenience, wireless headphones/headsets are available. For example, 

Bluetooth headsets are available for telephone conversations as well as headphones 

for audio listening. 

Mozer et al. (2012) 

Mozer et al. (2012) describe that there is a need for improving user interaction with 

electronic devices with the continuous development of large scale integration 

electronics and data storage technologies. Consumer electronic products are getting 

smaller and smaller. However, their computational capabilities are growing such that 

they are able to perform more and more functions in a smaller form factor. Therefore, 

the authors explain that the smaller form factor and lighter weight allow the creation 

of nearly invisible electronic products that fits on a person’s ear or onto their clothing. 

These developments make it more difficult for users to interact with electronic 

products because the number of buttons required in such smaller footprint products 

keeps growing due to the trend in increasing complexity and compatibility with 

cellular phone like the iPhone, to activate and address the increasing feature set. 

Mozer et al. (2012) argue that the device is small, and there is a limit to the number of 

buttons on it and there is no conventional keyboard with letters and numbers, making 

it even more difficult for the user to control the interaction. This forces the user to look 

at the headset in order to understand the button sequences to know what commands 

to execute. Authors further explain that forcing the user to refer to the headset 

somewhat defeats the purpose of the headset since it is desired that the headset sits 

comfortably and accessible on the person’s head, and it can be left nearby (for example 

in a purse, car seat, briefcase, purse, trunk, packet etc.), but does not need to be 

removed frequently.  
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Trompette & Chatillon (2012) 

Trompette & Chatillon (2012) studied the call center background and analyzed that 

noise does not contribute to noise exposure; it impacts working conditions and 

influences the headset volume setting. It was therefore measured at the same time as 

exposure to noise. Their study reveals that the risk of hearing impairment was 

generally low.  

Besides exposure to noise, background noise levels are often high with regard to 

recommendations for office workers. Their application is intended to ensure the 

absence of excessive exposure to noise and improve acoustic comfort. 

3.2 Academic Articles on Similar Research Questions 

We note that our study is certainly not the first to employ user-generated content or 

even specifically online reviews for the purposes of product quality assessment. The 

impact of customer reviews on consumer behavior has long been a source of study. A 

large body of work has explored how reviews reflect or shape a seller’s reputation 

(Dellarocas 2003; Eliashberg and Shugan 1997; Ghose and Ipeirotis 2006). Other 

researchers have studied the implications of customer reviews for marketing strategy 

(Chen and Xie 2004). That said there has been comparatively little work on what 

organizations might learn from customer reviews for purposes of studying market 

structure and customer preferences. Our objective is to learn the full range of product 

attributes and attribute dimensions voiced in online customer reviews and to reflect 

that how organizations can use the information to improve product quality, customer 

satisfaction and eventually increase sales. 

3.2.1 Word of mouth and online reviews 

Filieri (2015) 

Filieri (2015) research adopted dual-process theory (Deutsch & Gerard, 1955) by 

extending its application to the online environment and investigated the determinants 

of information identification from the consumer perspective. Moreover, they want to 

extend the investigation in order to identify what leads to information adoption with 

regard to online consumer reviews. From the theoretical perspective, the tested model 

proved that dual process theory can be used to investigate the antecedents of 
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information identification and adoption in the online environment. The findings reveal 

that the informational influence of e-WOM is stronger than the normative influence 

and that information quality represents the most important aspect of information 

identification in e-WOM. This study also found that the normative cues, namely, 

overall product rankings and customer ratings, show a significant and positive 

relationship with information identification. However, source credibility was found to 

exhibit a weak but significant relationship. Information quantity does not appear to 

influence the dependent variable. This finding implies that reviews with the highest 

level of information quality and crowd opinions are perceived by consumers to be the 

most helpful information when becoming familiarized with a product and assessing its 

quality and performance. Filieri (2015) suggests that in e-WOM, both informational 

and normative influences play an important role in determining how consumers 

assess the quality of products. 

 Li & Hitt (2008) 

According to Li & Hitt (2008), even before the emergence of large-scale online 

communication networks, word-of-mouth was perceived as an important driver of 

product sales (Rogers 1962; as cited in Li & Hitt 2008). Most of these studies focused 

on the diffusion of positive experience, which is more related to raising consumer 

awareness than it is to conveying quality information. The emergence of large-scale 

online communication networks for the exchange of quality information has led to an 

emerging literature on the economics of these systems. Considerable research has 

focused on performance and design of eBay-like reputation systems. However, 

research on product review systems has been more limited.  

The observation that people tend to follow the decisions of others has been 

extensively discussed in the herding literature, which has attributed this behavior to 

network externalities (Katz & Shapiro 1985), social sanctioning of deviants (Akerlof 

1980), and taste for conformity (Becker 1991). Li & Hitt (2008) work is more closely 

related to information-motivated herding literature (Banerjee 1992, Bikhchandani et 

al. 1992) because it is the quality information indicated by early buyers’ reviews or 

ratings that drives later buyers to follow. However, in the cited models, buyers share 

similar quality perceptions, so herding is the result of rational behavior. (Li & Hitt 

2008). 
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Chevalier and Mayzlin (2006)  

Chevalier and Mayzlin (2006) examine the effect of consumer reviews on relative sales 

of books at Amazon.com and Barnesandnoble.com. The authors demonstrate that the 

differences between consumer reviews posted on Barnesandnoble and those posted 

on Amazon.com were positively related to the differences in book sales via the two 

websites. They further explain that an improvement in reviews leads to an increase in 

relative sales at that site. However, the impact of one-star reviews is greater than the 

impact of five-star reviews; and evidence from review-length data suggests that 

customers read review text rather than relying only on summary statistics. 

Chevalier and Mayzlin (2006) characterize patterns of reviewer behavior and examine 

the effect of consumer reviews on firms’ sales patterns. Their findings suggest that, on 

average, reviews tend to be positive, especially at bn.com. The addition of new, 

favorable reviews at one site results in an increase in the sales of a book at that site 

relative to the other site. Evidence shows that an incremental negative review is more 

powerful in decreasing book sales than an incremental positive review in increasing 

sales. 

Chen and Wu (2004) 

Chen and Wu (2004) suggest the mediation role of product recommendations in 

affecting the relationship between reviews and sales on Amazon.com. Although these 

studies have established a link between sales and product reviews, they do not 

examine whether consumer reviews were effective in communicating actual product 

quality. Moreover, these studies utilize the time series dimension of the data to 

increase the sample size but do not directly address the time structure of reviews. 

Godes and Mayzlin (2004) 

According to Godes & Mayzlin (2004), managers are very interested in word-of-mouth 

communication because they believe that a product’s success is related to the word of 

mouth that it generates. However, there are at least three significant challenges 

associated with measuring word of mouth. First, related to data collection. Because in 

case the information is exchanged in private conversations, direct observation 

traditionally has been difficult. Second, the aspect of conversations that needs to be 

measured. The third challenge comes from the fact that word of mouth is not 
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exogenous. The mapping from word of mouth to future sales is of great interest to 

managers, but we must also recognize that word of mouth is an outcome of past sales. 

The authors investigate two distinct dimensions of word of mouth: volume and 

dispersion. These measures are important features due to the fact that these are 

implementable by the firm at low cost and effort. The first dimension of word of mouth 

is its volume: How much word of mouth is there? The more conversations there are 

about a topic, the more people will become informed about it. Godes & Mayzlin (2004), 

expect that higher volumes of word of mouth will be associated with higher dispersion 

(marketing), as more informed people are in the community, the more likely they 

spread the information around.  

Zhu & Zhang (2006) 

Zhu & Zhang (2006), argue that the new ways of communication pose both challenges 

and opportunities to the firms. On one hand, it is intimidating to manage the 

reputation profile generated from the word of mouth process of thousands of people 

who are complete strangers to each other. On the other hand, the Internet provides 

the companies with a way to record, retrieve, and measure the reputation profiles. 

Understanding how consumers react to online reviews is of vital importance to firms 

who rely on word of mouth to disseminate information about their products.  

Their results suggest that online reviews complement offline word of mouth. It is 

therefore important for firms to design effective online marketing strategies, 

especially for their less popular products. For example, firms could use promotional 

chats or invite users to review their products to increase the awareness of their 

products. 

3.2.2 Customer satisfaction & perceived quality  

Richins (1983) 

According to Richins (1983), number of these studies discussed the appropriate ways 

to measure satisfaction levels and some addressed the theoretical bases of satisfaction. 

Firms have traditionally been interested in customer satisfaction, and there is a good 

reason behind that as customers continue to purchase those products with which they 

are satisfied. Customer may influence the brand perception by telling others about 
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particularly pleasing products, with whom they communicate. While work progressed 

in this area, however, less attention was given to consumers' reactions to 

dissatisfaction. Potential responses include (a) switching brands or refusing to re-

patronize the offending store, (b) making a complaint to the seller or to a third party, 

and telling others about the unsatisfactory product or retailer. 

Tsiotsou (2006) 

Tsiotsou (2006) explains that marketing managers are interested in consumer 

purchase intentions in order to forecast sales of existing and/or new products and 

services. Purchase intentions data can assist managers in their marketing decisions 

related to product demand (new and existing products), market segmentation and 

promotional strategies. Tsiotsou (2006) proposes a purchase intention based model 

that includes deep insights into customer involvement, value, perceived quality and 

satisfaction that leads to purchase intention. Involvement with the product was 

positively related to perceived quality, overall satisfaction. Perceived product quality 

had a direct positive effect on purchase intentions, and it was an antecedent of 

consumer overall satisfaction. This research provides an improved understanding of 

the role of these variables on purchase intentions. 

Zeithaml (1988) 

According to Zeithaml (1988), consumer perceptions of price, quality, and value are 

considered significant determinants of shopping behavior and product choice. It is also 

important to differentiate between quality and value from consumer’s perspective. 

Perceived quality is defined as the consumer's judgment about the superiority or 

excellence of a product. Zeithaml (1988) explains consumers' perceptions of quality 

change over time as a result of added information, increased competition in a product 

category, and changing expectations. The dynamic nature of quality suggests that 

marketers must track perceptions over time and align product and promotion 

strategies with these changing views. Due to the change in products and perceptions, 

marketers may be able to educate consumers on ways to evaluate quality. He further 

advises that, advertising the information provided in packaging, and visible cues 

associated with products can be managed to evoke desired quality perceptions. 
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3.2.3 User generated Content 

Ketter & Avraham (2012) 

The unique characteristics of social media have empowered users with active role and 

participation on the online platforms, changing the process of market communication. 

As Ketter and Avraham (2012), explain that before the advent of social media’s 

innovative marketing techniques, the marketing campaigns and models were based on 

the linear model of communication. As linear model of communication have a top-

down flow of information, in which the management choose to deliver a well-chosen 

message to rather passive audience, using selective channels and aiming for a specific 

consequence. However, the role of the user has shifted as active producer of content 

after the digital shift. A new approach began by social production of content where 

consumer also acts as active sources that can create and distribute campaign 

messages. 

3.3 Academic Articles on Similar Data Analytics  

3.3.1 Opinion Mining 

Liu & Hu (2004)  

Liu & Hu (2004) conducted a study about online customer reviews for popular 

products. They argued that the huge amount of reviews makes it difficult for potential 

customers to read them and make informed decision. Liu & Hu (2004), perform classic 

text summarization using three steps. The first step is mining product features that 

have been commented on by customers, in the next step they identify opinion 

sentences in each review and decide whether each opinion sentence is positive or 

negative and in the last step they summarize and evaluate the results.  

The authors proposed a set of techniques for mining and summarizing product 

reviews based on data mining and natural language processing methods. The objective 

is to provide a feature-based summary of a large number of customer reviews of a 

product sold online.  
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Dini & Mazzini (2002)  

Dini & Mazzini (2002) publish a paper studying customer opinions based on search 

engine results. They apply syntactic and semantic processing to these in order to 

provide a structured input from natural text, for later processing they used data 

mining algorithms. Their approach largely consists of shallow syntactic parsing with a 

method known as chunking, coupled with a semantic parsing algorithm utilizing a 

“filled template” system to apply a sentiment polarity to sentences part of speech. 

Moghaddam & Ester (2012) 

According to Moghaddam & Ester (2012), opinion mining is helpful for organizations 

to analyze customer opinions on their products and features. While product attributes 

are clearly mentioned, discovering the primary cause behind low profit needs much 

focus on all the individual customer reviews on such characteristics. Opinion mining is 

an amazing method for taking care of numerous business trends identified with deals 

administration, status management, and advertising. Additionally, organizations may 

have the capacity to perform pattern prediction by following customer perspectives. 

Pang et al. (2008)  

Pang et al. (2008), focus on methods that seek to address the new challenges raised by 

sentiment-aware applications, as compared to those that are already present in more 

traditional fact-based analysis. Authors claim that the Internet and the Web have now 

made it possible to find out about the opinions and experiences of those in the vast 

pool of people. These reviewers are neither our personal acquaintances nor well-

known professional critics, but only people we have never heard of. Still, more and 

more people are making their opinions available to strangers via the Internet. With the 

significant increase of opinion sharing and online customer reviews, there is a greater 

demand to build better customer shared information access system.  

Pang et al. (2008) explain that companies are increasingly coming to realize that 

consumer voices can yield enormous influence in shaping the opinions of other 

consumers and, ultimately, their brand loyalties and purchase decisions. Companies 

can respond to the consumer insights generated through social media and analyze it to 

help modify their product development, and other activities accordingly. 
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Morinaga et al. (2002) 

Morinaga et al. (2002), proposed a framework about opinion mining, based on 

automatic opinion labeling in order to assess an entity’s reputation. The system was 

built around extracting characteristic words using stochastic complexity, in order to 

gain a sense of overall features. These features consists of words generally found to be 

co-occurring with the feature words are added to the feature for example “display”, 

“text”, “email”. A set of user specified categories are then tagged with meta-scores 

indicating how likely an opinion is to be expressed with a typical sentence. This is 

done via Bayesian theory. Finally, the extracted features are mapped to the opinions of 

the specified categories with the help of principal component analysis. 

3.3.2 OLS Regression Analysis 

Schwartz et. al (2013) 

In their experiments, social media data is the key data point, which was analyzed by 

researchers to identify the relationship between words used on social media with 

personality, gender and age. OLS regression is used in experiment to figure out the 

correlation between each language feature and each demographic or psychometric 

outcome. Researchers use OLS regression to link word categories with author 

attributes, fitting a linear function between independent variables and dependent 

variables (such as a trait of personality, e.g. extraversion). The coefficient of the target 

dependent variable is considered as the strength of relationship. Finally, based on the 

coefficient values, researchers can visualize the correlation between languages on 

social media and psychosocial variables. 

Hallowell (1996) 

Hallowell (1996) conducts an experiment to demonstrate the relationship among 

customer satisfaction, customer loyalty and profitability. In his research, OLS 

regression is used to examine his hypothesized relationships among these factors. The 

researcher uses OLS regression to link measures of customer satisfaction with the 

customer retention, and between customer retention with organization profitability. 

The coefficient estimates are used to measure the strength of relationships. From the 

experiment, Hallowell (1996) describes the relationships among three factors, and 

recommends specific actions for management to optimize their investment. 
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Christer & Eivind (2012) 

In order to understand the relevance of nationality and some other psychosocial 

variables to the tourists’ length of stay in Norway, Christer & Eivind (2012), have 

deployed OLS regression analysis. In their experiment, they determine the dependent 

variable as the length of stay, as they wish to explore how it is explainable by other 

factors. They aim to analyze the stay of length of international tourists, who come to 

visit Norway during the summer vacation, based on the differences in nationality, 

types of tours, or level of satisfactions. By applying OLS regression analysis on their 

collected data, researchers could draw a remarkable conclusion about the impacts of 

explanatory factors on the tourists’ length of stay in Norway during summer holiday. 

From the result, researchers could suggest profound economic consequences, and 

recommendations for organizations promoting visitor travelling in Norway.
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4. Methodology 

This chapter presents the choice of research methodology for the dissertation study. The 

subsections of this chapter are organized as follows: Section 4.1 provides clarification for 

the choice of research method. Section 4.2 gives a brief introduction about the case 

company. Section 4.3 describes the dataset used in this research, consisting of detailed 

description for each fields in the dataset. Section 4.4 summarizes the data analysis 

process, providing with a data process diagram visualizing all steps taken in the 

experiments. Accordingly, each section from 4.5 to 4.7 explains processes of data 

collection, preprocessing and analysis. Section 4.8 introduces some limitations in the 

dataset, while section 4.9 suggests alternative methods for the research.  

4.1 Choice of research method 

The purpose of research is to discover answers to questions through the application of 

scientific research methods. According to Kothari (2004), the aim of research is to find 

out the truth which is hidden and which has not been discovered as yet. The author 

explains that although each research study has its own specific purpose, we may think 

of research objectives as falling into a number of broad categories. One objective could 

be to gain familiarity with a phenomenon or to achieve new insights into it, and 

studies with this object in view is termed as exploratory research studies. Another 

research objective could be to test a hypothesis of a causal relationship between 

variables and this research is known as hypothesis-testing research studies.  

The above description provided by Kothari (2004), about the types of research brings 

to light the fact that there are two basic approaches to research; quantitative approach 

and the qualitative approach. The first approach involves the generation of data in 

quantitative form, which can be subjected to rigorous quantitative analysis. This 

approach can be further sub-classified into experimental and simulation approaches 

to research.  

We use experimental approach for our case study, and in this case our research is 

based on quantitative analytical research. We take facts and information already 

generated by consumers in form of comments and reviews and analyse that using 

analytical tools to evaluate the data in a more critical fashion. According to Kothari 
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(2004), in analytical research, the researcher has to use facts or information already 

available, and analyze these to make a critical evaluation of the material.  

4.2 Case Company Description 

According to Stake (1995), a case study is the study of particular and complex 

phenomena of a single case, in order to understand its activity within the 

circumstances. Kaplan & Duchon (1988), explain that information systems research 

generally is characterized by a methodology of formulating hypotheses that are tested 

through controlled experiment or statistical analysis. 

We choose to work with Jabra customer reviews intrinsically, to understand the 

situation and knowledge that implies to it, and emphasize on the case itself. However, 

the insight can be used to develop understanding of similar field of research that 

implies social generated content. It is important to learn about the case company, in 

order to grasp the area of research related to Jabra consumer reviews. 

Jabra was founded January 3, 1993, and it is a leading provider of Intelligent Audio 

Solution, which varying from wired to wireless headsets for mobile users, contact 

centers and office-based users. In September 2000, Jabra Corporation was acquired by 

GN Netcom, a division of the Danish company GN Great Nordic. In 2006, GN Netcom 

consolidated its Contact Center and Office (CC&O) headset division under the Jabra 

brand. Nowadays, Jabra provides to the market with a large range of headsets and 

speakerphones being compatible with a broad range of desk phones for offices and call 

centers.  

Understanding the importance of receiving feedback from their consumers, Jabra has 

opened a platform on their official website, allowing their consumers to rate and 

express their experience with Jabra products. Consumers are encouraged to provide 

feedback regarding Jabra products so as to help Jabra improve their products in the 

future. Nonetheless, consumers are not merely using this platform, but they tend to 

give comments on other social platforms, for instance, e-commerce websites like 

Amazon.com or Bestbuy. It, thus, becomes a demand for Jabra analysts to extract 

helpful information from these communities so as to analyze their consumer opinions 

and assess their product quality based on consumer experience.  
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4.3 Dataset Description 

The dataset used for the research is the list of consumer reviews about Jabra products 

on social platforms. The dataset is collected from social platforms (like Amazon and 

Bestbuy) by Jabra, and an employee from Jabra manually classified these reviews into 

categories. The dataset provided is in xml format. The total number of records in the 

dataset is 6,368 records. There are 7 fields in the dataset, including: store, product_id, 

review_title, comment, rating, feedback_type and key_point.  

Store field has two primary values, which are Amz US and Bestbuy. They are the two 

primary social platforms where consumers use to express their opinions, so Jabra has 

made the decision to retrieve data from these platforms.  

Product_id is the id of product which consumers are writing reviews about. The value 

of product_id field is an integer. It is not a distinct value in the dataset since one 

product can receive numerous comments from consumers.  

Review_title is the brief title about the consumer reviews. From the Amazon platform, 

there is no limit on the number of characters that a user can write. However, in the 

provided dataset, they are text values and have limited size. The maximum number of 

characters allowed for review_title is 50 characters.  

Comment is the major field in the dataset, describing the consumers’ opinions about 

Jabra products. It is a free text value allowing consumers to express their experience 

without any restriction.  

Rating is the rate that the reviewer gives to Jabra’s products. The rating has values 

ranging from 1 to 5, when 5 shows that the reviewer is most satisfied with the 

product, while 1 represents the consumer’s dissatisfaction with the product. In 

Amazon.com platform, the rating stars have following meanings: 

● 1 star: I hate it 

● 2 stars: I don’t like it 

● 3 stars: It’s okay 

● 4 stars: I like it 

● 5 stars: I love it 

These two fields feedback_type and key_point are manually classified by Jabra 
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employee. The feedback_type has two values: 1 (positive) and 0 (negative), 

representing the customer’s feeling about the Jabra products. Since there are 

duplicates of reviews in the dataset with different feedback_type values, we assume 

that this classification is also for Jabra’s internal use. 

Lastly, the key_point value is how Jabra is classifying comments into sub categories. 

The sub categories including of the following values: Comfortability, Connectivity, 

Functionality, Physical design, Power/Battery, Product durability, Software/App, Sound 

Quality Rx, Sound Quality Tx and Others. 

4.4 Data Analysis Process 

In this research, a practical problem from a case company is investigated, analyzed 

and formulated in a precise manner. The problem under consideration is also 

motivated to be of general interest, which means it is significant for a wide community 

of researchers and practitioners. The expected result of this activity is the descriptive 

knowledge about the properties and scenario of the problem. This section aims to 

introduce readers with all procedures and processes of data analysis which will be 

applied in order to answer to the research question.  

4.4.1 Data Analysis Process Diagram 

The following diagram visualizes entire steps in the experiments. There are three (03) 

primary procedures in this research, which are: (i) Data preprocessing, (ii) Data 

analytics experiment with Sentiment Analysis and (iii) Data analytics experiment with 

Keywords identification. Additionally, the comparison between the suggested 

approach with the existing approach by Jabra is conducted where applicable in order 

to evaluate the accuracy and effectiveness of the suggested approach.  



 

Page | 45  
 

Master dissertation  Summer 2017 

 

Figure 2 - Data analysis diagram 

 

Process 1: Data preprocessing 

Dataset used in this research is collected from two social platforms, Amazon.com and 

Bestbuy. It is collected and provided by Jabra personnel. The raw data is in .xml format, 

which is inconvenient for users to perform initial verification, as well as for further 

analysis in later stage. Thus, we have made the decision that it should be converted into 
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.csv format. The tool which was used for format conversion is QlikSense Desktop. We also 

use Sublime to encode the dataset into UTF-8 encode for further analysis.  

Secondly, since we aim to suggest an automatic approach to process consumer’s reviews 

instead of the existing manual classification, we decide to perform analysis on sentence 

level. Thus, reviews must first be split into separate sentences. A small Python program is 

coded to split reviews into sentences.  

The final step of data preprocessing is sentence categorization. Once reviews are split into 

sentences, only those relevant to Jabra products’ features are remained from the sets of 

sentences. This filtration is based on list of descriptive keywords provided by Jabra. We 

develop a Python module in order to perform this task.  

Procedure 2: Experiment with Sentiment Analysis  

Originally, each review from consumers is read and assessed by Jabra personnel. Thus, the 

review is labelled as either “Positive” (feedback_type = 1) or Negative (feedback_type = 0) 

on review level and by professional judgement. Nonetheless, this research aims to assess 

the sentiment value in each sentence of review in an automatic way. Therefore, we 

conduct sentiment analysis to label these sentences, using Textblob in Python. The result 

of sentiment analysis provides analysts with Sentiment label, Polarity and Subjectivity 

values. These values are further applied into QlikSense application to assess Jabra 

product’s quality.  

Procedure 3: Experiment with Keywords identification 

In OLS regression analysis, we focus on the finding the correlation between words and 

features. Therefore, the focal point in this experiment is words, or tokens.  

Sentences which were remained after filtration step in data preprocessing will be further 

processed, including tokenization and stop words removal. Also, the TF-IDF value of terms 

will be calculated, highlighting the importance of words/phrases used by consumers when 

they provide the feedback about Jabra products. The measures are used for OLS regression 

analysis to calculate the correlation of the words to the features, so that analysts can 

identify the highly correlated words with the features. The features are extracted from list 

of keywords provided by Jabra, which is slightly different from the key_point value in the 

original dataset.  

Afterwards, we implement POS tagging techniques to label descriptive words with their 
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corresponding POS tag. We finally use word clouds as the method to visualize the result 

and discuss about the result of OLS regression to answer our research and sub research 

questions.  

4.5 Data Collection: Methods and Tools 

The dataset is collected and provided by Jabra; therefore, no further works was 

required from our side in order to retrieve data.  

4.6 Data Pre-Processing: Methods, Tools and Techniques 

Data pre-processing is the critical part of the preparing data for the experiments. As 

we propose the sentence approach to analyze consumer opinions, the initial dataset of 

reviews has to be converted into sentence-based dataset. The following diagram 

demonstrates the key steps in data pre-processing phase.  

 

Figure 3 - Data preprocessing diagram 

4.6.1 Dataset conversion 

The original dataset provided by Jabra is in .xml format. The XML stands for Extensible 

Markup Language, which is a markup language used to annotate text or add additional 

information. These annotations are not shown to end-users, so they are not coherent 

for human use, but are needed by the ‘machine’ to read and subsequently process the 

text correctly. In order to perform initial verification on data, we need the dataset in 
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.csv format. Therefore, we use QlikSense to convert this raw dataset into .csv format.  

The following figure is the sample of one consumer reviewer extracted from the 

original dataset provided by Jabra. Each value is wrapped in tags <> and </>.  The 

complete original dataset is attached in Appendix A. 

 

Figure 4 - Sample of original dataset 

For the purpose of converting the dataset into .csv format, a short QlikSense code is 

deployed.  

 

Figure 5 - QlikSense code for csv conversion 

After running the conversion, the dataset is transformed into .csv format, which is 

easier for human use. By using .csv format, analysts can perform initial verification 
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over the dataset. Some of verification steps include checking for: 

● Completeness of data: any missing values which are critical to assessment 

● Validation of data: invalid data which cause errors in later stage 

4.6.2 UTF-8 encode 

UTF-8 encode is a method for character encoding using 8-bit consequences, which is 

defined by Unicode and originally designed by Ken Thompson and Rob Pike (Yergeau, 

1996). UTF stands for Unicode Transformation Format, and the '8' means it uses 8-bit 

blocks to represent a character. 

The main reason that drives us to convert the dataset into UTF-8 encode is due to the 

fact that UTF-8 is very efficient at encoding plain English text because it only takes up 

one byte per character, and our dataset is written English text. To convert the dataset 

into UTF-8, we have used Sublime as a tool to save the file into this encode. 

 

Figure 6 - UTF-8 conversion by Sublime 

4.6.3 Reviews into Sentence split 

Originally, the dataset consists of reviews of consumers about Jabra products, which 

usually presented as a short paragraph. These reviews are read and classified by Jabra 

personnel, so they are based on professional judgement to be labeled with sentiment 

values, as well as with key_point categories. Nonetheless, we have performed initial 

assessment over the dataset and notice that consumers tend to give opinions about 

Jabra products on not merely one feature of the products, but also several features. It 
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has some drawbacks in matching the consumer’s rating with specific features, since a 

weakness in one feature could cause an overall negative impact on ratings. 

Consequently, it may result in incorrect implication for specific feature quality 

assessment.  

Therefore, the suggested approach for this concern is to analyze consumer reviews on 

sentence level. It helps analysts find out all possible implying opinions regarding 

certain features, so as to provide more accurate assessment over product quality. 

Thus, the purpose of this pre-processing step is creating a new dataset, treating each 

sentence as a document. The original dataset is transformed into new corpus, which 

each document is presently a sentence together with its existing fields inherited from 

its review (store, product_id, review_title and rating). The feedback_type and 

key_point are, however, not exactly referring to the newly created sentences, so they 

are eliminated in the new dataset.  

The following diagram illustrated how we build up the new dataset based on the 

original data.  

 

Figure 7 - Sentence split diagram 
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4.6.3.1 Tools 

Python and its subordinate libraries are used for text pre-processing to split a 

paragraph into sentences. Python is a high-level programming language, which 

provides constructs intended to enable writing clear programs, so it is straightforward 

and easy to use. There are also multiple libraries for Python, which can easily be 

leveraged for text mining purpose.   

With the choice of Python as the main scripting language in this dissertation, 

necessary text mining techniques are provided by the Natural Language Toolkit 

(NLTK), which is a leading open source platform supporting the analysis of human 

language data (Bird, Klein and Loper, 2009). NLTK is compatible with both Python 2 

and Python 3 versions. 

Figure 8 is the screenshot of Python codes for sentence split.  

 

Figure 8 - Screenshot of Python code for sentence split 

In the code, NLTK is implemented for sentence splitting purpose. NLTK provides the 

class named as PunktSentenceTokenizer, which uses an unsupervised algorithm to 

build a model for abbreviation words, collocations, and words that start sentences 

(Perkins, 2014). Nonetheless, this class must be trained on a large collection of plain 

text in the target language before it can be used, and the NLTK package data has 

included a pre-trained Punkt tokenizer for English, so users can implement it in 

Python codes. 
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4.6.4 Sentence categorization 

As this research aims to explore consumer opinions regarding their experience with 

products, as well as performing a product quality assessment based on text values 

from consumer feedback, it is critical to be able to match consumers’ experience with 

specific features of products. Typically, this process is handled by Jabra personnel, 

thus the feature matching depends on their professional judgement. In this research, 

an automatic approach is suggested so as to classify reviews into categories.  

Because the process of feature extraction from text streams requires certain 

understanding about Jabra products and their competitive industry, it should include 

professional expertise in this process. Consequently, we are provided with a list of 

distinguishing words for categories of features from Jabra (table 1). For further 

reference, the complete list of keywords is attached in Appendix B. 

 

Table 1 - List of keywords by Jabra 

The table is first transposed in Microsoft Excel, so that it can revert columns and rows. 

This step is required to import this table into Python for category classification.   
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Table 2 - List of transposed keywords 

Figure 9 displays the Python program to match dataset with list of predefined words 

by Jabra. The list of keywords is read, and used as the primary criteria for feature 

matching. If a sentence contains any words in the list of predefined descriptive words, 

the sentence will be labelled with the categories which the descriptive words belong 

to. If this sentence contains descriptive words belong to more than one category, it will 

also be labelled with all possibly related category.  

 

Figure 9 - Python code for Sentence categorization 
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4.7 Data Analytics: Modeling, Methods and Tools 

4.7.1 Experiment I: Sentiment analysis 

Initially, the dataset already consists of the sentiment values of comments (field 

feedback_type), which is classified as 1 (Positive) or 0 (Negative) depending on 

personal judgement of Jabra personnel. This approach requires human involvement, 

which has some disadvantages of putting pressure on people to be correct in details, 

as well as costing time and effort from Jabra personnel.  

For the first experiment, we would like to identify the overall evaluation of the public 

about their experience with Jabra products, using sentiment result from an automatic 

approach. Therefore, after processing the data, we run the sentiment analysis of the 

dataset. The goal of this experiment aims to conduct sentiment analysis using tools so 

as to automate the process and assess the accuracy of the tools. Since the central focus 

of this paper is not data mining, we do not establish a training dataset, build up 

classification models and assess the performance of sentiment analysis algorithm. 

Instead, we have deployed Textblob into our Python program to run the sentiment 

analysis. Textblob is a Python natural language processing toolkit reusing NLTK 

corpora which is widely used for text mining, text analytics and text processing.  

Figure 10 displays the Python code implemented to retrieved sentiment values for 

each row in the dataset.  

 

Figure 10 - Python code for Sentiment analysis 

After running the sentiment analysis on Python, we get sentiment label, “Positive”, 

“Negative” or “Neutral”; value of polarity and value of subjectivity. If the value of 
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polarity is greater than 0, the status is labelled as “Positive”. If the value of polarity is 

less than 0, the status is labelled as “Negative”. Otherwise, this status does not carry 

any sentiment, or “Neutral”. The subjectivity value, on the other hand, helps analysts 

know whether it is subjective or objective. The value from 0 to 1 measuring the 

subjectiveness of the text where 0 is objective and 1 is subjective. 

The sentiment result provides analysts with various potential applications. First and 

foremost, it provides an overall assessment about consumer’s satisfaction with Jabra 

products. It is a fast and convenient method for management to understand their 

consumer contentment. Secondly, dataset with sentiment values can be combined with 

a Business Intelligence tool like QlikSense to perform detailed analysis. An application 

built in QlikSense can provide analysts with an ability to select various options, 

enabling them to assess the product quality in scale of features or products. It helps 

management to quickly detect weak points in their products so as to plan for future 

product improvement.  

4.7.2 Experiment II: Keywords identification using OLS 

regression analysis 

4.7.2.1 Data stored in database 

Dataset after being preprocessed and labelled with categories is loaded into SQLite 

database. This step is primarily prepared for the second experiment with OLS 

regression analysis to provide a fast access into database using SQL query.  SQLite is a 

relational database management system, and Python provides binding with the SQLite 

database. 

To interact with database files compatible to SQLite, the DB Browser for SQLite is 

selected. It is a high quality, visual, open source tool for users and developers to create 

databases, search, and edit data. It is more user-friendly, which uses a spreadsheet-

like interface, and users do not require learning complicated SQL queries to interact 

with. 
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4.7.2.2 Tokenization 

Tokens, in the context of text analysis, are symbols, words, phrases, or other 

meaningful elements (Provost & Fawcett, 2013). Accordingly, tokenization is the 

process of splitting a text stream into tokens based on some certain delimiters. There 

are several delimiters which can be used as word tokenizers, such as white spaces, 

comma, punctuation, semicolon, etc. Tokenization works by dividing the text into 

tokens by separating it on these delimiters. In languages using inter-words space, such 

as most of Latin languages, tokenization approach is straightforward. However, in 

other languages where there is an ambiguous boundary among words, such as 

Chinese, Korean or Arabic languages, it is more complicated to do tokenization. 

Since the language used in the dataset is English, Python and its subordinate libraries 

are used in the research. NLTK provides users with a class named word_tokenize to do 

the tokenization. It helps tokenize a string to split off punctuation other than periods. 

In the Python code, the word tokenizer is declared as a function because it will be 

applied into TfidfVectorizer. 

 

Figure 11 - Python code for Tokenization 

4.7.2.3 Stop word removal 

In the area of natural language processing, stop words are words that are filtered out 

before further text mining techniques are applied. Stop words refer to words which 

are very common in language, for example, English has several stop words like “I”, 
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“the”, “you” and so on. From the perspective of data analysis, a term occurring in every 

document is unimportant; for instance, it would not help distinguish any classes, or 

serve as a basis for any cluster (Provost & Fawcett, 2013). Consequently, these words 

should be removed in data preprocessing stage. 

Regarding the second experiment with quality assessment using OLS regression 

analysis, the purpose is to identify the most relevant words that illustrate the 

consumers’ opinions. Therefore, all stop words should be removed to enhance the 

accuracy of OLS regression. TfidfVectorizer has the parameter allowing users to select 

to ignore stop words when build tfidf matrix. Thus, we use this stop_word parameter 

of TfidfVectorizer to exclude all English stop words. 

The following screenshot shows how tokenization and stop word removal parameters 

are applied in TfidfVectorizer in Python. 

 

Figure 12 - Python code for Stop word removal 

4.7.2.4 TF-IDF calculation 

TF-IDF is a common way to judge the topic of an article by the words it contains. With 

TF-IDF, words are given weight – TF-IDF measures relevance, not frequency. That is, 

word counts are replaced with TF-IDF scores across the whole dataset.  

In order to get the TF-IDF values, we have deployed sklearn, which is a free software 

machine learning library for the Python programming language. In sklearn, there is a 

pre-built feature selection module, named TfidfVectorizer, using for converting a 

collection of raw documents to a matrix of TF-IDF features. We use this module to 
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retrieve the TF-IDF values of all words in the corpus. This module has several 

parameters, allowing users to adjust the selection accordingly.  

We are interested in the following parameters when processing the dataset: 

● analyzer: whether analysts want to process the dataset as features of words or 

character n-grams. 

● tokenizer: for tokenizing the sentences into tokens 

● ngram_range: whether analysts want to process unigrams or ngrams. 

● stop_words: whether analysts want to keep or remove stop words from the 

dataset. 

● lowercase: to convert all characters into lowercase before tokenizing. 

The result of TfidfVectorizer is a matrix with all TF-IDF values of words in the dataset. 

The TF-IDF values are then extracted for further analysis. The following figure 

displays the Python code implementing sklearn and calculating the TF-IDF values.  

 

Figure 13 - Python code for TF-IDF calculcation 

4.7.2.5 OLS regression analysis 

The choice of OLS regression analysis is due to the following reasons: (i) it is one of the 

most basic and most commonly used prediction techniques known to humankind, with 

applications in fields as diverse as statistics, finance, medicine, economics, and 

psychology. (Dismuke & Lindrooth, 2006), (ii) It is easy to implement on a computer 

using commonly available algorithms from linear algebra. (iii) It requires minimal 
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understanding at basic level for users to apply and interpret results mathematically. 

In an OLS regression analysis, it is critical to firstly identify the dependent variables 

(response variables) and independent variables (explanatory variables). The 

dependent variables are variables which represent the output or outcome whose 

variation is being studied. The independent variables, on the other hand, are variables 

which represent inputs or causes, or potential reasons for variation. Usually, they can 

be implied as the causality: Independent variables (X) -> Dependent variables (Y) 

For the experiment, the aim is to identify the correlation between words (weighted by 

TF-IDF values) and product features (represented by key_point value). Thus, it results 

in the decision that the independent variables are the tfidf values, which is the result 

extracted from TfidfVectorizer. The TF-IDF matrix contains of words and their 

corresponding TF-IDF values in the corpus. To simplify the experiment, the dependent 

variables are built based on a binary mode: if the sentence mentions about one specific 

feature under experiment, the dependent value is 1, and if not, the value is 0. By doing 

so, a set of binary values for dependent variables is built and the OLS regression 

analysis can be conducted on these variables. The result of OLS regression analysis 

will display how words are correlated with the defined feature.  

The experiment can be extended to the context of rating. Instead of just setting the 

value of dependent variable as 0 or 1 depending on the feature mentioned in the 

sentence, we can also combine with the rate of review. It will help analyze negative 

reviews about products, and based on the results, analysts can identify 

words/expressions that highly related to negative reviews specifically for one feature. 

To run OLS regression analysis in Python, we need to import statsmodels, which is a 

Python module supporting users to explore data, estimate statistical models, and 

perform statistical tests. The following figure is a screenshot of Python program for 

OLS regression analysis: 
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Figure 14 - Python code for OLS regression analysis 

To extend the experiment in order to analyze reviews with negative feedback from 

users (with rating = 1), the code is modified as follows:  

 

Figure 15 - Python code for extended OLS regression 

4.7.2.6 POS Tagging  

Understanding POS tag of a word provides insights into the context of a free text 

stream. For the purpose of quality assessment, POS tagging can help highlight the 

search result by focusing on relevant part of speech. We use POS tagging technique in 

the experiment in order to classify and group words into their corresponding POS 

groups, which will be further analyzed. Once words are grouped according to their 

POS categories, analysts can easily identify and detect any issues with the Jabra 

products’ features.  
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POS tagging in NLTK is supported by the library nltk.pos_tag. The following screenshot 

demonstrate how nltk.pos_tag has been deployed in the experiment to tag the tokens.  

 

Figure 16 - Python code for POS Tagging 

 

These POS tagging values of tokens are helpful in result visualization. Based on 

categories classified by POS tagging, we can develop word clouds to visualize the OLS 

regression analysis results, grouping into sub-categories of POS tagging values. It 

provides Jabra managers with an overview of results of implementing text mining 

techniques into consumer reviews to assess Jabra product quality.  

4.7.2.7 Data visualization  

We generate the word clouds based on the result from OLS regression analysis in 

order to visualize the relationship among unit of languages used in the reviews and 

the defined product attributes. However, unlike the common word clouds which use 

the word frequency as the main scale for font size, this research uses the coefficient 

values as the base to generate word clouds. Therefore, words with higher coefficient 

values will appear bigger in the word clouds.  

Additionally, our word clouds use different colors for representing different POS. It 

provides different dimensional views for audience, especially for Jabra managers who 

aim to use the results for product quality management. Nouns, adjectives and verbs 

are grouped and visualized into 3 corresponding clouds with different colors (blue for 
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nouns, green for adjectives and orange for verb). The remaining words belong to one 

group. So, for each product attribute, there are 4 small clouds representing the 

correlation strengths.  

The word clouds are generated by utilizing the word cloud Python codes from Andreas 

Mueller from Github1 . It allows us the ability to customize the word cloud and adjust 

the codes according to our intention.  

4.7.3 Comparison between review approach versus sentence 

approach 

The purpose of this process is to compare the result from sentence approach with 

ones of review approach. It is essential to perform this comparison, since one of the 

goals of this research is providing an automatic approach towards the current manual 

methods deployed by Jabra team. Instead of the traditional approach of manually 

reading and classifying reviews performed by Jabra personnel, this research 

recommends the case company with the new method of accessing the review on 

sentence level, classifying them into their corresponding categories of features, and 

extracting useful information from data. They are all done automatically by applying 

text mining techniques. Therefore, the comparison between these two approaches 

helps analysts to evaluate the accuracy and effectiveness of suggested approach in 

resolving the business concern.  

These approaches (review-level and sentence-level) can be compared where 

applicable in term of the following aspects: 

● How accurate in labelling sentences with sentiment values (“Positive”, 

“Neutral” and “Negative”) ? 

● How accurate in categorizing sentences into features based on predefined 

keywords? 

Answers to these questions can provide a good measurement for the effectiveness of 

the suggested approach. Also, the result of comparison can provide the case company 

with suggestions when applying this approach in future product assessment. 

                                                           
1
 https://github.com/amueller/word_cloud 
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4.8 Dataset Limitations 

As explained above in the data set description, the data consists of 6,368 total number 

of records. The data as the source indicated mainly consists of product reviews and 

customer opinions about Jabra electronic headsets and headphones. The dataset, 

however, consists only of customer product reviews from Amazon.com and Bestbuy 

social platforms. It has not included reviews from consumers on other social 

platforms, such as Facebook, Twitter or Jabra official webpage. Therefore, the result of 

this research may not address concerns of all Jabra consumers.  

The second limitation which may have impacts on this research is the key_point 

categories used in this dataset is slightly different from those in list of keywords for 

feature matching provided by Jabra. The differences in these two types of classification 

restrict us from evaluating the accuracy of the suggested approach since they are not 

exactly matched. 

Another limitation is the length of review title which is restricted to maximum 50 

characters long. It is, however, not restricted in the original review on e-commerce 

platforms. If the dataset contains of the complete review title, it can provide an overall 

quick assessment for product quality.  

Last but not the least, compared to an online review, it is noted that the dataset does 

not include statistics about the number of reviewers who find the review helpful. 

Comments with more “likes” meaning that it receives more approval from the public, 

and the more “likes” a comment received the more exposure it gets to other 

consumers. Therefore, a negative comment which receives a lot of “likes” from the 

public can turn into top comment and impacts on consumer’s choice. It thus requires 

some algorithm to take it into consideration when addressing consumer opinions. Our 

research treats all reviews equivalently since there is no statistic value to it, therefore, 

we are not able to evaluate the impact of popular reviews on the community.  

By understanding these aforementioned dataset limitations, we believe that we can 

assess the results of these experiments more accurately.  
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4.9 Data Analytics: Alternate Methods & Cost/Benefit 

Analysis 

The choice of Python and their subordinate libraries as the primary tool for data 

analysis in this research has been carefully considered in the initial stage of the 

research. There are alternative programming languages for solving the research 

questions, like Java or R programming. However, considering the nature of this 

dissertation is text mining, Python is selected as the main scripting language because 

of the following reasons: (i) There are plenty of ready-made libraries for Python, 

including Natural Language Toolkits (like NLTK), sklearn and SQLite database 

interaction, which ease the effort for the implementation phase and (ii) Python syntax 

is simpler, more intuitive and reusable in larger projects. (iii) Data collected from 

social platforms is in the form of plain text. Python is the leading language in the 

domain of text processing and analysis, which is widely used in almost every 

component of this dissertation. 

In addition, for business intelligence, there are several options available for analysts 

such as Tableau, SAS etc. The reason for choosing QlikSense Desktop for this research 

is due to the fact that QlikSense provide users with the ability to customize 

applications by script, enabling more flexibility in developing applications. Also, 

although alternatives like Tableau or SAS can have software version for students, they 

have limited time period for free access for users. QlikSense Desktop is free software 

available for all users, so it is preferable in case of cost/benefit analysis. 
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5. Experiments setup, Results and Analysis 

This chapter aims at demonstrating the experiments performed in the research, 

including the experiment setup, results and analysis. There are 04 (four) subsections of 

this chapter which are organized as follows: Section 5.1 is the result from data 

preprocessing procedure. Section 5.2 is the experiment with Sentiment analysis. Section 

5.3 is the experiment with OLS regression analysis. Lastly, section 5.4 is the valuable 

outcomes from the experiment results.  

5.1 Data Preprocessing 

This task employs the four-step process discussed in section 4.6 to preprocess the 

dataset, which transform the review-based dataset into sentence-based dataset for 

data analytics experiments.  The results for each step are discussed below.  

5.1.1 Dataset conversion & UTF-8 

By applying methods as introduced in section 4.6, we have received the dataset as 

demonstrated in figure 17. The dataset consists of 6,368 records, with 7 primary data 

fields.  

 

Figure 17 - Screenshot of table from dataset conversion 
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After performing the initial dataset validation, we remark that there is no missing or 

invalid value in the dataset. Therefore, the dataset is applicable for further analysis.  

5.1.2 Sentence split 

Figure 18 displays the result of sentence splitting step. A review is divided into a set of 

sentences, and each sentence is a record in the dataset. One record consists of 05 (five) 

fields: store, product_id, review_title, comment and rating. From the original set of 

reviews, we have split it into 16,403 sentences.  

 

Figure 18 - Screenshot of table from sentence split result 
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5.1.3 Sentence categorization 

Figure 19 is the result of feature matching step. Each row in the dataset is labelled 

with product features which the sentence may mention about.  

 

Figure 19 - Screenshot of table from sentence categorization result 

Sentences containing no descriptive words will not be labelled. We make an 

assumption that if a sentence does not contain any descriptive words from the list 

provided by Jabra, it will not carry any value for mining, so it will be eliminated from 

the dataset. From the set of 16,403 sentences, there are 6,244 sentences which are not 

categorized, accounting for 38.07% of total records.  

For one sentence belongs to more than one category and has more than one label, it is 

added into a new record for each category in the table. It results in the final dataset for 

further analysis as displayed in figure 20. The entire new dataset consists of 17,314 

records, and it is attached in Appendix C. 
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Figure 20 - Screenshot of final dataset 

5.1.4 Initial assessment from the dataset 

5.1.4.1 Top products with most comments from consumers 

Based on the new dataset, we can perform the initial analysis in terms of products 

with most comments from consumers. As displayed in figure 21, Jabra manager can 

instantly understand the top 10 Jabra products with most comments from consumers. 

The fact that consumers often discuss about these products has shown their 

popularity among the community. Thus, we recommend that Jabra needs to pay 

attention to the reviews related to these Product IDs to identify and improve these 

products in order to win their consumers.  
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Figure 21 - Top 10 products with most comments 

5.1.5 Result comparison with review approach 

The purpose of this experiment aims to analyze customer reviews, extract their 

opinions and provide product quality assessment using text analytic techniques in an 

automatic way. Consequently, we intend to perform a comparison between these two 

approaches so as to confirm that our recommendation can deliver business values to 

the case company.  

Firstly, we aim to evaluate the accuracy of our approach by comparing the result of 

feature tagging experiment with the key point field labelled by Jabra. We summarize 

the number of key points that were classified in two approaches: 

- Review approach: the key point is identified from the review and classified 

manually by Jabra personnel. 

- Sentence approach: the key point is identified on sentence level, and conducted 

automatically by Python program.  

The percentages of key points identified from consumer reviews are displayed in the 

two (02) following pie charts.  



 

Page | 71  
 

Master dissertation  Summer 2017 

 

Figure 22 - Pie chart of key_point based on Jabra manual classification 

 

Figure 23 - Pie chart of key_point based on sentence approach 
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According to the pie charts, we noticed that the largest percentage of reviews were 

discussing about the sound quality (with 25.1% for Sound Quality Rx and 8.2% Sound 

Quality Tx from Review approach). The similar trend is observed from the Sentence 

approach (22.8%, correspondingly). The second most attentive feature of Jabra 

products is comfortability, with 18% in review approach and 14.8% in sentence 

approach. Followed is connectivity, with 12.7% and 13.7% for review and sentence 

approaches, respectively. Although there are some slight differences between these 

two patterns, they have shown that the automatic approach shows similar results to 

the manual method. The differences in sentence approach can be due to the reason 

that the provided list of key words is not exactly identical to the parameters used by 

manual approach. For instance, the categories used for sentence approach consists of 

categories which cannot be found in review approach, such as “perception”, “price” 

and “accessories”.  

We also evaluate the accuracy of feature tagging experiment by analyzing features of 

Jabra products in term of rating. We summarize the results as in the following charts: 

 

Figure 24 - Bar charts presenting comparison between review and sentence approaches 
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Both charts show that “Durability” is the weakest characteristic of Jabra products, 

which receives the lowest rating from consumers. Based on the review approach, 

consumers give only 2.39 out of 5 in average to this feature. On sentence level, it also 

receives a lowest rating (2.77 out of 5, in average). Since “perception” and “price” are 

not included in the original classification, we are not able to compare their ratings. 

From the original data, we realize that “Power” also receives low ratings from 

consumers, which is also reflected in the result from sentence approach (3.36 out of 5, 

which standing in the 4th at the bottom). Although other features are not ranked 

similar in these charts, the values may vary in minimal range (3.6-3.9), thus it has 

shown that sentence approach is appropriate, and provides acceptable result 

compared to the human assessment.  

5.2 Experiment 1: Sentiment analysis  

Sentiment analysis or opinion mining is the process of determining the attitude of a 

writer with respect to a topic. We need to consider the problem that reviews span over 

multiple sentences, while dealing with opinion mining on reviews. There are cases 

when a review contains multiple sentences and among them few sentences have 

opposite sentiment. For example, “This headset was superb, good quality and battery. 

The material it's made of was awful”. In this review the first sentence shows positive 

polarity and the second sentence shows negative polarity. In order to avoid such 

problem, in our research, we applied sentiment analysis on the sentence-level, which 

means that sentence opinion towards one or more subjects is analyzed. It results in 

the overview of the sentence and explores information about subjectivity and bias of 

the sentence.  

5.2.1 Sentiment analysis result & analysis 

5.2.1.1 Overview of sentiment result 

There are 17,314 records in total after data preprocessing phase. After running Python 

code to perform sentiment analysis on the newly created dataset, we summarize the 

result of sentiment values based on the labels as in figure 25. From the result, it is 

remarked that the majority of comments are labelled as “Positive” (62.74%). The 

“Neutral” comments are approximately equivalent to the “Negative” comments 
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(18.67% and 18.59%).  The result of sentiment analysis is attached in Appendix D. 

 

Figure 25 - Pie chart summarizing sentiment analysis 

When calculating the average of polarity values, we notice that the average polarity of 

“Positive” records has higher absolute value compared to those of “Negative” records, 

which can draw a conclusion that the majority of Jabra consumers are delighted in 

their products (refer to table 3). Moreover, the absolute value of average polarity for 

positive sentences is higher than the one for negative sentences, this leads us to 

believe that when customers write a positive review (sentence level), they use richer 

positive expressions and upraise adjectives, whereas, when writing negative reviews 

the expressions are not strong or rich comparatively. 

 

Table 3- Table summarizing average of polarity values 

Based on the pie chart and the table of average polarity values, Jabra quality manager 

can have an overall assessment about their products in the market. It can suggest that 

most of Jabra consumers are satisfied with their experience with Jabra products. Also, 

the small percentage of “Neutral” reviews can be explained by the fact that the dataset 

does not include irrelevant data, unlike dataset retrieved from other social media 
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platforms. For instance, comments retrieved from Facebook usually contains auto-

comments, spamming or advertisements, which are usually classified as “Neutral”, but 

they are irrelevant and do not help analysts in the product assessment. Therefore, it is 

also supportive in proving the fact that the dataset is relevant to our research, so it can 

be applied to further analysis in other experiments.  

5.2.1.2 Top products based on sentiment result 

Another application of sentiment analysis in product quality assessment is the display 

of top products receiving most concerns from the public. Figure 26 displays the top 10 

Jabra products with most positive comments from consumers, while figure 27 displays 

the top 10 Jabra products with most negative comments. 

 

Figure 26 - Top 10 products with most positive comments 

 

Figure 27 - Top 10 products with most negative comments 

These graphs have shown that these top 10 products are the most popular Jabra 

products among the consumer community, receiving most comments from consumers, 

both positive and negative. It implies the fact that if Jabra invest in improving these 

products, they can increase customer satisfaction.  
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5.2.1.3 Sentiment result on feature-level 

The sentiment result can also be assessed in feature - level in order to see how 

consumers reflect their experience with Jabra products in term of product features. 

When addressing the sentiment values for specific features, the sentiment result for 

each feature is displayed in the following charts: 

 

 



 

Page | 77  
 

Master dissertation  Summer 2017 

 



 

Page | 78  
 

Master dissertation  Summer 2017 

 

Figure 28 - Summary of Sentiment analysis for each key_point 

All of these charts are sharing a similar trend, where most of the sentences are 

classified as “Positive”. However, there are two attributes which receive the “Positive” 

feedback less than 50% of the total reviews, which are “Durability” (44.2%) and 

“Perception” (44.4%). From these charts, Jabra product manager can have an overview 

about the satisfaction of their consumers, and what they are complaining about so as 

to have plans for product improvement in the future.  

5.2.2 Application of sentiment analysis in BI tool 

5.2.2.1 Detection of product with weak points  

During the first experiment we run the sentiment analysis of the dataset using 

Textblob in Python. The rationale was to identify positive, negative and neutral 

sentiment or opinion in these reviews. The positive reviews are powerful indicators of 

what consumers like about the product. On the other hand, negative sentiment shows 

what product areas need improvement. The results are quite valuable for the quality 

management team of Jabra.  The result of sentiment analysis can be further applied to 

assess product quality. For example, based on the rating provided by consumers, the 

company can specify that “durability” is the weakest feature in Jabra products, which 

the average rating is only 2.77/5.0: 
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Figure 29 - Dashboard sample of weak point detection 

This feature is further analyzed in term of polarity values retrieved from sentiment 

analysis, and analysts can identify specific products receiving negative reviews from 

consumers regarding “durability” feature. From the chart, products with polarity 

values less than 0 have received negative feedback from consumers, and the result is 

translated that the smaller the polarity, the more negative feedback this product was 

given. Products received most negative feedback about “durability” are products with 

id 55, 19, 52 or 63. From this list, Jabra can perform more detailed assessment over 

defined products, so as to detect weak points and improve the products.  
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5.2.1.2 Overview for product quality assessment 

Understanding the importance of getting to know the consumer feedback about 

products, this section aims to provide an effective method to assess a product ID. By 

importing the sentiment result and using BI tool to slice-and-dice the data, analysts 

can provide a fast appraisal on the product. Figure 30 is the demonstration of how to 

leverage the sentiment results in understanding consumer’ opinions and product 

quality assessment. 

 

Figure 30 - Dashboard sample of product quality assessment 

The above figure demonstrated the sentiment value of product_id 5. From the chart, 

analyst can extract critical factors, such as: 

● There are 56 positive sentences, 15 neutral sentences and 21 negative 

sentences. The majority of reviewers were expressing good experience with 

this product. 

● The product has both favorable and unfavorable features. Some features have 

high score, showing the satisfaction of consumers, such as “accessories”, 

“functionality” or “comfortability”. Some features, on the other hand, have 

negative score, which is a sign of dissatisfaction of consumers, such as 

“durability” (-0.26), “perception” (-0.07) or “software” (-0.05). Feature “price” 

has the average polarity as 0, implying that consumers have neutral opinion 

about the product price. Consequently, Jabra product quality manager should 

perform closer analysis on products receiving low scores from consumers.  
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5.2.3 Result comparison with review approach  

We summarize the positive and negative reviews per product features. Based on Jabra 

classification, there are two types of feedback, which are 1 (positive) and 0 (negative). 

Per observation, almost all features of Jabra products received positive feedback from 

consumers, except for “durability”.  

 

Figure 31 - Summary of manual sentiment classification 

The scope of this study is not to compare results from manually classified data with 

sentiment classification results; however, we found similar patterns between the two 

approaches. It is also noteworthy that manually labeled data consist of only positive 

and negative labels, and sentiment classification result shows 03 (three) types of labels 

including positive negative and neutral. Thus, the comparison is somewhat unjust; 

however, for the sake of aligning our results with that of manual process, we measure 

the two dataset result responses. 

For sentence approach, we use the sentiment result for classification, and the result is 

displayed in the following bar chart, showing that the majority of reviews are also 

classified as “Positive”.  
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Figure 32 - Summary of automatic sentiment analysis 

5.3 Experiment 2: OLS Regression analysis 

The purpose of this experiment aims to answer the second sub-research question to 

suggest a method of automatic extraction of descriptive words from the consumer 

feedback. During the second experiment, the dataset is used in OLS regression analysis 

to automatically identify tokens (as independent variables) with features (dependent 

variables). These results help identify key words occurring in customer reviews every 

time they mention “comfortability” or “sound” and the other 10 performance 

attributes developed by Jabra. The idea behind this technique is that real product 

features are likely to be commented on by many customers.  

Additionally, the POS tagging for the tokens are labelled. It provides further insights 

into these descriptive words and supports analysts in coming up with more 

meaningful analysis results.  
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5.3.2 Database creation 

Figure 33 describes the structure of table in SQLite. The total number of records after 

feature mapping is 17,314 records.  

 

 

Figure 33 - Database structure in SQLite 

5.3.3 Tokenization & Stop-word removal 

In order to demonstrate these two steps, we will analyze one sentence from the 

dataset as a sample. 

Sentence: “fits nice in my ear but I can see people with small ear canals possibly being 
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discomforted if they use the provided ear hook pictured.” 

The result of tokenization step includes a list of tokens generated by splitting this 

sentence into single terms, which is as followed: 

“fits”, “nice”, “in”, “my”, “ear”, “but” ,”I”, “can”, “see”, “people”, “with”, “small”, “ear”, 

“canals”,  “possibly”, “being”,  “discomforted”,  “if”,  “they”, “use”, “the”, “provided”, 

“ear”, “hook” ,”pictured”. 

Afterwards, the stop word removals step will help remove all English stop words from 

the tokenized sentences. Consequently, the remaining list of tokens is as follows: 

“fits”, “nice”, “ear”, “see”, “people”, “small”, “ear”, “canals”, “possibly”, “discomforted”, 

“use”, “provided”, “ear”, “hooked” and “pictured”.  

In the implementation, Tokenization and Stop word removal are the two steps in TF-

IDF calculation, which are embedded into the operation of TfidfVectorizer. Therefore, 

results from tokenization and Stop words removal are not explicitly displayed but 

further used in TF-IDF calculation.  

5.3.4 OLS regression in extracting descriptive tokens 

Generally, there are words or phrases which are more helpful in describing a specific 

phenomenon compared to the rest of words in sentences. Consequently, this 

experiment leverages techniques in data analytics to find distinctive tokens of known 

attributes of Jabra products (as defined by Jabra expert).  

The prerequisite for OLS regression experiment is the tokens with TF-IDF values, 

which were pre-processed and calculated as previously explained in section 5.1. 

Because the primary goal of this step is to obtain most distinguishing tokens for each 

product attributes, those tokens are examined in the context of the entire corpus. The 

result of this experiment shows the strength of a token in relation to an attribute.  

The following section is the demonstration of applying OLS regression analysis in 

measuring the relationship between token and one product attribute: “durability”. The 

reason drives us to select this attribute for demonstration as it is the attribute 

receiving the most negative reviews from consumers. 
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From the list of tokens created, each token will be considered as the independent 

variable, with its TF-IDF value as the variable value. The dependent variable has 02 

(two) values: 0 if no existence of feature, and 1 if there is feature existence in the 

sentence. By running OLS for the word in the entire corpus, it returns the OLS result. 

For instance, the following figure demonstrates the OLS summary result for the word 

“warranty” in predicting the attribute “durability”. 

 

Figure 34 - Sample of OLS result summary for one word 

From the result of OLS regression, there are several important elements in 

interpreting the relationship between these variables: 

● R-squared, or Coefficient of Determination: it is a statistical measure of how 

well the regression line represents the data. The value of R-squared as 0.128 

which means that 12.8% of the total variation in y can be explained by the 

linear relationship between x and y (as described by the regression equation). 

● coef : it is the estimation of coefficient. In case of the token “warranty”, the 

value is 0.7554. In the research, this element is used to measure the strength of 

correlation between two variables. 

● P > |t|: it is the p-value of the null-hypothesis that the coefficient = 0 is true. 

Regularly, the relationship between the independent variable and dependent 

variable is considered as statistically significant when p-value less than the 
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confidence level. The confidence level is often set as 0.05, so only words with p-

value <0.05 is considered for analysis.  

By running OLS regression for all tokens defined previously, and filter those with 

statistically significant correlation, we can develop list of tokens which are highly 

related to the product feature. The following table demonstrates the OLS regression 

for one product attribute - “durability”. 

 

Figure 35 - Screenshot from table of OLS result for "durability" 

These are the top 30 tokens which have the strong correlation with the topic 

“durability” (measured by the coefficient values). The coefficient of the target 
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explanatory variable is taken as the strength of relationship (Schwartz et al., 2013). 

The higher the coefficient value is, the stronger the correlation between the token and 

the topic “durability”. These words well describe characteristics of the “durability” 

feature, such as related components like “waterproof”, “resistant” or “warranty”. Also, 

words like “pool” or “water” can help analysts make an assumption that consumers 

are usually using their products for fitness activities like swimming etc. Thus it can be 

assumed that consumers are more interested in the quality of product in the condition 

of using for long time or being waterproof. Comparing to those words defined by Jabra, 

there are some descriptive words which are interesting to analyze, for instance, 

“photo” or “jawbone”. They are not usually linked together with “durability” in the 

common perception, but the result from OLS regression has shown their strong 

correlation with the “durability” attribute of Jabra products. Hence, the list of tokens 

can help analysts to have different insights into their products, as well as refine their 

feature classifications based on keywords.  

The OLS regression analysis for all feature attributes is attached in Appendix E. The 

result provides significant insights, when comparing OLS regression result with the 

manual performance indicators. This might help us explain how automatic processes, 

when it comes to large amount of data perform better when it comes to identifying 

performance of products and attributes. 

There are some differences in terms of correlation strength among topics. As 

demonstrated in the figure 36, attribute “sound” has the highest average coefficient, 

which means that words identified in regarding to “sound” has a relatively strong 

correlation with this attribute. It can be explained by the fact that consumers tend to 

use a more convergent set of vocabularies when discussing about the attribute 

“sound”. On the other hand, attribute “price” has the lowest average coefficient, 

showing a loose correlation between the topic and words. It can be explained by the 

fact that consumers can have various ways to discuss about this topic, either directly 

(“cheap” or “expensive”) or indirectly (“great deal”, “big save”, ect.). Secondly, some 

words can be used in more than one situation (for instance, “cheap” can also be used 

as “cheap looking”, “cheaply built” or “cheap quality”). Therefore, these words have 

correlated to several attributes rather than “price”, and it reflects in the lower 

correlation strength.  
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Figure 36 - Bar chart of average coefficient per key_point 

The result from average coefficients has shown that the automatic approach for 

feature categorization will perform differently on topics. For topics with high average 

coefficients, this approach will give better results since consumers tend to use more 

explicit words. Attributes with low average coefficients show that consumers use 

more ambiguous words and can carry other latent meanings.  

5.3.5 OLS regression in extracting descriptive tokens from 

negative reviews 

In relation to product quality assessment, analysts highly concern about products with 

negative feedback from consumers, because they can reveals aspects for improvement. 

In order to fulfill the further requirements, the experiment can be extended to include 

rating given to reviews by consumers. It is assumed in the context of experiment that 1 

star rating ( “I hate it”) provides most of negative feedback for products.  

We continue with detecting words with highly correlated to attribute “durability” in 

the context of negative reviews, as the extension of the previous example. By applying 

similar techniques, we develop list of words highly correlated with “durability” in 

negative reviews (figure 37). 
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Figure 37 - Screenshot from table of OLS result for "durability" in negative comments 

The results provide significant insight for Jabra to evaluate their product quality. From 

the top words highly correlated with “durability”, it is remarkable that consumers 

describe their experience with Jabra product as “broken” or “defective”. This reveals a 

weak point of Jabra product which managers should pay attention towards. 

Additionally, the list of words can suggest some ideas for Jabra managers. For instance, 

the appearance of words like “email”, “responsive” or “contact” reveals customer’s 

attention to the after-sale customer service. Therefore, the organization needs to 

consider the appearance of word that are out of context such as mentioned above, as 
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that might carry important piece of information regarding their consumer support.  

5.3.6 POS tagging 

The objective of POS tagging is to identify the part of speech of the token, and label it 

appropriately. By grouping tokens into their POS categories, analysts can perform 

further review in specific groups of tokens. For instance, in regarding to the list of 

tokens generated for attribute “durability” in negative feedback, the list of tokens with 

their corresponding POS tag is built as in figure 38. By filtering only adjectives (POS 

tag = JJ or JJR (comparative adjectives) or JJS (superlative adjectives)), we get the list of 

adjectives with high correlation with “durability” (figure 39). 

 

Figure 38 - Screenshot from table of OLS result with POS tag 
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Figure 39 - Screenshot from table of OLS result with POS tag as Adjectives 

The list of adjectives regarding to the attribute “durability” is helpful for analysts, as it 

explicitly explains their customer satisfaction level with products. Terms such as 

“resistant” or “waterproof” may describe characteristic of product feature, while terms 

like “new” or “free” may express customer expectation for products. Lastly, words 

such as “crazy” or “terrible” are helpful in showing level of customer feelings about 

products.  

5.3.7 Data visualization 

In order to intuitively summarizing results from OLS regression analysis, we use word 

clouds. Nonetheless, unlike most of word clouds which use word frequency to scale 

the word size, we use the coefficient value as the measurement for word size, that is 

larger words indicate stronger correlations with the topic. We also use different colors 

to represent different POS groups, which are blue for nouns, green for adjectives and 

orange for all verb forms. The remaining words which do not belong to these 03 

(three) categories are grouped into one group.  

The following figure presents word clouds for attribute “durability”. Words are scaled 
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based on the coefficient values from OLS regression analysis all reviews, regardless of 

their sentiment labels. They are effective in demonstrating how consumers express 

their opinions about Jabra products, and serve as a good tool of capturing consumer 

feedback. For instance, the word clouds for “durability” clearly show that this attribute 

has certain concerns from consumers. The most distinguishing words in verb cloud 

are “damaged”, “break”, “breaking” and “broken”, showing what consumers are 

complaining about.  

 

Figure 40 - Word clouds for "durability' 

5.4 Valuable outcomes 

5.4.1 Short term  

The result of the research reveals the fact that Jabra products are receiving favorable 

reviews from the majority of users over the two e-commerce platforms, Amazon.com 

and Bestbuy. Also, the result supports the case company to understand top products 

which receive most attention from the public. Nevertheless, the result also shows that 

some products are still not able to entertain their consumers up to their expectation, 

demonstrated by the low average polarity that given to these products. Therefore, it 

provides the Jabra product quality manager an overview about how the market reacts 

to their products.  
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5.4.2 Mid term  

Since the Internet has become ubiquitous in recent days, the buying habit of customers 

has changed. Prior to making decision to purchase a new product, customers prefer 

browsing for other users’ reviews on the Internet. Therefore, the result of this 

research can also serve as a deciding factor for potential users prior making purchase 

decision. Also, from the company’s perspective, they can utilize the results to get to 

know their consumers. Based on the results, Jabra should perform comprehensive 

assessment over products with most negative reviews from users.  

5.4.3 Long term  

The result of this dissertation can also be applied to observe how Jabra will respond to 

the market. The fact that Jabra can adjust a product based on consumer complaints or 

reviews can reflect how Jabra captures their consumer expectation. If consumers 

recognize that their opinions are valued and taken into consideration, their level of 

satisfaction will certainly increase. The appropriate response from Jabra will return in 

the high level of customer loyalty.  

In addition, this research has confirmed the fact that social data does hold values for 

organization. Consequently, it suggests another implication for the case company, 

which is the new product development strategy. The automatic approach introduced 

in this dissertation can suggest a process-oriented approach for Jabra in capturing 

their consumer opinions and translating them into business values. We firmly believe 

that the case company can gain benefits from the introduced approach, as it is cost-

effective, reliable and less manual error. Therefore, the case company can establish a 

new product development strategy to take advantages of this research.  
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6. Discussion 

The experiments gave interesting insights about customer data reviews.  In this chapter, 

we would like to discuss the findings of our results based on the data analysis done on 

consumer reviews and opinions about Jabra products from social platforms. In section 

6.1, we would like to discuss the principal findings from our results in the light of the 

concepts that we discussed earlier in section 2.1 of conceptual framework. We also 

present the answers to research question in section 6.2. Section 6.3 and 6.4 will discuss 

the implications of our study. Section 6.5 presents our recommendations for the case 

company. In section 6.6, we admit the limitation of our research. Finally, in section 6.7, 

we discuss opportunities for future research based on this study. 

6.1 Findings in light of concepts 

6.1.1 Social media and two way communication 

Social media platforms and consumer participation have strong influence not only on 

the way people communicate but also transforming the organization's’ strategy on 

how to approach and manage loyal customer relationship. Jabra also realizes the 

importance of sentiment that customer reviews can carry on social media and 

therefore, is interested in finding what kind of opinion these reviews carry about their 

product quality. It is also important to note that the structure of platforms also plays 

an important role in writing and sharing review. For example, Amazon facilitates its 

customers with the ability to rate and write a review about the product. It also enables 

consumers to rate a review as how many people found the review helpful. This 

motivates customers to write reviews and potential buyers can make their purchase 

decisions based on these reviews.  

Moreover, the biggest advantage these reviews hold is for Jabra itself as these reviews 

may help Jabra to improve their product quality and brand perception based on these 

reviews. This eliminates the extra effort of finding out whether customer likes the 

product or not through surveys or other marketing strategies. The e-commerce 

platforms have changed the traditional one way communication method of company 

sending marketing message to consumers, into this rich and interactive two-way 

communication process.  
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6.1.2 User generated content & Credibility of online customer 

reviews 

For the sake of our research, we are not interested in the argument that whether 

consumer reviews hold more credibility than typical advertisements. However, it is 

clear that the shift in market trend has influenced the consumer behavior when it 

comes to making purchase decisions. Advertisements may have an influence on 

introducing new products in the market, but when it comes to decision making about a 

certain purchase, the potential customer wants to know the experience and reviews 

about the product. This does not require any prior knowledge about the person 

writing the review as websites or social media platforms adds credibility to the 

customer reviews. For example, customer reviews that are generated on Amazon and 

Bestbuy have registered customer profiles along with detailed review. This minimizes 

if not completely eliminates the factor of fake reviews. The following figure 41 is a 

screenshot taken from Amazon.com as an example of customer reviews.  

 

Figure 41 - Screenshot of product review from Amazon.com 

Moreover, the fact that social platforms provide a sense of community to consumers, 

where they feel the responsibility to share information about products and help others 
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place their purchase decision on that information. It also enables customers to interact 

with other customers on the platform such as rating the comments or reviews and 

finding the information helpful. This develops a sense of community between the 

current and potential customers and adds credibility to the user generated content on 

these platforms. 

6.1.3 Perceived Quality 

This research helps us understand the aspect of perceived quality and the features 

that were important to Jabra are whether the part of consumer’s views. The initial list 

that was provided by Jabra indicate key performance attributes (refer to table 1) as 

sound, power, connectivity, functionality, design, comfortability, software, price, 

perception and accessories. Jabra also mapped list of words/attributes related to each 

of these performance feature. 

However, result from our second experiment based on OLS regression, shows that 

consumer reviews keyed on different components that were correlated to these 

performance features. These insight help us gain understanding into the customer 

perception of quality and most valued products when it comes to Jabra products. The 

result shows that the performance indicator “price” in our experiment is highly 

correlated to “cheap”, “expensive” and “cheaper”. This provides Jabra with insights 

that consumer reviews might be talking about high price, or expensive products. 

However, as these words are missing the context, several perceptions can be derived 

from these correlated words based on the contextual meaning. The table mentioned 

below is the summary of OLS regression of key performance indicators along with top 

03 (three) tokens appearing in high correlation based on coefficient value. The words 

(tokens), define customer reviews perception about the key performance indicators 

for example, reviews mention “loose”, “causes” and “legend” in high correlation to 

feature “Comfortability”. Although these tokens do not carry a lot of sentiment for 

naive researchers, we believe that it brings great insight for Jabra’s product 

development, quality management and other units to analyze as what is perceived by 

these words in correlation to performance indicator features.   
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Table 4 - Summary of top 3 tokens with highest coefficients per key_point 

6.1.4 Customer satisfaction 

As explained above in section of conceptual framework, customer satisfaction is 

related to post purchase behavior when customers have experienced the product and 

thereafter, share their experience. Jabra’s quality management team is also interested 

in customer satisfaction. Customer satisfaction when measured through positive 

reviews plays a central role for organization’s strategy for marketing and product 

improvement. It is a good predictor of purchase behavior that might lead to 

repurchase, purchase intentions and switching products behavior. Therefore, it is 

important to base quality management decisions based on results from BI tools 

dashboard presented in the table below.  
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Table 5 - Summary of product IDs with negative polarity per key_point 

We believe that assessing the product IDs with negative polarity (right column of the 

table 5) in regards to the features as performance indicators (left column of the table 

5) carries more information as which products got most negative reviews considering 

the specific feature. Jabra can take advantage of this kind of information to analyze 

how the products can be improved in the context of these features. Thus, by 

understanding the products and features with highly negative polarity, Jabra can 

improve the quality management issues, resulting in customer satisfaction. 

6.1.5 Automated market research  

The purpose of the research is to apply automation techniques and text-mining 

algorithms to our dataset, in order to facilitate the analysis of market structure in two 

ways. First, to understand perception of consumer about Jabra products as presented 

in user-generated comments on Amazon.com and Bestbuy. Second, the mass 

production of opinions on the Internet is represented in the continuous stream of 

reviews. This provides practical grounds to shift from traditional approaches towards 

automated market research techniques that are continuous, automatic, inexpensive, 

and in real time. 

Jabra classify data manually from the web-source, it also manually labeled the reviews 

into categories which is a lengthy and time consuming process. However, we believe 

that automated sentiment analysis would help Jabra to focus on important aspects or 
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attributes related to performance indicators with the help of BI tools and dashboard to 

run data in real time, that is more cost effective and time efficient. Moreover, 

visualization features like “word cloud” can also help quality management team to 

focus on most important aspects and features of product performance.  

 

    

Figure 42 - Sample of word clouds 

 

The above “word clouds” are simplest act of visualization of performance indicators 

based on customer reviews. For example, words that appear big in the cloud indicate 

higher correlation in regard to the whole dataset. Which infers that, consumer reviews 

when talking about “price” as performance indicator, they use words like “cheaper”, 

“cheap”, “expensive” and “sounding” in their reviews to share their experience. On the 

other hand, the “word cloud” for performance indicator “power”, highlights words as 

“warning”, “power”, “won’t stop”, “reset” and “died”. Several meanings could be 

inferred depending on different business units of Jabra. However, we are interested in 

quality management aspect for the sake of this research; therefore, we assume that 

Jabra’s quality management team assesses these word clouds and consequently would 

improve the product quality.  
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6.2 Answers to the Research Question(s) 

By introducing an automated method to capture customer opinions and assess the 

product quality based on consumer reviews retrieved from e-commerce platforms, 

this research has provided a direct answer to the research question: “What is the effect 

of text mining techniques on quality management of Jabra, using consumers’ product 

reviews?”. We have successfully applied various text mining techniques in the data 

preprocessing and analysis stages, and with the support of QlikSense as a BI tool, we 

can provide the product assessment in a simple, straightforward and reliable manner 

for the case company. The process has been evaluated against the existing manual 

approach by the company, proving the effectiveness of our recommended method. 

Therefore, it can be inferred that text mining techniques would improve the quality 

management process for Jabra management. 

Corresponding to the sub-research questions, this research has (i) developed a 

sentiment analysis approach which minimizes manual error and cost effective, (ii) 

built an automatic measurement of feature correlation with words. For the sub-

research question “What is the effect of automation techniques using text mining on 

evaluating consumer sentiment?” a sentiment analysis module is developed in Python, 

with its subordinating libraries. The new sentence approach is introduced, which 

resolves the concern about multiple opinions within one review. The sentiment result 

is displayed in term of sentiment labels, polarity and subjectivity values. Then, they 

are combined with BI tool to address the consumer opinions about products, and 

detect products which needs management attention. Thus, we can assume that text 

mining techniques provide detailed approach towards evaluating consumer 

sentiments. 

In term of the sub-research question “What is the effect of automation techniques on 

the process of extracting key features from reviews?” the OLS regression is chosen as the 

method for keyword extraction. This algorithm is one of the most common regression 

techniques, and it only requires basic statistical knowledge to evaluate the result. By 

applying OLS regression, this experiment provides analysts with list of keywords 

correlated with product attributes, which ease the process of manual feature mapping. 

The POS tagging phase is also proven to be beneficial to provide manager with detailed 
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information regarding product quality assessment. Provided that, it can be inferred 

that automation techniques are well-suited for the process of key features extraction 

from consumer reviews. 

The case study in this research has presented an automatic approach to handle 

consumer opinions from e-commerce platforms, and translate them into business 

values. It supports management level not only in understanding their customers, but 

also in evaluating their product quality based on consumer reviews. Results from this 

case study can be used as a baseline for similar research or experiment within retail 

industry domain.  

6.3 Implications for Research 

The study of consumer opinions retrieved from e-commerce platforms has carried 

several implications for research. Firstly, the development of Web 2.0 and social media 

platforms have transformed the buying behavior of consumers in recent days. It has, 

therefore, posed a new challenge for researchers and analysts to study their behaviors 

in these modern platforms, especially when the two way communication is presently 

dominating the Internet. Secondly, the study suggests further research into user 

generated content and automatic market research. The advancement of technology 

has brought consumers with more power on the websites, so they are more open to 

express their opinions. Therefore, companies should pay more attention to data 

content, as well as methods to perform automatic market research using this data. 

Thirdly, the result of this research has proven that consumer feedback does not 

merely serve for understanding the consumers, but they are also effective in knowing 

product experience. Therefore, organization may perform further research regarding 

product quality assessment using social data.  

Additionally, in term of data analytics techniques using for the research, the usage of 

text mining techniques on social data also opens floors for further research. Unlike the 

traditional text streams, languages used on social platforms carry more modern 

expression, slangs or abbreviations. As a consequence, it is required to have more in-

depth study about the effects of exceptional units of language on extracting the 

consumer sentiment values.  
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6.4 Implication for Practice 

For this research, we aimed to address the quality assessment concern of case 

company based on consumer opinions. We have done this by introducing an automatic 

approach using text mining techniques and supplementary tools. Accordingly, the first 

major practical contribution of the present research is that it provides much 

information regarding the consumer satisfaction levels among those who are using 

Jabra products and expressing their opinions on e-commerce platforms. By evaluating 

the consumer satisfaction, Jabra product quality manager can have an initial 

assessment over products, and have an overview about how community is responding 

to their products.  

A second important implication of our study derives from our findings on review 

language by consumers when writing a review. By analyzing keywords with high 

correlation to product attributes, our study points towards specific sets of words 

which consumers usually use in online reviews about Jabra products. Especially, when 

analyzing reviews with low rate, we can provide sets of words, which can reveal some 

aspects of products that need management attention. The case company can hence 

utilize the results in assessing their product quality in practice.    

A third implication stems from our suggested approach for addressing the business 

concern. We have used multiple text mining techniques with some supporting analytic 

tools in order to automate the processes of sentiment analysis and sentence 

categorization, which are currently performed manually by Jabra. Afterwards, the 

suggested approach is evaluated against the manual approach to assess its 

performance. The result of this research hence can be used in practice to ease the 

process of addressing online consumer reviews, and support the case company in 

assessing their product quality management.  
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6.5 Recommendations for Case Company 

The result of this study suggests various recommendations for the case company. First 

and foremost, it has confirmed that the data retrieved from social platforms carry 

helpful information regarding consumer opinions. However, the dataset can give more 

significant insights for analysts if they carry statistic values about the number of 

consumers who agrees with the reviews. In fact, it is an important piece of information 

because reviews with high rate of approval can represent the opinions of the majority, 

thereafter, company can focus more on the “found helpful” reviews. Additionally, if 

information about users and their activities are included in the dataset, analysts can 

also detect fake reviews and improve the accuracy of experiments.  

Another recommendation for the case study is applying the suggested automatic 

approach in sentiment analysis and sentence categorization. The suggested approach 

has been assessed against the manual approach in term of its performance, so the case 

study can apply it in practice in order to minimize the manual error and costs. 

Additionally, the case company could use a BI tool to perform data analytics with data 

visualization, and quickly data slice-and-dice for executive review. Also, it is a 

supplementary tool in assessing the product quality. For instance, the data analytics 

on QlikSense using sentiment results can reveal that consumers do not hold any 

negative feedback for product with id 7, except for the price (figure 43). Thus, by 

combining results from text mining techniques with BI tool, the case company can 

reveal different aspects of the consumer opinions.  
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Figure 43 - Dashboard of sentiment result for product id 7 

6.6 Limitations of the Study 

The presented results in this project needs to be considered in the context of 

limitations. Also, the process of addressing and answering our research questions 

basically generates some more aspects that can be explored in further research. This 

paper presents few limitations in relation to our experiments and we would like to 

discuss these limitations in brief summary.  
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Consumer reviews based on social media platforms are written in informal language 

that often contains slangs and abbreviations. To certain extent, slangs and 

abbreviations could be processed by analytical tools. However, when it comes to 

labeling or classifying data, there might be issues correctly classifying them due the 

fact that the NLTK language corpus is based on standard English words, while slangs 

and abbreviations are results of modern communication on social media platforms e.g. 

lol, omg, rofl, btw etc. 

Another limitation of our research was sarcasm detection, as some of the customer 

reviews might carry some sarcasm in the tone, which could be understood within the 

context of review. However, once we split the reviews into sentences, it is difficult for 

the NLTK library to detect the sarcasm in regard to the review.  

For the purpose of this research, the data was derived from Amazon.com and Bestbuy. 

We believe that one of the limitations for the study could be two similar data sources. 

Data platforms such as, Facebook, blogs and Jabra’s official website could have 

brought new insight into our experiments, as different platforms offer different 

feature affordances to facilitate users to generate reviews. For example, Facebook has 

the ability to like, comment and share the reviews if found helpful.  

Furthermore, due to the time constraint, we did not build up our own sentiment 

classifier. Instead, we could only run the sentiment analysis on Textblob. This has 

impacts on our results, since we performed analysis based mostly on the results of 

sentiment analysis.  

Also, in the regression analysis experiment, we only took unigram into consideration. 

Single words are used as tokens to examine the relationship between words and the 

topics. However, it will not provide as much information as n-grams (with n >1) 

technique could have helped. For instance, if we perform analysis on unigram, the 

word “cheap” may refer to the price of product, but the bigram “cheap quality” may 

imply the poor quality of product. Therefore, n-grams like bigrams or trigrams may 

yield significant improvement in the research.  

Another limitation of this research is that there was missing element of credibility on 

the reviews i.e. how many people find the review helpful.  Although, Amazon.com has 

feature of “found this review helpful”, our data set did not include this feature. We 
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believe that if we could add the aspect of “found this review helpful”, it would have 

added to the credibility of the reviews. 

Last but not the least, a limitation in our dataset could be fake reviews. In order to 

achieve accuracy in our results, it is critical to detect and eliminate irrelevant or fake 

reviews. However, there is no supporting data to perform the data filtration.  

6.7 Future Work 

This section presents possible future work that includes natural language processing 

techniques and possibilities for the use of NLTK as a secondary tool for opinion 

mining, as well as further steps which could be taken to use tools like MUTATO and 

SentiWordNet as primary tools for sentiment analysis.  

Slangs and abbreviations: 

Slang is a type of expression which is very informal and used mostly in chats and user 

generated content on social media platform. For example, “lol” is a slang which is 

commonly used to express the emotion of “laughing out loud”. Abbreviations are 

shortened form of words and phrases which are used in common language to save 

time. For further research, data mining techniques can be applied to explicitly address 

slangs and abbreviations in order to retrieve more information from the reviews. 

Sarcasm Detection: 

Sarcasm is a way to mimic or convey dislike. Opinions on social media platforms are 

used for “opinion mining” and the use of sarcasm could mislead readers by giving 

different or opposite views than the understood meaning. For further research we 

need to develop a model to train the dataset based on sarcasm detection. 

Spelling Mistakes: 

Spelling mistakes are quite common in user-generated content as these are written 

informally without strong focus on spelling correction. Often spelling mistakes are 

made by skipping some characters from word or interchanging the alphabets order. 

For further research we are interested in addressing the problem of spelling in order 

to maximize the output of text mining. 
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N-gram analysis: 

Regarding the text data analytics, we can extend the experiment by analyzing the n-

grams (such as bigrams or trigrams) instead of unigrams. It is helpful to include the 

context awareness in the research, as it can provide more precise information about 

consumer opinions.  

Other tools and data sources: 

Further studies could be performed in order to explore the result when running data 

from other data sources such as Facebook, Twitter and blogs. It would also be 

interesting to explore the reviews from the Jabra official website. This will provide us 

with results that can be compared in order to measure efficiency of tools and 

techniques. Moreover, we can use tools like MUTATO and SentiWordNet to do the 

analysis and compare results with NLTK. 

Detecting fake reviews: 

Further research could be done on fake reviews as it is also an interesting aspect to 

spot fake reviews from the data set. This will improve the data accuracy and spot 

actual reviews with complaints along the rating and detect fake reviews with the help 

of review length, tone and emotional language and frequency of reviewer to submit 

reviews.
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7. Conclusion & Reflection 

In this chapter, we would like to presents the conclusion of our research and significant 

learning reflections along the process of conducting this research. 

7.1 Conclusion 

Our research aimed at analyzing consumer opinions about Jabra product quality 

management aspects using the online consumer reviews that are usually posted and 

discussed on e-commerce websites i.e. Amazon.com and BestBuy. Jabra along with 

most retail stores encourage their consumers to write products reviews on their 

websites. However, consumer communication is no longer limited to one medium for 

user reviews and rating, when a large number of consumer reviews can be retrieved 

from common e-commerce websites. This shift has brought companies involving in the 

process to expose to a new challenge of understanding their consumer expectations, 

which recently vary on different platforms.  

Our aim is to develop valuable insight for Jabra to take advantage from the pool of 

unstructured information, that when analyzed properly can contributes to the 

transformation of product development and create customer satisfaction. By having 

deep insights into various consumer experiences, the organizations can have an exact 

evaluation of their product quality, and perhaps design better system functionalities in 

future product release.  

Based on explained above insights regarding consumer reviews and ease of use 

related to social platforms, this study focuses on the aspects of user generated content 

and product quality assessment using text mining techniques. The dataset of consumer 

reviews is used for two primary experiments. Firstly, we perform sentiment analysis 

about customer’s comments on social platforms in order to understand how 

consumers express their opinions about Jabra products. Secondly, we evaluate specific 

features with their coefficient value of tokens, and assess the quality of features as 

performance indicators.  

Finally, we evaluate the performance of the suggested approach by understanding the 

results in light of the manual approach by the case company. It is important to 
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acknowledge that the focus of the study is not comparing the manual approach to our 

automatic text mining techniques, but we used the manually labeled data as 

benchmark to measure the efficiency of our results.  

The research aims to analyze and address problems regarding product quality 

management and deliver significant outcomes based on data provided by Jabra. 

Therefore, it was a milestone to present to the case company in order to convey our 

findings from experiments. The results were presented to the Jabra quality 

management team at the workshop held in Copenhagen Business School campus2 in 

order to discuss the outcomes and granularity of the analysis.  

During the workshop with Jabra, the quality management team found the sentences 

level approach useful as to point out towards specific attributes. Moreover, Jabra team 

is interested in using the results from OLS regression to study words as tokens to 

improve their list of key performance indicators. The organization is also interested in 

deploying the text mining techniques in order to take advantage of customer reviews 

by running algorithms on real time data. This will help them run the similar 

techniques on vast amount of data, improving the experiment efficiency. 

7.2 Learning Reflections 

The research has helped us gain insight that the process of sentiment analysis is 

definitely a challenging area. Although we have utilized many powerful tools like 

NLTK, Textblob, sklearn and stats models for this research, we still believe that the 

processing is insufficient to capture the real meaning of the terms. Human language is 

often ambiguous, thus, it may need new algorithm or methods to process them. 

Especially, the language used on the social media platforms is informal with slangs and 

abbreviations and is continuously growing due to increased use of ubiquitous 

computing devices; it causes more difficulties for analysts to handle it. 

Another interesting insight is that, consumer reviews on social network platforms 

tend to be longer when they carry negative comments than positive ones. It could be 

inferred that dissatisfied customers write longer reviews including several aspects 

                                                           
2
 5th of May 2017 
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and explanations about product features and experiences. Organizations can take 

advantage of these reviews because there is room for improvement based on these 

complaints. 
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