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Abstract

This master’s thesis is concerned with the practical use of big data in Danish local government. The
primary aim of this thesis is to investigate the actual effects of big data as a source for new
organizational knowledge creation and support in decision making, which most literature generally
consider it has potential to provide and enable. The secondary aims are to assess and add

understanding of the complex concept of big data and to present an example of the practical use of it.

The study attempts to establish insights on how big data creates new organizational knowledge and
supports decision making in local government context, seeing that little is known about the actual
outcome of the practical use of it in the public sector. Hence, the study operates under the pragmatic
paradigm, whose focus is concerned with action, intervention and constructive knowledge. Empirical
data have been collected through the qualitative research methods of partially-structured interviews
and participant observations to enable a rich understanding of the concept of big data and the practical

use of it in Danish local government.

As such, this master’s thesis contributes with an in-depth account of how big data is used in Danish
local government with the case of Residential Social Monitoring. The findings both support and
extend current big data literature. Even though big data has received a great deal of attention in recent
years, this study shows a variety of meanings and reflects a wide range of what the concept
encompasses. The practical usage at Svendborg Municipality shows that big data is able to create new
organizational knowledge as ‘large’ datasets offer a higher form of intelligence that can generate new
insights. With new knowledge, the ability and capacity to make better decisions are now possible,
seeing decisions now can be made on a greater informed basis. Apart from using big data for
informational purposes and thus to decrease uncertainty, big data also reduces equivocality by
creating shared understandings of choice situations. Despite the great opportunities that follows big
data, a number of organizational challenges and IT-related requirements exist. To harvest the full
potential, these challenges and requirements must be addressed. The study ends by concluding that

big data shows great utility for Svendborg Municipality and the rest of the Danish public sector.
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1.0 Introduction

Big data has received a great deal of attention in recent years. As a result of digitization and
datafication (Schonberger & Cukier, 2014), big data is projected to be one of the most important and
profound technology in the digital age (Boyd & Crawford, 2012). In the digital age, vast amount of
data from and about people, things and interactions between them are being generated. Everything
we do is being data traced. It is estimated that the amount of data produced in just two days is as much
as the whole human history up to the year of 2003 (Schmidt & Cohen, 2014). Not only is the data
revolution fascinating, but new technologies, thanks to increased processing power, are now able to
analyze the large amounts of data to extract new insights and new forms of value, in ways that change
markets, organizations, the relationships between citizens and governments, and more (Schonberger

& Cukier, 2014).

Big data has already swept private businesses for several years (Thapa, 2016). In the Danish industry,
big data has been acknowledged as a growth factor and have provided significant effects such as
production- and warehouse optimization, better pricing, additional sales, new services, faster product
development as well as more concentrated marketing campaigns (Irisgroup, 2013). Yet, big data is
not characterized as an emerging technology anymore. Big data was taken down of Gartner’s Hype
Cycle in 2013, seeing it has become prevalent in our lives (Woodie, 2015). Despite the fact that big
data is not exemplified as an emerging technology anymore, it has only just in the recent years reached
the public sector, driven first and foremost by management consultancies and technology companies
(Thapa, 2016). Branded as ‘data-driven government’, implying a more encompassing administrative
paradigm beyond business-as-usual plus running data analysis (Ibid.), big data is considered to be

one of the most important technologies for the future of public administrations (Pollitt, 2014).

The potentials of using big data in the public sector are expected to be great, given the fact that public
administrations produce and collect a vast amount of data in order to perform their daily tasks, making
the public sector one of the economy’s most data-intensive sectors (OECD, 2015). In spite of the vast
amount of data available and the analytical opportunities that follow with it, the public sector is
becoming increasingly aware of the potential value to be gained from it (Munné, 2016; Bassi et al.,
2014) and realizing that data is a strategic asset that needs to be protected and leveraged (O’Brien,
2012). According to a report from McKinsey Global Institute, big data has the potential to increase

internal performance and forecasts a total of $250 billion annual value for European public sector
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administrations (Manyika et al., 2011, p. 2). The report further highlights the fact that big data is
already widely used throughout the private sector and others need to follow, such as governments,
whom also may employ it. Accordingly, mining data' in new ways can help facilitate and generate
products and services like identification of emerging governmental and societal needs, thus
contributing in a variety of ways to improve performance within the public sector and across the
economy (OECD, 2015). In terms of this, there seems to be no doubt that the use of big data holds
great potential for the public sector and with an expected 15-20% reduction on the operating budgets
(Ibid.), the adoption of it may nearly seem like an obligation in times of recession and budgetary
constraints. The great potentials of both economic and societal opportunities may explain the massive
investments that governments and countries around the world currently initiate to capture the full
potential of big data. United States, United Kingdom, France and Japan are only a few of the global
economies whom are spending up to $200 million in infrastructure, tools and resources to manage

big data (Gamage, 2016).

1.1 Research Background
Following the global trend of introducing and applying big data in the public sector, the Danish

government have recently launched its new digitization strategy, ‘Lokal og digital — et
sammenhaengende Danmark’ (KL, 2015a). The strategy is formulated as a political vision for
digitalization and for the municipalities’ common work towards the year of 2020. A part of the
strategy involves that Danish municipalities must pursue to create efficiency and added value by the
use of data. It is recognized that data is the most valuable material as a result of the digitization and
contains great potential to target service for citizens and businesses, as well as to improve the process
of municipal budgeting. Local authorities and the rest of the public sector hold much data about
citizens and businesses, which are being registered as part of carrying out their duties. It is a global

trend that the amount of data increases in all sectors (Ibid.).

It is expected that the opportunities from clever use of data can lead to better service in terms of more
personal and targeted efforts that suits citizens’ current life situation and needs. That being said, by
sharing data across service areas, it is possible to analyze more complex relationships than before,

offering greater degree of evidence. As a result, citizens can reasonably expect the effort that works

! The process of analyzing data into useful information and knowledge
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the best. For the local council and executive boards, data can help create and support decision making

as well as the ability to identify and react to trends in advance (Ibid.).

Despite the opportunities, several challenges and barriers are recognized in the strategy. Firstly, it is
recognized that data is not standardized, making it difficult to use in analytical settings. Data
standardization is an essential condition to fulfill the potential of digitization so data can be shared
across relevant authorities or combined with other data to produce new knowledge. Data
standardization is a major task that often requires many partners’ participation and support. Secondly,
some IT-suppliers takes well paid for the municipalities to access their own data. Therefore,
municipalities must constantly be aware of that data can be accessible through open interfaces when
making new agreements with suppliers. Thirdly, it is important to ensure that the regulatory
environment is lasting, so the possibilities of sharing data across service areas is not unnecessarily
constrained by outdated laws that troubles to keep up with the technological developments. Lastly,
not only is sharing data a technical, financial and legal challenge, but the ability to exploit new
technology is inextricably linked with the ability to create change in the organization and culture.
Only when that happens is it possible to create real added value for citizens, businesses and

municipalities (Ibid.).

1.2 Motivation of the Research
The idea of becoming a ‘data-driven government’ by introducing big data makes instinctive sense

and the development relates great to both the global trend of applying data analytics and the newly
formed Danish digitization strategy. However, despite the increasing interest in big data, a clear
understanding of the concept seem yet to be absent in current literature (Chen et al., 2014;
Schonberger & Cukier, 2014; Demchenko et al., 2013). Furthermore, while there exist a good deal of
literature on the potential contributions and value in terms of improved internal performance and
economic savings, as well as the challenges and barriers to adopt big data, little is known about the
actual outcome of the practical use of big data in the public sector, “/...] Big Data is still in its infancy
and many important questions regarding the true value of Big Data remain unanswered” (Desouza
& Jacob, 2014). Desouza & Jacob (2014) conclude by requesting scholars to look at how data
currently is being used and assess the degree to which it is being underutilized. That the perception
of big data is valuable but the true value remains unanswered, is in relation to the findings by Fosso
Wamba et al. (2015). From a conducted literature review on the subject, Fosso Wamba et al. (2015)

present that only three articles, or seven percent of all publication, were identified focusing on
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government, “/...] very few empirical studies have been conduced to assess the real potential of big

data” (ibid.).

Thus, the gaps in literature justify a need to study the actual effects of big data applications to enable
a better understanding of the complex concept and the possibilities and limitations it encompasses. In
this thesis, big data is studied in Danish local government, as one level of the public sector. Here, big
data is considered a source for new organizational knowledge creation and support in decision
making, operationalized through the empirical variables of effectiveness and efficiency, both of
which are seen important aspects of measuring the performance of the public sector’s output

(Andrews & Entwistle, 2010; Marieta et al., 2010).

1.3 Research Aims and Research Questions
Based on the preliminary text, the primary aim of this research is to study the actual effects of how

big data creates new organizational knowledge and supports decision making at the common initiative
of becoming a data-driven government. The secondary aims of this research are to (1) assess and add

understanding to the concept of big data, and (2) provide an example of the practical use.

In order to fulfill these aims of the research, a primary research question has been formulated as

follows:

- How does big data create new organizational knowledge and support decision making in

Danish local government?

To facilitate answering the primary research question as above, the following secondary research

questions have been formulated, which systematically will be addressed throughout the thesis:

- What is big data, what opportunities does it have to offer, and what are its limitations?

- How does big data create new knowledge and support decision making in the case of
Residential Social Monitoring?

- Which organizational challenges and IT-related requirements need to be addressed to harvest

the full potential of big data in the future?
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1.4 Theoretical and Methodological Considerations
The thesis’s theoretical foundation takes stand within the organizational areas of knowledge creation

and decision making. From the theory of how organizational knowledge is created by Nonaka (1994),
big data is considered to create new knowledge as ‘large’ datasets offers a higher form of intelligence
that can generate new insights. Further, with increased information and knowledge, an improved base
for decision making is available. From the theory of bounded rationality in decision making by Simon
(1945), big data is considered to break the established limits leading to bounded rationality and thus

pave the way towards the ideal state of perfect rationality.

The collection of empirical material has been achieved by the completion of six partially-structured
interviews and participant observations. The six interviews, all of which had a specific focus, had the
intention to obtain information on how big data is understood, how it creates new organizational
knowledge and how it supports decision making. Further, secondary material in terms of reports and
articles has been used to provide a profound knowledge around the hyped technological phenomenon

of big data.

Develop the
Theoretical
Framework

Motivation of the Research Aims and
Research Questions

Collect Data from Analyze Qualitative Answer the
Interviews Data Research Questions

Figure 1 — The research methodology
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1.5 Structure of the Thesis
The thesis is structured in six chapters as described below.

Chapter 1 — Introduction

This chapter introduced the subject matter of the research study — the use of big data as a source for
new organizational knowledge creation and support in decision making. Additionally, it outlined the
justification and motivation of the study, being that big data is a new phenomenon in the public sector
and little is known about the actual outcome of the practical use of it. Further, it introduced primary
and secondary research questions that are to fulfill the aims of the investigation. Finally, it presents

the outline of the thesis to provide a map for an easy navigation of the paper.

Chapter 2 — Theoretical Grounding

This chapter presents the theoretical grounding. It starts by outlining how the literature review is
conducted in a systematic approach, based on the typology of Rowe (2014). Secondly, it illustrates
how the phenomenon of big data is conceptualized in literature. Thirdly, it introduces the theoretical

framework, followed by an in-depth discussion on how big data is linked to this.

Chapter 3 — Research Methodology

This chapter presents the research methodology. It starts by outlining the paradigmatic underpinnings
that this study operates under, including the perspectives of ontology and epistemology of such. It
then guides the reader through the research design and introduces the geospatial big data project,
‘Residential Social Monitoring’, being a single case study. This is followed by a description of the
various data collection methods used to gather the primary and secondary empirical material. Lastly,

a detailed description of the process of analyzing the primary data is presented.

Chapter 4 — Empirical Findings

This chapter presents the analysis of the obtained empirical data. It provides rich insights on how big
data is understood, creates new organizational knowledge and supports decision making in Danish

local government.
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Chapter 5 — Discussion

This chapter discusses the empirical findings of the study. It starts by outlining the implications for
research and contributions in terms of whether the empirical findings support or extend current
literature on big data. The chapter then moves on and presents our reflections on the research process

in regards to conducting qualitative research and design-science inquiries.

Chapter 6 — Concluding Remarks

The final chapter presents the concluding remarks of the study. It presents how the empirical findings
accommodate the research aims and answers the research questions that steered this study. The
chapter ends by suggesting future research opportunities that we have become aware of along the

way.
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2.0 Theoretical Grounding

2.1 Introduction
This chapter presents a map of the big data literature to provide an overview of the underlying

assumptions that shape the positioning of this research study. The literature review has played a key
role in assessing the relevancy of the study and helped us forming the theoretical framework for the
research. Before presenting the main results of the literature review, that being to capture the essence
of what the literature says about big data as a source for new organizational knowledge creation and
support in decision making, we first present and discuss our considerations for a carrying out the

literature review in a systematic approach.

2.2 The Dimensions of Typology for Literature Reviews
The following part describes our considerations of the establishment of the theoretical grounding for

researching the phenomenon in a systematic approach. From the classification of a literature review
goals by Schwarz et al. (2006), the purpose is to (1) to summarize prior research, (2) to examine
critically contributions of past studies, (3) to explain the findings of prior research, and (4) to clarify
alternative views of extant literature. Inspired by the work of Rowe (2014), the literature review is

based on what he refers to as the ‘dimensions of typology for literature reviews’ (Ibid.).

Component Description

Review ambition Describing (a-theoretically), understanding or explaining

(Objective)

Breadth of review Problem, stream or theme, discipline

(Focal Point)

Article Identification Inclusion criteria (search process, type of source, period, discipline),

(Systematicity) coverage, quality assessment, sources description

Analytical Approach ‘Logical structures in the argumentation enacted in the paper’... ’the

(Argumentative strategy) | order of the components of the author’s argument’ (de Vaujany et
al., 2011, p. 401)

Table 1 — Dimensions of typology for literature review by Rowe (2014)
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2.2.1 Review Ambition
Rowe (2014) states that a literature review, ““/...] synthesizes past knowledge on a topic or domain of

interest, identifies important biases and knowledge gaps in the literature and processes
corresponding future research directions” (p. 243). He distinguishes between three main types of
review ambitions, i.e. for describing, for understanding, and for explaining, which can be grouped
under the categories of ‘summative’ and ‘developmental’ reviews (Ibid.). Applying a summative
approach, we as researchers may seek to map or classify what has been written in regards to our
phenomenon with no contributions to existing theory (Ibid., p. 243). Carrying such an approach would
provide novel insights from the process of data collection and analysis and offer a mapping of the
existing literature on the distinct topics of big data, organizational knowledge creation and decision
making. However, strictly speaking, the literature review may only provide a description of the
territories and an indication on how there might a relationship between the distinct topics.
Accordingly, a developmental approach can comprehend the missing link, seeing that such review
may want to explain why, how and when things in a phenomenon, and thus focus on causal
relationships with certain outcomes (Ibid.). As a result, this thesis employs a balance of both review
ambitions and strives to explore, challenge, and confirm the relationship between big data,

organizational knowledge creation and support in decision making processes.

Review ambition Outcome

Summative Describing the territories of big data, organizational knowledge creation and
decision making
(no contribution to theory)

Developmental Understand and explain the potential effects of big data on organizational
knowledge creation and support in decision making

(initial contribution to theory that can be explored, challenged, and
confirmed in qualitative or quantitative studies)

Table 2 — Implications of applying different review ambitions

2.2.2 Breadth of Review
For the breadth of review, Rowe (2014) states that, “/...] all the above types of literature reviews aim

at a better understanding of a knowledge domain for which breadth can vary considerably from a
specific problem to a stream of research and ultimately to what a discipline has produced” (p. 245).
It is acknowledged that the breadth of the review has to be seen in relation to the ambition of it,

considering that working under a summative review it may be characterized as being phenomenon-
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centric, in spite of the fact that this ambition seeks to map the existing body of knowledge within the
distinct topics of big data, organizational knowledge creation and decision making. Yet, anchored in
the predicament of understanding the effects of big data on organizational knowledge creation and
support in decision making, the breadth of research may be classified as problem-centric (Ibid., p.

244).

It is acknowledged that the process may not represent a clear distinction between either
summative/developmental, neither phenomenon-/problem-centric, but rather a combination to
establish a thorough understanding on the subject. Yet, there seem not to be any right or wrong
choices when it comes to the ambition and breadth of the review, but rather the approaches are chosen
by its common ability to support answering the stated research question. Accordingly, the distinction
between summative and developmental review ambition is considered upon how it contributes to the

different parts of the study and therefore viable solutions for the review.

2.2.3 Article Identification
The third step in the typology comprehends the process of finding relevant articles within our topic

(Rowe, 2014). The adopted process is initially driven by defining keywords that to our understanding
seem to grasp the topics of big data, organizational knowledge creation and decision making. Rowe

(2014) characterizes such search process as keyword-based search (p. 247). From the table below, an

initial identification of potential keywords that seemed relevant were recognized.

Phenomena Initial keywords
Big Data — A Source Big data Decision-support
for Organizational Business intelligence Evidence-based management
Knowledge Creation Data analytics Data-driven decision making
and Support in Decision making Knowledge management
Decision Making Data knowledge Knowledge creation
Data mining Knowledge discovery
Machine learning Informatics
Data science

Table 3 — Results from database inquiry
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The identified keywords provided the basis for the initial search process. However, in spite of the fact
that the same phenomenon can be captured through different keywords, an open mindset and
awareness of such was adopted. Rowe (2014) mentions that such awareness is especially important
in the area of management topics, such as decision making, seeing that there is a strong incentive to
differentiate oneself by inventing own concepts that in a given well-defined theme there might be
dozens of completely different words or expressions for designating the same phenomenon, which
makes the keyword approach very useful and necessarily iterative after one realizes one’s omissions
(p. 247). An example of such identified expression is the keyword ‘data-driven decision making’,
which basically is defined as the practice of which management makes decisions based on the analysis
of various data and not just on intuition (Provost & Fawcett, 2013a). Thus, a mindset of continuously
building a pool of keywords is the means forward. From the work of Webster & Watson (2002), we
started by exploring major journals such as Administrative Science Quarterly and Government
Information Quarterly for publications containing our defined keywords. The reason for focusing on
the major journals was that is it generally expected that the highest quality articles appear from these.
Next, having found the initial pool of research and having reviewed it carefully, we then proceeded
to go ‘backwards’, by scanning the reference lists. This was due to the belief that the most recent
research has its basic knowledge from prior research. At last, we went ‘forwards’ with the ambition
to identify articles that reference another articles. The process of going ‘forwards’ was primarily done
by utilizing scholarly search engines such as Google Scholar and CBS Library, seeing that they both
provide a function for viewing citations on specific articles. The process of snowballing, i.e. going
‘forwards’ and ‘backwards’, have been dominated by the ambition of quality instead of quantity, in
spite of the fact that snowballing may can generate a wide range of existing studies. It is believed that
the applied approach have provided a reasonable picture of the existing body of knowledge within
our phenomenon (Webster & Watson, 2002).

2.2.4 Analytical Approach
Having defined the extant literature within the phenomenon of big data as a source for organizational

knowledge creation and support in decision making, the final step of a literature review is, from the
thoughts of Schwarz et al. (2006), to synthesize and summarize the findings. From the work of
Webster & Watson (2002), a concept matrix was developed after the reading was complete to identify
patterns between the concepts within the found literature. The rationale of synthesizing and

summarizing is ultimately to help others for future research purposes, as Webster & Watson (2002)
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state, “/...] make sense of the accumulated knowledge on a topic”. An abstract of the concept matrix

is demonstrated below. Please see appendix A for the complete table.

Conceptualization Opportunities Challenges

= o =
2 2 g g X 5]
S 2 g 3 = g
= g o S¢S g8 @
80 ] =] & 5 | =2 8 S
= < o = o = —
o] o) N —_ g o (=} +— =
> & o 9SS & & g = W
o f 7] S o B = = n
o = 17 = © 8 - = s = )
= = 8 g8S = 38 > & ¥ =
B 2 9 A i % SIS o & A
o \ (] a —_ 2 O = = ) =
S22 & 58 EE E 2 E § % 5
<3 s 9 g = S g =5 g S
©» O = o = g 2 a8 b5 S = >
Articl > O > () j=] ) (9] E (3] — o =
rticles a > o O @ Z —= M & A =%
Schonberger & Cukier (2014) X X X
McAfee & Brynjolfsson (2012) | x X | X X | x
Provost & Fawcett (2013b) X
Fredriksson (2016) X X | X X X
Knapp (2013) X X
Boyd & Crawford (2012) X X X X

Table 4 — Abstract of concept matrix

The table has provided effective means of communicating the major findings and insights that was
achieved in a visually and informative way. The crosses represent a situation in which an article
contains or relates to one or more of the identified concepts. The selected abstract of the table reflects
an understanding of the potential effects of big data on organizational knowledge creation that can
support decision making. The components of a literature review by Rowe (2014) and the applied

approaches are summarized in the table below.

Component Applied approach

Review ambition Summative / developmental
(Objective)
Breadth of review Phenomenon- / problem-centric
(Focal Point)
Article Identification (1) Keyword-based search
(Systematicity) (2) Exploring major journals
(3) Snowballing (‘backwards’ and ‘forwards’)
Analytical Approach Concept matrix
(Argumentative strategy)

Table 5 — Summary of the components and applied approaches
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2.3 The Concept of Big Data

The concept big data has received a great deal of attention in recent years. Today, the amount of data
is on a completely different level than before, due to the massive distribution of information, the
increasing amount of electronic devices, and the overall development of the IT society (Schmidt &
Cohen, 2014). However, despite the increasing interest in big data, the perceptions of it are rather
different and the concept has no overall definition that is agreed upon by the industry and academic
scholars (Fredriksson, 2016). In terms of this, it is necessary to attempt to understand the concept to
shed light on the yet unclear concept of big data to further build upon a common definition in relation

to further research purposes.

In 2001, Doug Laney presented his thoughts on big data and thereby placed himself as the frontier,
trying to make a general definition of at that time, new phenomenon. The definition was based on
what he called the 3v’s, where big data is viewed in the context of volume, variety and velocity
(Laney, 2001). Big data also fits into the category of digital information (Michael & Lupton, 2016),
where social media, web pages, store purchases, downloads, consumer feedback, health records,
maps, protocols and geographic locations, are just a few of the sources that big data descends from
(Fredriksson, 2016). Even though big data is commonly seen in the context of the 3v’s, Power (2014)
argues that one should also look beside the raw numbers and deal with the change in data management

processes, within the organizations.

A different view of big data was in 2012 presented by Boyd and Crawford. Here, big data is presented
with three basic assumptions: (1) that computer power and algorithmic accuracy is maximized to
gather, analyze, link and compare large datasets; (2) that economic, social, technical and legal claims
are based on identification of patterns in large datasets; (3) that large datasets work as the kick starter
of using higher intelligence and fostering of knowledge creation that will create insights that was
formerly unimaginable. Hence, big data is seen as a cultural, technological and scholarly phenomenon
(Boyd & Crawford, 2012). That big data is a technological phenomenon implies that tools, processes
and procedures are the focal point in understanding what big data is (Knapp, 2013). These three areas
are central in understanding big data, as explained by Carter (2011), who argues that big data is new
‘technologies’ and ‘architectures’, which are, “/...] designed to economically extract value from very

large volumes of a variety of data, by enabling high velocity capture, discovery and or analysis”.
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The organization can hereby use big data to efficiently create, manipulate and manage very large
datasets and also store it properly (Knapp, 2013), by utilizing big data as an analytical tool (Jordan,
2014). These newly developed tools, “/...] let one manage far larger quantities of data than before,
and the data — importantly — need not be placed in tidy rows or classic database tables”’ (Schonberger

& Cukier, 2014).

Where the variety of data is one dimension, volume is another rather abstract dimension with
subjective meanings. However, Ohlhorst (2012) reasons that, “/...] big data is extremely large
datasets”, which makes it impossible to manage and analyze with standard computing processing
power and tools. As Fredriksson (2016) elaborates, “The bigger the data set, the more difficult it is
to gain any value from it ”. Hence, new technologies are required to be developed and new techniques
to be used, in the pursue of creating value for the organization (Provost & Fawcett, 2013b). The
cohesive agreement among researchers surrounds the dimension of volume presented by Laney
(2001), where big data is commonly seen as very ‘large’ datasets. Following the report from
McKinsey Global Institute, a manifest of big data being in the category of high volume is presented,
“[...] datasets whose size is beyond the ability of typical database software tools to capture, store,
manage, and analyze” (Manyika et al., 2011). Hence, organizations can be limited to effectively draw
decisions based on big data in raw form, since it cannot easily be interpreted by workers and managers
(Philips-Wren and Hoskisson, 2015). This is due to the fact that big data, “/...] exceed or are beyond
the capabilities of the organization to store or analyze for the purpose of decision making”
(Fredriksson, 2016). An area which Troester (2012) also agrees, “/...] the volume, velocity and
variety of data exceed an organization’s storage or compute capacity for accurate and timely decision

making”.

To sum up, an extensive variety of definitions exists within the concept of big data. However, it is
evident that what Laney in 2001 presented as ‘Volume’, ‘Variety’ and ‘Velocity’, complies well with
what is written in the literature. A summarization of the concept of big data in regards to the literature

follows in the figure below.
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Volume, velocity, and variety
(Laney, 2001)

Digital information
(Michael & Lupton, 2016)

Tools, processes, and procedures
(Knapp, 2013; Jordan, 2014)

Extremely 'large’ data sets
Big Data (Ohlhorst, 2012; Provost & Fawcett, 2013; Manyika et al.
2011; Phillips-Wren & Hoskisson, 2015; Troester, 2012;

Schonberger & Cukier, 2014)

Cultural, technological and scholarly phenomenon
(Boyd & Crawford, 2012)

Change in data management
(Power, 2014)

Big data technologies
(Carter, 2011)

Figure 2 — How big data is described in literature

Despite the variety of definitions above, four resemblances can be derived. Firstly, the amount of data
has to be ‘large’. Naturally, it raises the question what amount that is. To comprehend such matter,
the phrase 'it’s all relative™ is used, in spite of the fact that the answer is not expressed in terabyte or
petabyte, or whatever follows next. Thus, the amount is subjective and depends on the standard size
of datasets within the given industry (Manyika et al., 2011). Secondly, no ordinary software can
manage big data. New advanced technologies are required to process the ‘large’ amount of data.
Thirdly, a depth of complexity is present, seeing that the data has to be somewhat unstructured or
‘messy’, as Schonberger & Cukier (2014) label it. Fourthly, an agreement that some form of machine
learning is going to be applied to the data set, such as regression or classification ( & Fawcett, 2013b).
Lastly, recognition that it is not the quantity of data that is revolutionary, but the fact that we can do

something with the data by generating new insights that was not possible before.

2 Meaning that one size does not fit all when it comes to human beings
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2.4 Knowledge Creation Theory

Any organization that dynamically deals with a changing environment ought not only
to process information efficiently but also create information and knowledge. Analyzing
the organization in terms of its design and capability to process information imposed
by the environment no doubt constitutes an important approach to interpreting certain

aspects of organizational activities. (Nonaka, 1994, p. 14)

Organizational theory has for centuries been focusing on a paradigm that conceptualizes any
organization as a system that ‘processes’ information or ‘solves’ problems. The latter, a central task
of the organization is how it efficiently handles information and deals with decisions in a changing
environment. As Toffler (1991) characterizes it, “We are now living in a knowledge-based society,
where knowledge is the source of the highest quality power”. Furthermore, this paradigm promotes
that the solution to gain efficiency lies within the ‘input-process-output’ system of information
processing (Nonaka, 1994, p. 14). However, Nonaka (1994) states that a major problem exists within
the paradigm, that, “Information processing is viewed as a problem-solving activity which centers on
what is given to the organization — without due consideration of what is created by it” (p. 14). Thus,
one should rather focus on what information and knowledge that is created in the means of the
organization’s engagement with the surrounding environment and not the processing of already
existing information. Innovation is an example of a key organizational output or knowledge creation,
which cannot be explained in the terms of information processing or problem solving. It should rather
be viewed in the context of a process, where the organization’s job is to create and define problems
and thus to solve them by developing new knowledge (Ibid.). Therefore, the organizations’ ‘raison

d’étre’? are to continuously create knowledge (Nonaka et al., 2000, p. 6).

Big data is seen to play an important role in creating knowledge for organizations, which will be

described later in this chapter. Yet, first a closer look into the underlying theory.

3 Reason or justification for existence
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2.4.1 What is Knowledge?
Knowledge is extensive and contains many different viewpoints, definitions and expressions. Some

organizations view knowledge as ‘evidence’ or ‘fact-based’. Others understand it in relation to
systems of ‘best practices’ and some simply describe it as ‘past experiences’ (Christensen, 2010, p.
160). Nonaka et al. (2000) define knowledge as a ‘justified true belief” (p. 7). However, many
different criteria exist before something can be categorized as knowledge or if it is rather simply
principles and stereotypical opinions, which does not align with the reality (Christensen, 2010, p.
160).

Further, knowledge shall be seen as dynamic, because it regards to the social interaction between
organizations and individuals (Nonaka et al., 2000, p. 7) and as a context specific asset that depends
on time and place (Hayek, 1945, p. 521). If knowledge is not put in a context, “/...] it is just
information, not knowledge [...] 1234 ABC Street is just information”. However, when used in a
context, “My friend David lives at 1234 ABC Street, which is next to the library”, information
becomes knowledge (Nonaka et al., 2000, p. 7). Thus, information is defined as ‘a flow of messages’
or meanings that is transformed into knowledge when, “/...] interpreted by individuals and given a
context and anchored in the beliefs and commitments of individuals” (Ibid; Fredriksson, 2016, p. 6).
However, when transforming information into knowledge, the interpretation by individuals creates a
main problem called ‘absorptive capacity’ (Cohen & Levinthal, 1990), where knowledge is
understood subjectively (Christensen, 2010, p. 162). That knowledge is subjective is furthermore
highlighted by Szulanski (1996, 2003), who explains that knowledge is not just something that you
wrap up and send. Hence, one should rather accept the limitations that exist and thus the knowledge,
which are to be shared, is not complete (Christensen, 2010, p. 162). That information and knowledge
is interpreted by individuals who possess subjective meanings, leads to the next aspect of knowledge

creation and sharing, namely tacit and explicit knowledge.

2.4.2 Explicit and Tacit Knowledge
One important dimension of the knowledge creation and sharing theory is the view of knowledge

being either tacit, i.e. ‘non-transferable’ or explicit, i.e. ‘transferable’ (Nonaka, 1994). A distinction

of these main concepts is presented below.

Explicit, or codified knowledge, refers to something that can be expressed in formal and structured
language and thereby easily shared between organizations, individuals or groups in the form of data,

scientific formulae, specifications, manuals and so forth (Nonaka et al., 2000, p. 7).
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Another criterion for knowledge to be explicit is that it can be, “/...] processed, transmitted and
stored relatively easily” (Ibid.). Tacit knowledge on the other hand is the opposite. Here, knowledge
is something that regards to our personal quality of action and involvement (Fredriksson, 2016, p. 6),
yet also something that is intensely rooted into the actions, procedures, routines, commitment, ideals,
values and emotions that might be present (Nonaka et al., 2000; Schon, 1987). Tacit knowledge
cannot be easily shared because it, “/...] indwells in a comprehensive cognizance of the human mind
and body” (Polanyi, 1958; Nonaka, 1994, p. 16) and it is knowledge that a person holds on an
individual level from own practical experiences, such as former jobs, courses, etc. (Christensen, 2010,
p. 165). Tacit knowledge has been explained as, “We can know more than we can tell” and in the
context of learning how to ride a bike (Polanyi, 1967). You do not learn it by reading manuals and
books, but rather to practice and develop an experience with it. However, any guidance from others
with the experience, might help you reach the goal earlier and to be more effective (Christensen,

2010, p. 166).

Knowledge is also a cultural term, where western countries view it as being explicit, and for others,
like Japan, knowledge is primarily considered as tacit (Nonaka et al., 1996, p. 205). Therefore, one
has to be aware of the cultural differences that might exist when working with e.g. big data towards
new knowledge creation. However, Nonaka et al. (2000) emphasize that a combination of both tacit
and explicit knowledge has to be recognized, because they are complementary to each other and
together play an important role in knowledge creation (p. 8). Hence, new valuable knowledge is
created by an interaction and combination of both tacit and explicit knowledge as Nonaka et al. (2000)
argue, “Written speech is possible only after internal speech is well developed” (p. 8). Regarding to
the interaction of tacit and explicit knowledge, Nonaka (1994) has developed a framework for four
different modes of knowledge creation, also known as the SECI process (Nonaka et al., 2000). The
interplay between the two types of knowledge is called ‘knowledge conversion’, where the modes
contain of: (1) ‘socialization’, i.e. from tacit knowledge to tacit knowledge; (2) ‘externalization’, i.e.
from explicit knowledge to explicit knowledge; (3) ‘combination’, i.e. from tacit knowledge to
explicit knowledge; and (4) ‘internalization’, i.e. from explicit knowledge to tacit knowledge

(Nonaka, 1994, p. 19).

Firstly, socialization refers to the shared experiences and interactions between individuals, such as

observation, imitation and practice, demonstrations, face-to-face dialogues and informal meetings.

26 —-132



Lasse Vinter Copenhagen Business School 2017 Master’s thesis
Anders Martensson

Secondly, externalization includes processes of transforming tacit knowledge to explicit, such as
abductive thinking, concept design, notes, diagrams and metaphors. Thirdly, combination occurs
when individuals collect explicit knowledge from inside or outside the organization and then
combine, edit and process it to create new knowledge inside the organization, such as specifications,
databases and synthesized reports. Fourthly, internalization is viewed as ‘learning by doing’, where
individuals perform tasks specified explicitly in documents and manuals. This is done in combination
with training programs and simulations that are typically held in close cooperation with the rest of

the organization (Nonaka et al., 2000).

Tacit Tacit
‘ Socialisation Externalisation
=
© g
Empathising Articulating 3
Embodying Connecting m
- 3
3 =)
Internalisation Combination
Explicit Explicit

Figure 3 — The SECI process
Source (Nonaka et al., 2000)

The different modes of knowledge conversion shall be seen as a dynamic process, where knowledge
enters and evolves in a spiral movement that comprises all four modes (Nonaka, 1994).
Hence, the spiral becomes larger and can trigger a new knowledge creation to develop, which then
starts a new spiral that undergoes the same process as the former. The SECI process encompasses
that knowledge creation is made throughout the organization, starting at the individual level, moving
beyond boundaries to departments, divisions and sections, or even to other organizations (Nonaka et
al., 1996). Thus, the knowledge creation process “/...J is a never ending process that upgrades itself

continuously” (Nonaka et al., 2000).
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2.4.3 Big Data — A Source for Organizational Knowledge Creation

Big data is all about seeing and understanding the relations within and among pieces
of information that, until very recently, we have struggled to fully grasp (Schonberger
& Cukier, 2014, p. 19).

In this section we link the phenomenon of big data to the organizational theory of knowledge creation,
seeing that big data in this thesis is considered a source with great potential to create new
organizational knowledge. This potential is established because big data implies large datasets and it
allows the organization to be more intelligent and engender new insights. Therefore, big data is
considered new knowledge (Knapp, 2013). This is also supported by Schonberger & Cukier (2014),
who acknowledge big data as being able to, “/...] extract new insights or create new forms of value”
(p. 6) that can help us understand and make sense of the world that we live in (p. 7). Yet, others argue
that big data creates more valuable knowledge than before, due to the possibility of combining
traditional data analysis with the new big data analytical tools, “/...J in order to get richer and
improved insights and make smarter decisions” (Marr, 2015, p. 10). For any organization, the new
insights and knowledge gathered from big data on customers, products and operations can result in a
new or more efficient value chain process. By utilizing the collected data, it provides the organization
with insights and knowledge about customer’s interests, passions, affiliations and associations. Thus,
these insights can be used in optimizing the ‘customer engagement process’ (Schmarzo, 2013). Thus,
put in another context, public institutions or municipalities can also use these new opportunities in
their effort of servicing citizens. The possibility of seeing things in real time is also referred to as ‘big
data knowledge creation’. Since it helps the organization to use predictive maintenance, product

performance recommendations and network optimization and thus be a ‘predictive enterprise’ (Ibid.).

The combination of datasets from both internal and external sources is in relation to big data, seen as
a driving force for new information and knowledge creation (Fredriksson, 2016). This fits well into
the perspective by Nonaka et al. (2000), where knowledge shall be combined even if it is both tacit
and explicit. Thus, it is not just the new advanced technologies developed in the era of big data that
fosters new knowledge creation, but rather the data itself and the way we use it (Schonberger &
Cukier, 2014, p. 7). Particularly, the explicit or codified view of knowledge is important to highlight,
due to the fact that big data is transferable (Fredriksson, 2016). Being transferable, big data follows
what Nonaka et al. (2000) explains, “Explicit knowledge can be expressed in formal and systematic

language and shared in the form of data [...] it can be processed, transmitted, and stored”.
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Additionally, big data shares many of the same features of what Nonaka (1994) explains as explicit
knowledge, i.e. digital, captured in databases and archives. Seeing big data as digital data, one can
argue that it creates explicit knowledge (Fredriksson, 2016) and thus amplifies the relevancy of using
knowledge creation theory in relation to big data. Nonaka et al. (1996) hold the argument that explicit
knowledge is a set of meaningful information, which is something that we believe can be regarded as

the opportunity to create visualization with big data (LaValle et al., 2011).

Information refined from big data can be transformed into new valuable knowledge, patterns and
insights that can be used to solve problems, increase profits and productivity (Fredriksson, 2016).
Furthermore, the new knowledge derived from big data fosters opportunities and cultivate best
practices of working, for both private and public institutions (Elgendy & Elragal, 2014; Ohlhorst,
2012). That new knowledge is created by utilizing big data from outside of the organization and not
just the processing of already existing information, aligns well with the view of Nonaka (1994), who
states that any organization should not solely gather information and process it to solve problems, but
rather create new knowledge with ‘what’ is given to the organization. From our literature review, big
data is not just acknowledged as ‘large datasets’, but also as a process of understanding, managing
and connecting it to a relevant context. Connecting data to relevant context is also acknowledged by
Hayek (1945), as a paramount to gain knowledge. This connection is done by the individuals with
expertise of using big data analytical tools and different methods of understanding data; therefore we
argue that tacit knowledge is still an important aspect of big data management. Thus, information is,
“[...] interpreted by individuals and given a context and anchored in the beliefs and commitments of
individuals” (Nonaka et al. 2000), which then is related to the concept of ‘absorptive capacity’, i.e.
knowledge is understood subjectively (Cohen & Levinthal, 1990).

To visualize how big data management is able to create new organizational knowledge, the
framework of Ackoff (1989) & Rowley (2007), namely the Data-Information-Knowledge-Wisdom
(DIKW) hierarchy, can be applied. Firstly, data represents ‘symbols and properties’ of objects and
events. Secondly, information comprises processed data. Thirdly, knowledge is seen in relation to
‘instructions of how to answer’ questions. Fourthly, wisdom deals with the values that involves the
‘exercise of judgment’ made by the individual (Ackoff, 1989). To this, “Each of the higher types in
the hierarchy includes the categories that fall below it” (Rowley, 2007), i.e. knowledge is derived
from information and information from data. Thus, when big data enters the hierarchy, it undergoes

an equivalent complex process to the one found in the SECI model (Nonaka et al., 2000).
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In both processes, knowledge is extracted and internalized into the individuals of the organization.
Due to the fact that knowledge may answer questions (Ackoff, 1989) is why LaValle et al. (2011)
argue that, any organization should ask questions in regard to its strategy, vision or raison d’étre

before analyzing, compromising and combining big data to new knowledge.

Increase of effectiveness &
efficiency (evaluated
understanding)

Where should we focus
next?

Wisdom

How can we change the

situation? Decision making

Actions: strategic decisions,
What factors relates to Knowledge insights, prediction (answer of

how ion
each others? Visualization oW questions)

Combination and context
Which data is relevant, and Information (who, what, where, when,
which should we use?
Data analytics, machine learning how many )
, Structured, unstructured data,

What data do we have? Data internal and external data

Sensors, surveys, databases, observations

Figure 4 — DIKW pyramid in the context of big data management
Source: Own contributions with inspiration of (Rowley, 2007; Ackoff, 1989)

Firstly, the questions on the left, relates to the principle that any organization should ask questions to
its strategy, vision or raison d’étre (LaValle et al., 2011) before addressing the knowledge that big
data may create. Secondly, general examples of how big data may enter the different layers in the
DIKW hierarchy are presented in the middle of each layer and on the right. However, the presented
interpretation of the framework shall only be seen in the context of our research perspective and not
as such a general model for application. Thirdly, it is important to emphasize that the information-
and knowledge layer are of great interest, since they refer to the technologies that big data encompass.
Such technologies may include analytic software solutions (e.g. Hadoop, MapReduce and big Table)
that enable the possibility to break-up, analyze and combine large datasets in new ways. Hence, big
data allows new knowledge creation by using text-, speech-, video/image- and combination analytics,
including behavior analysis (Marr, 2015). Fourthly, knowledge is gathered by presenting the
information found through the data analysis in easy and understandable matter, which is something

that visualization encompasses.
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With visualization, data becomes “/...] more accessible and meaningful but one can also better
illustrate the relationship between the data”, which is furthermore important in decision making
(Marr, 2015, p. 157). Where visualization previously focused on presenting tables and spreadsheets
in forms of charts and graphs, big data allows organizations and decision makers to present data,
information and knowledge in brand new ways. The reason for this is the new technological tools as
explained by Marr (2015), “People don’t want to search for the insights locked within the data, they
want their insights provided to them, nicely packaged in a way that helps them understand the
messages and these new tools can help in that challenge” (p. 161). Data insights can be provided to
decision makers in several ways such as displaying maps, text, data, behavior & emotions and
connections (Marr, 2015, p. 162). Fifthly, with new knowledge, decisions makers can gather a shared

understanding of situations and thus increase the effectiveness and efficiency of their organization.

To summarize, the above section examined how big data can leverage new knowledge creation in an
organizational context. Based on this examination, we propose that big data plays an important role
in generating new knowledge for further usage in strategic decisions, including forming of visions
and accomplishment of goals. Furthermore, big data helps generate new explicit knowledge, which
1s highly relevant to examine in any case, where one wants to move from tacit into explicit knowledge
that can be used easier throughout the organization. Thus, the collected qualitative data surrounds the

presented theory of knowledge creation, regarding to tacit and explicit knowledge.
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2.5 Decision Making Theory

Organizational decision making in the organizations of the post-industrial world shows
every sign of becoming a great deal more complex than the decision making of the past.
As a consequence of this fact, the decision making process, rather than the processes
contributing immediately and directly to the production of the organization’s final
output, will built larger and larger as the central activity in which the organization is
engaged. In the post-industrial society, the central problem is...how to organize to make

decisions. (Simon, 1973; Huber, 2004)

The environment of organizations has never been changing as much as now, compared to what we
have seen in the past (Huber & Glick, 1993). Since, the environment are changing rapidly decision

making is a topic that is highly relevant to study for organizations to survive (Ibid.).

The reasons for the environmental change originate from the evolvement of information technology
and its increasing effectiveness (Ibid.). There is a great attention to the constant change, where the
demand for effective decision making has never been higher. Thus, this environmental transformation
puts pressure on the organizations to make more frequent and rapid decisions. Furthermore, the
increasing complexity of environments also increases the complexity of the decision to be made by
managers (Ibid.). The effects of changing environments on organizational processes are presented in

the figure below.

Environmental changes Process changes
Decision making Decision
Increasing Knowledge * More complex || Implementation
*  More effective | [ * More rapid
l *  More complex
More effef:t've Information Acquisition
information *  More continuous
technology * More wide-ranging
l Information Organisational
. . distribution learning
Increasmg compIeX|ty «  More directed +  More
and turbulence managed

Figure 5 — Environmental change effects on organisational processes.
Source: (Huber & Glick, 1993, p. 8) (Own contribution).
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Due to the increasing turbulence of the external environment, organizations face two major challenges
surrounding processing the internal information, namely greater volume of data and ambiguity of
information (Daft et al., 1993). This argument fits well into the context of big data. However, before
moving into how big data supports decision making, we have to look at the main elements of decision

making and decisions as such. An elaboration of these concepts will follow next.

2.5.1 What is a Decision?
According to his in-depth literature examination, Eilon (1969) points out that even though much has

been written about decision making, a clear definition of a ‘decision’ is absent. Regardless, being
almost 50 years ago since this claim was made, we as researchers believe that it is important to clarify

the underlying concept of a decision.

Most literature defines a decision to be a choice between several alternatives (Thorsvik & Jacobsen,
2008). Furthermore, Langley et al. (1995) argue that any decision is surrounded by the relationship
between commitment and action. Commitment to action implies that decisions are expected to be
followed up on with delivery of tangible solutions and actions that lead the intention of the decision
to realization (Thorsvik & Jacobsen, 2008). In other words, decisions are the outcome of a process,
which includes several stages of narrowing different alternatives down into one single, which is acted
out (Simon, 1997). A short version of the three separate and different decision process phases is

shown below:

Gathering of Information | ———— Ch0|§e betwegr‘m Resolution (Completion)
alternatives (decision)

Figure 6 — Three separate phases of a decision process.
Source: (Thorsvik & Jacobsen, 2008, s. 269) (Own contribution).

The decision process can be viewed as a chain; with one decision comes another. Decisions are made
by following a specific goal to which a certain behavior is devoted. However, this goal is often just
one link of the chain towards further secondary goals. In the end, the links of goals connect the whole
chain in reaching the final aim (e.g. optimize processes, products or services) (Simon, 1997). Since
decisions cultivate decisions, organizations make them very often related to the different levels of

activities that they perform.
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All new decisions are typically based on previous experience and choices made. Thus, the activities
made within the organization are pushed by a chain of decisions (Thorsvik & Jacobsen, 2008). Simon
(1997) explains that the decision making process can be seen as a vertical stream throughout the
organization, where different actors, such as operators and supervisors, use their expertise to guide
the decision into action. Hence, an important decision is based on several factors such as ‘the raw
material inputs’ or ‘decision premises’ (Simon, 1997), which contains ‘facts’, ‘values’, ‘side
conditions’ and ‘constraints’ made throughout the process and assembled into a final ‘product’,
namely the decision itself. Thus, “A decision can be divided into components, each fabricated by
specialists and specialized groups, and finally brought together into a coordinated picture” (Ibid., p.
23). These inputs can be seen as information, which is considered in the specific setting of the decision
that is proceeding. Before information can be used in a given perspective, organizations or researchers
have to gather, systematize, analyze, interpret and communicate it clearly, so that it can be seen in
context of other alternatives, before taking the final decision (Thorsvik & Jacobsen, 2008).
Additionally, one shall be aware of the fact that decisions in most circumstances are made with the
purpose of affecting a conduct (Ibid.). Information can also be viewed in the context of how different
media or information systems deliver information in high- or low richness. The idea behind
‘information media richness’ follows the statement of Draft et al. (1993), where ‘rich media’ is
characterized by ‘high touch’ and qualitative data, appropriate for resolving ambiguity. ‘Lean media’
on the other hand is “Technology-based, high volume data exchanges”, suitable for, “/...] conveying
quantitative data with precision and accuracy to large audiences” (Daft et al., 1993). In terms of
strategy formulation, media of low richness can induce managers to think quantitatively and base
decisions on rationality. That managers can think quantitatively typically happens when
implementing a strategy. Here managers seek to convey facts, hard data measurements and rational
expectations to organizational members. This is especially done when using lean i.e. low media

richness communication (Ibid.).

The opportunity to base decisions on facts and objectivity leads us to the next important aspect of
decision making theory, evolving rationality. However, the expression ‘rational’ does not only imply
that individuals act reasonable, it also suggests how to make a decision and what to do in a given

situation, facing a problem (Thorsvik & Jacobsen, 2008).
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Rationality is by March (1994), explained with four basic questions:

(1) The question of alternatives: What actions are possible?

(2) The question of expectations: What future consequences might follow each alternative? How
likely is each possible consequence, assuming that alternative is chosen?

(3) The question of preferences: How valuable (to the decision maker) are the consequences
associated with each of the alternatives?

(4) The question of the decision rule: How is a choice to be made among the alternatives in terms

of the values of their consequences?

Following these questions, the situation you face is evaluated in terms of: Firstly, the characteristics
and challenges it holds. Secondly, different alternatives to a solution are outlined. Thirdly, the
consequences of different alternatives are evaluated. Fourthly, a comparison is made. Lastly, the
alternative with the best solution is chosen (Thorsvik & Jacobsen, 2008). Rationality surrounds us
with the belief that any human being is to be seen as either a perfect- or bounded rational actor in
decision making. Thus, decisions are considered in the context of ‘the being’s’ governance of reason,

which affects our function, work and actions (Ibid.).

2.5.2 Perfect Rationality
The so called ‘economic man’, which is an ideal model/state of the ‘man’ in decision making theory,

assume that the human being can act with ‘perfect rationality’ in any given decision situation (Simon,
1997). The model is generally characterized with four different assumptions of how decisions are

made (Thorsvik & Jacobsen, 2008):

(1) Decisions are made based on clear goals.

(2) The decision maker has complete/perfect information about any alternative solutions and the
consequences surrounding them.

(3) The decision maker can prioritize between alternatives, stating which one is the most
favorable and the least.

(4) The decision maker will always choose the best fitted alternative to a given

situation/problem.

35-132



Lasse Vinter Copenhagen Business School 2017 Master’s thesis
Anders Martensson

The four assumptions can be summarized in the following figure.

Choosing the

Full understanding Complete Prioritising . .
. . . . solution which
of the situation information on between .
. . gives the best
and clear goals any alternative alternatives

result

Figure 7 — The human as a rational decision maker
Source: (Thorsvik & Jacobsen, 2008, p. 271) (Own Contribution)

The figure outlines that clear goals, preferences and complete information needs to be in place for the
decision maker to be perfect rational. Clear preferences refer to the choice between alternatives,
where the decision maker knows what one favors and therefore is able to make a choice of the perfect
solution. However, Thorsvik and Jacobsen (2008) also argue that the model must not be seen as ‘the
truth’, but rather as guidance to how we preferably should handle decisions. Simon (1957, 1997)

elaborates on how this ideal state can be difficult to reach by any human being:

The capacity of human mind for formulating and solving complex problems is very small
compared with the size of the problems whose solution is required for objectively
rational behavior in the real world — or even for a reasonable approximation to such

objective rationality. (p. 198)

2.5.3 Bounded Rationality
Thorsvik and Jacobsen (2008) argue that several challenges exists within perfect rationality and that

these are the reason why ‘bounded rationality’, is more likely to occur in any decision making process.
Furthermore, humans are said to be only rational for a short amount of time or to certain extent
(Shollo, 2013), due to three main areas of limitations, which the ideal model of perfect rationality
encompasses: (1) the limitations attached to goals, (2) the limitations of the ability to handle complete
information, (3) the limitations of choosing between alternatives (Thorsvik & Jacobsen, 2008).
Further, Shollo (2013) also explains that bounded rationality is more likely to occur due to the costs
associated with collecting, analyzing and interpreting information, but also because of, “The
complexity of reality exceeds the human capacity to process information” (p. 49). The limitations
stated by Thorsvik and Jacobsen (2008) are worth elaborating on to completely understand what
bounded rationality is. The first limitation addresses that perfect rationality involves having clear and

well defined goals, and that these always come before action (March, 1994).
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However, bounded rationality implies that this only happen in very few cases (Thorsvik & Jacobsen,
2008). The reasons for this can be found in the different personalities, preferences, identities and
understanding of values and goals in an organizational matter (Ashforth & Mael, 1989; March, 1994).
Another aspect is that bounded rationality refers to the thought of one defining goals after the action
has occurred. Hence, it indicates that goals and preferences are outcomes of actions and not the
foundation of actions (Thorsvik & Jacobsen, 2008; March & Olsen, 1976; Brunsson, 1989; Weick,
1979). Aronson (1995) argues that ‘the man’ is more rationalizing than rational. Thus, a postulation
is made that ‘the man’ wants to be viewed as rational and therefore claim a meaning to every action

after one has accomplished them (Thorsvik & Jacobsen, 2008).

The second limitation comprehends to how ‘the man’ cannot handle complete information. This refer
to the limited resources of the human brain, which cannot simply gather, process and store data in
large amounts and thus does not fulfill the ‘requirement’ of complete information about every
alternative (Thorsvik & Jacobsen, 2008; Simon, 1960; Schott, 1991). Further, research shows that
people often base decision on ‘rules of thumps’ (Kahneman et al., 1982) and experience, rather than
actually analyze all alternatives (Thorsvik & Jacobsen, 2008). Information that does not fit into our
picture of reality can easily be thrown away and therefore we cannot be perfect rational (Janis, 1983;

Espedal, 1997).

The third limitation is regarded to psychological factors when choosing among alternative solutions
(Thorsvik & Jacobsen, 2008). Here, choosing between alternatives can be seen as a ‘defeat’ or ‘loss’
if one has strong intentions, feelings and/or commitments with a specific alternative and it is not
chosen (Staw, 1976; Thorsvik & Jacobsen, 2008). The better the alternative or problem is described
and compared to others, the less is the chance of people being physiological affected. However, this

seems to be almost impossible (Kahneman, 1997; Kahneman & Tversky, 1984).

A figure of how decision makers usually handle a decision, following the bounded rationality

approach, is presented below.

Evaluate a Choose the first
Analyse the Seek information number of solution which
situation and tries about some alternatives and makes a satisfying
to define goals possible solutions consequences result regarding to
sequentially the goals

Figure 8 — The human as a bounded rational decision maker
Source: (Thorsvik & Jacobsen, 2008, p. 274) (Own Contribution)
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The model assumes that no human being can ever act with perfect rationality. Rather, the person shall
be seen as ‘the administrative man’ (Simon, 1997), who tries to act rational with limited resources in
terms of information about alternative solutions that one has. The model of bounded rationality can

be characterized with four statements (Thorsvik & Jacobsen, 2008):

(1) Goals are present, but rather unclear and changing.
(2) The decision maker does only evaluate a few possible solutions and its consequences.
(3) The decision maker evaluates solutions sequentially as he gets time and capacity for it.

(4) The decision maker chooses the first satisfying solution which presents.

2.5.4 Big Data towards Perfect Rationality

What'’s the point of all that data, anyway? It’s to make decisions.
(Regalado, 2014)

In this section we link the phenomenon of big data to the organizational theory of decision making
with the main argument that big data fits well into the representation of leveraging better support for

decision makers in organizations.

As Power (2014) explains it, “Big data will lead to better health, better teachers and improved
education and better decision making”. These improvements in sectors and areas origins from the
new data sources, technologies and analyses that keep developing (Fredriksson, 2016). Further, it is
made clear that big data only creates real value for the organization if it is used in support for decision
making and if the data provided actually helps the decision makers to make better decisions (Power,
2014; Kudyba, 2014). When big data is used in decision making it enhances governmental programs,
actions, solutions and public policy on a more general level and should be used in support of making
better decisions, develop strategies and enhance productivity and efficiency (Fredriksson, 2016). The
latter is likewise something that Feldman & March (1981) focus on in their work of describing the
importance of information in an organizational matter. They argue that the desire to improve decisions
is followed by massive investments in information management and information retrieval and that
the value of information must be seen in context of how it influences decision making. Vaidhyanathan
and Bulock (2014) argue that any decision maker wants to collect as much data as possible, which

allows them to make the best decisions (p. 56).
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Thus, we argue that big data enables the decision maker to come closer the idea of having complete
information and all alternatives presented before making a decision and consequently accomplish two

requirements within the perfect rationality perspective (Simon, 1997).

Furthermore, big data is said to be the fuel for decisions, insights and actions, following the massive
data processing that now happens in bigger and faster scales (Sorofman, 2013). It is further agreed
that big data analytics have changed the way organizations perform their decision making process,
due the ability to easily access vast amount of data (Fredriksson, 2016). The organization that
incorporates big data experiences a transformation from being a ‘retrospective’ and ‘rear-view mirror’
business, which only uses some parts of aggregated or sampled data. To becoming a ‘forward
looking’, ‘predictive view’ business that uses all available data within or outside of the organization
(Schmarzo, 2013). Big data-driven decision making thus holds ‘forward looking’ recommendations,
based on an exploitation of complete data from diverse sources in real-time, correlated and governed
with business optimization (Ibid.). At the same time, one still have to be aware of the cognitive biases
that might exist within any organization and decision making processes, also known as the area of
bounded rationality. However, EY (2016) argues that successful and skilled big data analytics can
help overcome the cognitive bias, information ‘clouding’ and the bounded rationality that exists. Big
data enables the organization managers to objectively identify key values drivers, goals and
objectives. Combined with the use of advanced scenario-planning and what-if analysis, one can
choose between all possible alternatives and exam how the potential decisions may affect them. Thus,
it is possible for the organization to ‘stress-test’ the validity of their decisions and hereby optimizes
their strategy (EY, 2016). Based on this, it seems reasonable to say that big data paves the way
towards perfect rationality in organizational decision making by addressing the four assumptions
regarded to situation/goals, gathering complete information, prioritizing between alternatives and

choosing the optimal solution (Thorsvik & Jacobsen, 2008).

Big data can also be used as fuel for decisions, because it creates new knowledge that is considered
an important strategic asset to the organization (Grant, 1996). Further, big data analytics implies that
data is being collected, stored and analyzed. Thus, creating information and knowledge, which works
as the foundation for the decision making process (Manyika et al., 2011; Raghupathi, 2014; Feldman
& March, 1981). Hence, it strengthens the connection of big data and new knowledge creation as
described previous in this chapter. However, it is not just a matter of using big data in support for

decision making; the organization needs to be fit for it. As Gartner (2013) and Power (2014) highlight,
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big data needs innovative forms of information processing such as organizational change and resource
allocation for enhanced insight and decision making. Here, information technology plays an
important role in generating value from big data (Fredriksson, 2016). The way that information
technology affects strategic decision making is something that Huber (1990) has made several
proposals to. One important aspect is that advanced information technologies must be viewed in
regards, “/...] to more rapid and accurate identification of problems and opportunities, and to more
rapid and higher quality decisions” (Fredriksson, 2016). Thus, the concept of big data management

is paramount for the further development of advanced information technologies (Ibid.).

To summarize, the above section examined big data in relation to decision making including the
theories of bounded and perfect rationality. Based on this examination, we propose that big data plays
an important role in assisting the decision maker. Further, big data paves the way towards the ideal
state of perfect rationality. However, several obstacles need to be addressed on the big data journey
for organizations. When addressed, decisions can be based exclusively on the premises of data. Thus,
this is interesting to have in mind when we commence our qualitative analysis of the Danish

municipalities later in this thesis.
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3.0 Research Methodology

3.1 Introduction
In the collection of empirical material in this case study of big data in the Danish public sector, a

mixture primary and secondary material have been used. This is carried out to achieve the greatest
possible insight on the subject and to understand the practical usefulness of big data. Below is the
applied approach of the research methodology and subsequently a number of sections for the
description of the same. The figure illustrates how the thesis, which constitutes a case study, makes
use of interviews and observations, and reports and articles — hereby qualitative data — for illumination

of how big data creates new organizational knowledge and supports decision making.

Study design Data collection methods Data analysis

Interviews and observations

Case study »

Qualitative data
Reports and articles

Figure 9 — The thesis’s methodological basis

3.2 Paradigmatic Underpinnings
As stated in the motivation for this study, a gap in research exists on the actual outcome of the

practical use of big data in the public sector (Fredriksson, 2016; Fosso Wamba et al., 2015). Thus,
the need to study the actual effects of big data applications in the public sector to enable a better
understanding of the complex concept of big data and the possibilities and limitations it encompasses,
is justified. The request for scholars to look at how data currently is being used and assess the degree
in which it is being underutilized is further stated by Desouza & Jacob (2014), whom argue that the
perception of big data is valuable and actors in the society have started to consider ways on how big

data can be used to improve public sector outcomes.

In terms of this, the study operates under the pragmatic paradigm that being the basic belief system

or worldview that guides us as researchers (Lincoln & Cuba, 1994), seeing that the paradigm is
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concerned with action, intervention and constructive knowledge (Goldkuhl, 2012; Braa & Vidgen,
1999). Despite the fact that interpretivism is considered the most used paradigm within qualitative
methods, pragmatism is increasingly gaining position in the research field, especially within IS
research (Goldkuhl, 2012). Aiming for intervention and change (Braa & Vidgen, 1999), pragmatism
is needed, claimed by Blumer (1969, p. 71),

The essence of society lies in an ongoing process of action — not in a posited structure
of relations. Without action, any structure of relations between people is meaningless.
To be understood, a society must be seen and grasped in terms of the action that

comprises it. (Blumer, 1969, p. 71)

Accordingly, the ontology builds on the elements of action and change, being either subjective or
objective in nature. People live and act in a world of constant development and to understand such
world, concrete actions are thus to be taken into consideration. Hence, as stated by Goldkuhl (2012),
one of the fundamental ideas within pragmatism is that the meaning of an idea or a concept is focused

on the practical consequences of such.

With the concept of ‘inquiry’, which is central to the thoughts of pragmatic research (Dewey, 1938,
p. 108), focus is aimed at creating knowledge and insight in the interest of change and improvement
(Cronen, 2001, p. 20). Thus, inquiry is the idea of investigation into some part of reality with the
purpose of creating knowledge for a controlled change of this part of reality. Further, not only has
pragmatism an interest in what ‘is’, but also for what ‘might be’, that is an orientation of a future
prospective in a not yet realized world (Goldkuhl, 2012). Thus, the knowledge character of
pragmatism is not restricted to either objective or subjective explanations and understandings, being
the key forms of positivism and interpretivism, but rather recognized as forms of information that can
provide new constructive knowledge (Ibid.). The epistemology further dictates that knowledge must
not be perceived as a ‘copy’ of reality, but rather be constructed with the purpose of better manage
existence in the world (Dewey 1931; Rorty, 1980). Therefore, from the thoughts of Goldkuhl (2012),
the function of knowledge can eventually be summed up to the aim for constructive knowledge that
is appreciated for being useful in action, generated through assessment and intervention, that takes
into account in which more efficient and profitable relationship with objects may be established in

the future.
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Based on this worldview and the given problem statement, the selected focus on the practical
usefulness of big data as a theoretical phenomenon that is able to create new organizational
knowledge and support decision making, can be categorized under the so called functional
pragmatism (Ibid.). The functional pragmatism is concerned with the idea of instrumentality, thus
creating meaningful knowledge that may be useful for local as well as general practices in the Danish
public sector. The practical usefulness of big data is in the given case study subjectively assessed by
the various participants within. Lastly, concrete proposals for future applications of big data are to be
given to the extent of which is possible with the goal of achieving higher internal efficiency and
effectiveness with the use of big data. Thus, the data collection will assess the phenomenon of big
data, which has the potential to create new knowledge that can support decision making and thus

serves to promote change and efficacy of the future use of big data in the public sector.

3.3 Research Design

This thesis constitutes a single case study where the unit of investigation is a municipality. The case
study as research strategy comes from the Latin concept of casus and means ‘what is happening’, by
focusing on one instance of a ‘thing’ that is to be investigated, such as an organization, a department
or an information system, seen within the boundaries of reality (Oates, 2006, p. 141). A case study is
characterized by (1) focusing on depth rather than breadth, in order to obtain as much detail as
possible about the one instance, (2) studying the instance in its natural setting without disturbing the
scene too much, (3) aiming on the complexity of relationships and processes and how they are inter-
related, and (4) using multiple data generation methods to achieve as much knowledge about life and
work around the instance (Oates, 2006, p. 142). The characteristics of a case study relates very well
to the definition by Yin (2003b), who describes the research strategy as “/...J an empirical inquiry
that investigates a contemporary phenomenon within its real-life context, especially when the
boundaries between phenomenon and context are not clearly evident”. Further, this case study goes
under the category of being an exploratory study, seeing that we are trying to fulfill the gap in research
that currently exist on the actual outcome of the practical use of big data in the public sector (Ibid.).
Identifying topics to be covered in future research projects is well-aligned with this study’s
paradigmatic underpinnings, seeing that pragmatism works within the thought of being more effective

and obtain profitable relations with objects that may be established in the future.
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Thus, exploring the effects of big data as a source for new organizational knowledge creation and
support in decision making within the boundaries of reality, the practical utility for both now and in

the future is presented.

Despite the fact that this study constitutes a single case study, we draw from the idea of cross-case
displays (Miles & Huberman, 1994, p. 186). The aim of cross-case displays, i.e. studying multiple
cases, is to primarily increase the generalizability, which is generally open for discussion in
qualitative research. As Silverstein (1988) puts it, “We are faced with the tension between the
particular and the universal: reconciling an individual case’s uniqueness with the need for more
general understanding of generic processes that occur across cases”. Thus, reassuring that the events
and processes at one well-described setting are not wholly idiosyncratic, helps develop more
sophisticated descriptions and more powerful explanations. In this study, we engage Randers
Municipality as a second case display to enhance the generalizability by verifying whether the

findings make sense beyond Svendborg Municipality.

3.4 Geospatial Big Data Analytics
A report from McKinsey Consulting points out that the use of geographic information systems (GIS)

and geospatial big data analytics is an innovative technology that in the public sector has the potential
of reducing costs, improving services, and creating a better community for citizens (Grant et al.,
2014). GIS include the areas of hardware, software, data, management, and analysis of geographically
referenced data, commonly referred to as geospatial analytics. Despite the fact that GIS have existed
since the 1960s, Grant et al. (2014) summit how the last few years have brought remarkable advances
and trends in relation to the technology: (1) large amount of geospatial data generated through
particularly smart phones, credit cards, social media, GPS devices, Google, etc., (2) an increase in the
accuracy of geospatial data to pinpoint locations, and lastly, (3) more advanced methods available to
analyze geospatial information, partly due to greater standardization of data and databases. It is
further stated by Lee & Kang (2015) that a significant portion of big data is actually geospatial data
and the size of such data is growing rapidly at least by 20% every year. This is in relation to what
Grant et al. (2014) explain that it is possible to innovate daily life and businesses by exploiting the
power of location embedded in geospatial big data. The advances and trends in GIS make it possible
to use geospatial data in new and innovative ways as it offer to integrate and analyze large disparate

datasets that involve both geospatial- and non-geospatial data, which makes it possible to easily detect
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patterns and trends in society that might otherwise may be overlooked, thus providing new knowledge

that can support decision making (Grant et al., 2014; Lee & Kang, 2015).

From a conducted qualitative research with over 30 cities, Grant et al. (2014) refer to three general
areas in the public sector where geospatial analytics offer significant benefits. These areas are
information dissemination, urban planning, and service delivery. Across these areas, GIS technology
and geospatial analytics can “/[...] increase speed, accuracy, and cost effectiveness related to a wide
range of government priorities, including those related to crime prevention, emergency management,
disaster recovery, social services, health care, transportation, urban planning, environmental
initiatives, and facility planning and management” (Grant et al., 2014). Thus, as Lee & Kang (2015)
put it, GIS and geospatial analytics can help with a number of decisions by its mapping capabilities
to visualize information in a more interactive way, creating new knowledge that can support decision
making and help optimizing resource deployment and service delivery by determine which locations

are in need for what services.

3.5 Case: Residential Social Monitoring
Residential Social Monitoring is a project and tool developed by Svendborg-, Randers- and Helsinger

Municipality, with Kommunernes Landsforening (KL) as facilitator. The purpose of the project was
to improve the strategic work with exposed residential areas in Danish society, a tool that, according
to a written guide on the subject by KL (2015b), is sought by many to follow the developments in the
municipality’s residential areas and document the unique social housing challenges. It is recognized
that data analytics and data-based knowledge within the municipality’s residential areas have the
potential to contribute to (1) to create a better foundation for decision making, (2) to improve the
strategic work with the municipality’s exposed residential areas, and (3) to strengthen the targeted

efforts in practice (Ibid.).

According to Jensen et al. (2015), vulnerable children and young people take up a lot of both social-
and economic resources and is an area of increased focus in Danish municipalities and have been so
for many years. The challenges are many; how do we control the economic costs, how do we get an
early eye on the children at risk, how do we create the needed motivation among them, how do we
coordinate efforts, family cooperation, etc. Further, municipalities must through their casework and

variety of offers contribute to content and quality in children and young peoples’ lives.
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The focus is on strengthening the efforts for vulnerable children and young people and their families
to ensure coherence between the different efforts that is initiated across administrations, professional

groups and areas in the municipality (Ibid.).

3.5.1 Technical Components
The case of Residential Social Monitoring consists of four technical components. The components

are geographic information system (GIS), Felleskommunalt Ledelsesinformationssystem (FLIS),
health data from school nurse and the Danish National Statistics (DST), as visualized in the figure

below (KL, 2015b).

Analytical tool Geographic information system
Monitoring and management information

Data sources FLIS Danish National Statistics
- Vulnerable children and young people - Citizen composition
- School data - Socio-economic data

Figure 10 — Technical components in Residential Social Monitoring

GIS is the analytical tool in residential social monitoring, where one produce maps and analyzes
geographical data (Ibid.). Citizens’ addresses are used to encode the geographic location and CPR-

data enables a coupling between addresses and relevant data on individual level.

FLIS is a large data warehouse, purchased and administrated by KOMBIT (“About FLIS”, n.d.). FLIS
offers access to calculations of ratios and raw data on the lowest registration level. With FLIS,
municipalities can benchmark internally and externally against other municipalities, geographic
regions and the national average. It allows the possibility to select the most comparable
municipalities, i.e. municipalities that are the most similar in e.g. size and demographic distribution.
However, FLIS also offers data that can be broken down to a single accounting or individual level,

so municipalities are able to connect its strategic objectives and the actual efforts.
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Further, FLIS also contains historical data that may describe developments over time. FLIS has a
comprehensive data foundation, consisting of seven data fields that are visualized in the figure below

(“About FLIS”, n.d.).

Staff/Absence

Elderly/Care Disabled Adults Exposed children and
youngpeople

Figure 11 — Data fields in FLIS

The use of data on the areas of vulnerable children and young people, and school is of great relevance
in Residential Social Monitoring as they tell something about the social heritage, which usually is of
negative character in exposed residential areas. The views of data extraction on vulnerable children
and young people, and school data are institutionalization, preventive measures, grades at primary

school, inclusion and segregation, number of citizens and movements (KL, 2015b).

Lastly, data from the DST is also used in residential social monitoring. The data involves, among
other, citizen composition and socio-economic data, broken down on residential areas. These data

may reflect labor market attachment, level of education and sole family provider status (Ibid.).

3.5.2 Access to the Case Study
The initial contact to access the case of Residential Social Monitoring was carried out by writing to

the project manager of FLIS at KOMBIT, Hedvig Hvarregaard Andersen. This was done by sending
an e-mail in which the purpose of the thesis activities, what we wanted to study, the benefits for
KOMBIT, as well as the time consumption, were described. Firstly, the intention was, in relation to
pragmatism, to create an understanding of the practical use of data from FLIS within big data projects

in the Danish public sector.
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Secondly, what KOMBIT could expect from the project, including focused knowledge for the
contemporary use and for future changes or improvements. Our enquiry was met with an invitation
from KOMBIT for an initial interview, in which the further circumstances of the project were
discussed in relation to its duration and requirements for access to participants. After an agreement
on cooperation was made, an introduction of FLIS was presented by Andersen, followed by questions
by us as researchers in regards to the concept of big data and current data projects in the municipalities

where data from FLIS was used.

3.5.3 Selection of Participants
The selection of participants is based on the desire to get a thorough understanding of the subject on

how big data is able to create new organizational knowledge and support decision making. From the
work of Palys (2008), the process of selecting the right participants is based on the idea of purposive
sampling, which is a superordinate concept that signifies a series of strategic choices tied to the
research objectives. In line with pragmatism, we are interested in the actual outcome of the practical
use of big data, which from the theoretical grounding can be separated into two groups of individuals.
Firstly, knowledge creation with big data refers to the individuals dealing with big data management,
i.e. the ones performing data analytics. Secondly, support in decision making refers to the individuals
who participate in decision making processes and use the analyses performed by the first group.
Below is an overview of the involved participants with name, title and workplace, all of whom are

believed to provide detailed information that is relevant to the enquiry.
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Participant

Master’s thesis

Date and location for
interview

Svendborg Municipality

1 Hedvig Hvarregaard Andersen (HHA)  Project Manager of FLIS 6™ of Marts
KOMBIT At KOMBIT

2 Sara Thestrup Hansen (STH) Facilitator of ‘Residential ~ 9™ of Marts
Kommunernes Landsforening (KL) Social Monitoring’ AtKL

3 Jan Carlsson (JC) Urban and housing policy 21" of Marts

development consultant

At Svendborg Municipality

4 Mikkel Naesvang (MN)
Svendborg Municipality

Data analyst

21" of Marts
At Svendborg Municipality

5 Astrid Krarup Andersen (AKA)
Svendborg Municipality

GIS-Coordinator

21™ of Marts
At Svendborg Municipality

6 Troels Rasmussen (TR)
Randers Municipality

AC-Consultant

29" of Marts
Frederiksberg, phone interview

Table 6 — The study’s participants

3.6 Data Collection

This study takes stand in the field of qualitative research. The choice of method on the qualitative

research interview is believed to generate the most detailed and comprehensive insight on how big

data to create new organizational knowledge as support in decision making. Schwandt (2001) defines

the purpose of qualitative, interview-based research to describe and clarify people’s experiential life,

“[...] as itis lived, felt, undergone, made sense of and accomplished by human beings”. The purpose

of qualitative study by Schwandt (2001) is closely related to what Miles & Huberman (1994) and

Strauss & Corbin (1990) describe it. With the researcher’s role to gain a ‘holistic’ overview of the

context under investigation, the purpose is to attempt capturing data on the perceptions of local actors

‘from the inside’, through a process of deep attentiveness of empathetic understanding, also referred

to as ‘verstehen’ (Miles & Huberman, 1994).
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Strauss & Corbin (1990) define it as, “/...] research about persons’ lives, lived experiences,
behaviors, emotions, and feelings as well as about organizational functioning, social movements,

cultural phenomena, and interactions between nations”.

Qualitative interviews are a flexible, yet powerful tool to capture the voices and the ways people
make meaning of their experiences (Rabionet, 2011; Andersen, 2010). Accordingly, with the
qualitative interview as method, it provides us with unique opportunities to capture and discover new
perspectives on the issues, which can be very useful for the further work process. This is particular
important in the study of ours, seeing that the field may have relatively little practical knowledge.
Though, through the qualitative interviews with our participants, whom are acknowledged as experts
in the subject field, we get to access their vision and understanding of the use of big data as well as

the possibilities and limitations it encompasses.

The design of the qualitative study is based on the framework of Brinkmann & Kvale (2009) for a
systematic approach to structure, arrange and carry out the different parts of a qualitative research
study. The seven stages of the framework are thematizing, designing, interviewing, transcribing,
analyzing, verifying and reporting. Firstly, a description of the research’s purpose and topic was
written, including answering the questions of what and why. Secondly, a plan of what components
the study consisted of was described. This meant considering all the stages to ensure that we could
obtain the knowledge that is desired to answer the research question, which also is reflected in the
order of the interviews held. Thirdly, the interviews were carried out with the use of an interview
guide and thoughtful perspectives on the knowledge that we were seeking. During this part, we also
familiarized ourselves prior to the interviews with the various interpersonal skills to exploit the
profound knowledge needed. Fourthly, all the interviews were recorded concerning the analysis with
a complete transcription of the entire oral interview to a text. Fifthly, data coding of the entire
empirical material were done for analytical purposes, seeing that this provides us with the best
overview and results. Sixthly, a discussion on the verification in terms of generalizability, reliability
and validity were discussed. Reliability, as a measurement of the consistency of the results, and with
the concept of validity, it is analyzed and discussed how the qualitative study actually examined what
is in stage one was set out to investigate. Lastly, a well-defined way of reporting the results and

methods of inquiry that meets the scientific criteria is discussed for future research applications.
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3.6.1 Partially-Structured Interviews
From the work of Newman & McNeil (1998), the adopted interview procedure can be characterized

as being partially-structured. The reason for this choice is that we have a relatively wide and open
theoretical framework where there are no unambiguous answers, but instead serves as an overall
framework. The relatively wide and open theoretical framework is reflected in the interview guide as
open-ended questions with the purpose of letting our participants to think and reflect before answering
the questions. This provides us with the opportunity to be receptive and open to new perspectives and
information that the participant can contribute with and therefore we must listen carefully. As our
theoretical framework involves a number of items that should be clarified to answer the research
question, an interview guide is prepared to illustrate the topics to be affected (Andersen, 2010). The
interview guide has thus acted as a guideline for the interviews. The items are not necessarily needed

to be affected in the order they are listed in, why the items are to be crossed out on a running basis.

The variety of interviews held with KOMBIT, Kommunernes Landsforening, Svendborg- and
Randers Municipality, have had an average duration of 30 minutes. Besides a number of key items,
which all participants have been interviewed on, specific questions related to the participants’ area of
responsibility and big data’s practical benefit here, have also been asked. The interview guide, which
also reflects the operationalization of the theories, is attached as appendix B. The table, which is
divided into two main theoretical areas, shows a concrete set of questions regarding each area that is
under investigation. From the table below, an abstract of the interview guide is shown. The left
column indicates the theoretical areas in which the questions are operationalized and the right column

shows the specific questions.
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Theoretical frame Interview questions

Concept of big data - How do you understand big data?
- For how long have you been familiar with big data?

Organizational - What new knowledge has it created combining the various datasets in

Knowledge Creation Residential Social Monitoring?

- Has the use of big data provided you with answers to questions that
were previously unknown? How?

Improvements in - How do you experience that big data and knowledge from it
Effectiveness contribute to decision making processes?
- Allows data analytics you to make better decisions? How?

Improvements in - How do you experience that big data can be used in early social
Efficiency intervention?
- How does evidence-based practice play in?

Table 7 — An abstract of the interview guide (translated in English)

3.6.2 Participant Observation
The second part of the case study’s primary data is based on participant observation. The qualitative

method of participant observation is, as well as interviews, incorporated under the umbrella term of
ethnographic methods (Kawulich, 2005). From the work of DeWalt & DeWalt (2002), participant
observation is a strong method to develop a holistic understanding of the phenomena under
investigation. It is suggested that the method may as well increase the validity of the study, as
observations may help the researcher have a better understanding of the context and phenomenon

under study (Ibid.).

The adopted process of conducting observations at Svendborg Municipality is by Angrosino &
DePerez (2000) characterized as ‘focused observation’. Focused observation is exemplified as
observation supported by interviews, in which the participants’ insights guide the researcher’s

decisions about what to observe (Ibid.).
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The choice of carrying out focused observations was in need to achieve a practical understanding of
the ‘data value chain’ (Flyverbom & Madsen, 2016). From the thoughts of Flyverbom & Madsen
(2016), big data analysis can be conceptualized as consisting of distinguishable steps and sorting
processes. As a form of ‘data value chain’, data, like other materials, are sourced, refined and turned
into valuable products. The data value chain is closely related to what is implied by Strathern (2005)
and Leach (2012) on the well-established distinctions between data, information, and knowledge, i.e.
DIKW-pyramid, as explained in the theoretical grounding. This distinction suggests that data is
unprocessed material that comes into senses, i.e. machines. Information is then that data organized or
grouped in some logic or other. Lastly, knowledge is more than information, it is data organized in a

way that has an effect.

Accordingly, in the case of Residential Social Monitoring at Svendborg Municipality, the focused
observations were to provide us with insights on how data in practice are selected and gathered from
the data warehouses and transferred to the municipality’s local geographical information system for
further analytical study. From the work of Whyte (1979), the strategy on acknowledging and viewing
the participants as collaborators to conduct the most effective observations, was adopted. Whyte
(1979) attaches great importance to the relationship between the researcher and participants as
collaborative researchers who, through building solid relationship, improve the research process and

improve the skills of the researcher to conduct research.

3.6.3 Reports and Articles
The second part of the thesis’s empirical foundation constitutes of data in the form of reports and

articles. From the work of Andersen (2010), such data represents secondary data techniques and is in
this thesis brought in from particularly management consultancies and technology companies, seeing
that big data in the public sector is driven first and foremost by these organizations (Thapa, 2016;
Pollitt, 2014). The purpose of bringing such data is to support the learned image on big data as a
source for organizational knowledge creation and support in decision making. The complete list of

reports and articles is attached as appendix C.

53-132



Lasse Vinter Copenhagen Business School 2017 Master’s thesis
Anders Martensson

\ Area Reports and articles
Big data in the public | Economic Co-operation and Development (OECD, 2015)
sector Data-Driven Innovation: Big Data for Growth and Well-Being
Oracle (2012)
Big Data: A Big Deal for Public Sector Organizations
A source for McKinsey Global Institute (Manyika et al., 2011)

knowledge creation | Big Data: The next frontier for innovation, competition, and productivity

Google (Andrade et al., 2014)

From Big Data to Big Social and Economic Opportunities: Which Polities Will
Lead to Leveraging Data-Driven Innovation’s Potential?

Decision making Ernst & Young (EY, 2016)

How can big data lead to more rational decision-making?

Capgemini (2012)

The Deciding Factor: Big Data & Decision Making

Geospatial big data McKinsey Consulting (Grant et al. 2014)

analytics Coordinates for Change: How GIS Technology and Geospatial Analytics Can

Improve City Services

Deloitte Consulting (2014)
The Impact of Open Geographical Data

Table 8 — An abstract of the secondary material used

3.7 Data Analysis

Having accounted for how we collect the primary material through qualitative methods, this section
reflects upon the process of empirical analysis. The aim of the analysis phase is to draw valid meaning
from the qualitative data that we can potentially theorize (Miles & Huberman, 1994). One of the key
features of qualitative data is their richness and holism, with strong potential for revealing the
complexity nested in real context (Miles & Huberman, 1994; Kvale & Brinkman, 2009). Considering
qualitative data is based on ‘raw’ experiences, the analysis of it is based upon the transcribed
interviews as the outcome of our interviews. The process of transcribing the interviews is needed
since the ‘raw’ experiences are not immediately accessible for analysis why it requires processing
(Miles & Huberman, 1994). This is a time consuming, yet necessary process, as it requires a holistic

understanding in order to select the appropriate parts for further investigation (Andersen, 2010).
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The process of transcribing interviews is a study in itself and imposes challenges of reliability and
validity, as well as the distinction between oral and written language (Kvale & Brinkmann, 2009).

The initial analysis of the transcribed interviews relies on the process of open coding as a group to
identify patterns within the statements of the participants. This process helps to build categories
within knowledge creation and decision making with big data and is beneficial as it allows for
individually identifications of differences and discrepancies within the group. After having defined
the categories together, we coded the entire data individually in order to compare our individual
results. Despite the fact that this process it is rather time consuming, it meets the concern in qualitative

analysis of reliability of the results (Miles & Huberman, 1994).

After having completed the initial data analysis, we systematically copy the individual elements of
empirical material to detailed textual analysis. This process is carried out electronically and is based
on a data matrix, which helps to maintain an overview and assist with finding patterns, relationships

and causality (Andersen, 2010). For review of the complete data matrix, please see appendix D.

‘ Theme / Theory Mikkel Nesvang (MN) Astrid Krarup Andersen (AKA)
Concept of big [...] the monitoring perspectives or at | I would define it as a really good
data least the good case that I usually refer | concept for me to come out with data
to regarding big data in general, is because it is something that has
how to empty a stadium as fastest as gained obedience throughout the
possible, which is becoming aware of | entire managerial area [...]. (Line 12)
people’s movement patterns and the
pressure points and in relation to
traffic and police [...]. (Line 15)
Knowledge [...] it can be fairly easy to see if there | [...] it has clearly contributed to the
creation is an area that sticks out of which one | visibility of a lot of conditions that we
had not believed that ran. (Line 99) might have had an idea of how things
were, if nothing else have been made it
more obvious and articulated with the
use of more data in the analytics
processes (line 96)
Support in [...] it strengthens our ability and [...] the use of GIS provides us with
decision making | capacity to make decisions, better more knowledge and the more
decisions. When we have it visually we | knowledge we have about the decision
can better and more easily get an that is to be taken, the better decision
overview than looking at data tables, can be made by the politicians, whom
which sometimes can be difficult (Line | ultimately are the ones making the
257) final choices. (Line 104)

Table 9 — An abstract of the data matrix.
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Despite the fact that the study is generally deductively driven, seeing that we are looking for support
for a predefined proposition, i.e. big data is able to produce new organizational knowledge and
support decision making, we have adopted techniques from inductive content analysis with the initial
approach of analyzing the qualitative data through open-coding (Elo & Kyngés, 2007). The reason
for this is the lack of research about the actual outcome of the practical use of big data in the public
sector. Thus, elements of both deductive and inductive reasoning are used throughout the data
analysis, yet also reflected in the data collection with open-ended questions to provide us with the

opportunity to be receptive and open to new perspectives that may be relevant.
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4.0 Empirical Findings

4.1 Introduction
The following analysis is built on the previous examined theories and empirical data, which is

collected by having followed the thesis’s research design. The analysis presents the results that are
found in relation to the aims and questions of the research. It is worth mentioning that the participants
in the empirical material mention big data as either ‘coupled figures’ or ‘management information’,
which generally seems to be the practical term used at the particular organization. In case of any
doubt, big data is, as previously mentioned in the literature review, characterized as relatively ‘large’
and complex datasets, whose size excludes the use of ordinary software to collect, manage and

analyze.

4.2 The Concept of Big Data

Before moving into the area of how Svendborg Municipality use big data in relation to knowledge
creation and decision making with the specific case of Residential Social Monitoring, a further
investigation of what acquaintance the participants possess of big data and how they would define

this phenomenon was commenced.

In sum, the findings show that a broad understanding of what big data is exits. From a national point
of view, the representative from Kommunernes Landsforening (KL) argues that big data, “/...] is the
possibility of being able to collect a vast amount of data and then see some patterns” and with help
from data their main focus is to benchmark and compare the municipalities with each other and easily
present some differences between them (Hansen. S., personal interview, March 9, 2017, appendix F,
line 18-19). This point of view is supported by the FLIS representative, who says that the essence of
big data in the Danish public sector is to look across the population. However, this is only possible
when the massive amount of data that exists in the public sphere, is actually used (Andersen, H.,
personal interview, March 6, 2017, appendix E, line 10). However, Hansen also argues that big data
is not just something you easily define, “/...] whether something is big data or not is a difficult
question to answer” (personal interview, March 9, 2017, appendix F, line 27), but at the same time

she tries to explain it by using examples from her professional career:
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Yes [that she has worked with big data], but you can say that in the municipality of
Aarhus we collected all the data that we could possible get hold of from the case workers
and cases and that Aarhus is a very large municipality so it was a lot of data that we
collected and tried to create patterns and do something with red, yellow or green (e.g.
indicators) depending on when an action was necessary in different settings. (Hansen.

S., personal interview, March 9, 2017, appendix F, line 32)

Therefore, a clear conviction that big data should be used to look across borders of municipalities
with the possibilities of benchmarking and comparing them from another, exists from the two national
representatives, i.e. KL and FLIS. Moving closer to the participants from Svendborg Municipality we
see that different opinions about big data continuous. When asked about how they would describe big
data, one participant returned with an answer, which clearly states that big data is in such a character,
that it is overwhelming for one to understand and easily portray with words, “/...] it is so great that
I almost can’t [tell] [...] ‘Oh boy’” (Carlsson, J., personal interview, March 21, 2017, appendix G,
line 44).

It is interesting that the national representatives had more ease in defining big data, where the
participants from Svendborg shows difficulties, but they share the same approach, i.e. they can easily
present examples of where they believe big data is at place. Surveillance is an example of such, which
is presented by several participants, “One can almost say that to some extent surveillance is a
designation of it [big data] ” (Carlsson, J., personal interview, March 21, 2017, appendix G, line 44).
This is also supported by another who believe that a good case of big data is the monitoring or

surveillance perspectives regarding to how fast you can empty a stadium:

Those surveillance perspectives or rather the good case that I can think of is the one
about how you can empty a stadium fastest, thus you get attentive to peoples movement
patterns and where is the bottlenecks and regarding to the traffic and the police and all
that sorts of things [ ...] that’s the classical understanding that I have of it”. (Na&svang,

M., personal interview, March 21, 2017, appendix H, line 15)

Furthermore, examples of behavioral tracking of the population in traffic, city centers and shopping
malls are given, but most importantly, big data shall be seen as a context specific concept. One can
change the circumstances and understanding, depending on what area that data is integrated into the

work tasks (Nasvang, M., personal interview, March 21, 2017, appendix H, line 20).
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Thus, it is interesting to see how the participants draw from their experiences when trying to define
big data. . From a national point of view, big data is more understandable and seen in how you monitor
municipalities overall. In relation to Svendborg and Randers Municipality, the representatives use
their technical skill and knowledge to draw conclusions about big data with specific examples. Lastly,

one representative from Svendborg municipality is not convinced that big data exists in Denmark:

I would define it as a really good concept for me to promote data usage because it has
won responsiveness in management perspectives and it’s in that path that I can use data
more. But if I scroll back [ wouldn’t say that we have enough data in Denmark to call
it big data, if that’s the original definition. So I let people talk about big data, and then
I work with data. (Andersen, A., personal interview, March 21, 2017, appendix I, line
12)

That big data is difficult to conceptualize is supported by the representative from Randers
Municipality, who claims that big data is hard for him to define, since they do not use it that much
(Rasmussen, T., personal interview, March 29, 2017, appendix J, line 9). Having too much data is not
something that Randers Municipality worries about, due to the fact that they do not have larger
datasets that exceed their population of 100.000 and which they, “/...] data management wise are
able to process and handle” without problem (Rasmussen, T., personal interview, March 29, 2017,
appendix J, line 15, 19). Big data recur as a popular term, when asking the participants. As explained
by one participant from Randers, the concept has become so extensive popular following that, “/...J
it relates to the massive datasets who Facebook, Google or similar companies are generating”
(Rasmussen, T., personal interview, March 29, 2017, appendix J, line 27). Further, big data is not
simply something you make a choice to use or not, it is not just a method, but rather an overall concept
regarding to analysis of large data amounts (Rasmussen, T., personal interview, March 29, 2017,
appendix J, line 32). This argument relates well with Knapp (2013) who explains that big data, is
“Tools, processes, and procedures” (p. 215) for organizations to create, manage and manipulate data
(Fredriksson, 2016, p. 3). However, the participant does not see big data as being just one method.
To this, Jordan (2014) describes big data as “The analytical tools” (p. 378). Thus, Big data is not
only one way of doing things, but rather a concept which surrounds many different aspects of

interpreting excessive amounts of data.

Thus, a clear skepticism about whether enough data is captured throughout the Danish public sector

for it to be called big data exists, when asking the data coordinator from Svendborg and the AC-
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consultant from Randers Municipality. However, it is interesting to see that big data is used as a
marketing concept, or as explained by Rasmussen, “/...] a buzzword for a lot of these developments
that happens when it comes to data” (personal interview, March 29, 2017, appendix J, line 9).
Accordingly, this description does not view big data in terms of defining the volume, variety and
velocity as Laney (2001) argued. Only two of the participants clearly mention the vast amount of data
several times, as an important factor in what characterizes big data. Further, Rasmussen is still skeptic
about the data volume dimension and shares similar thoughts of Andersen, that, “It is not something
which matters that much” (Rasmussen, T., personal interview, March 29, 2017, appendix J, line 9).
A cohesive agreement exist, that big data is such a popular concept that it allows the municipalities

to work with and conceptualize data more, than previously.

Regarding to how much experience the participants have with big data, the findings draw very
different angles of the understanding and acquaintance that one has. Again, big data seems difficult
for the participants to grasp when asked for how many years they have been aware of it or for how
long it has existed. One says, “That is a really good question” (Hansen. S., personal interview, March
9,2017, appendix F, line 24). Another draws attention to us as researchers and asks,”How many years
ago is it gradually [...] I don’t know?” (Andersen, A., personal interview, March 21, 2017, appendix
L, line 12). Thus, it is clear that big data is not something that the participants can define. Further, the
participants present different answers to how long they have been familiar with it. Where some
participants have been familiar with big data for a shorter period of time, “Hmm, 2,5 years”
(Naesvang, M., personal interview, March 21, 2017, appendix H, line 26) and “then it is properly 3
vears ago” (Andersen, A., personal interview, March 21, 2017, appendix L, line 21). One find himself
in the middle and argues that he has been familiar with it for 3 to 5 years (Rasmussen, T., personal
interview, March 29, 2017, appendix J, line 23). Finally, one have worked a lot with data and
management information and familiarized with it 9 years ago during school (Hansen. S., personal
interview, March 9, 2017, appendix F, line 24-25). Thus, it is interesting, that certain differences of
big data acquaintance exist, when having the participants’ role and age in perspective. Where the
eldest participant has the least acquaintance or knowledge of big data, only knowing it for 2,5 years,
the youngest one has 9 years of experience and familiarity with it. Where Hansen became familiar
with it during education, Nesvang, Rasmussen and Andersen have become familiar during work.
Hence, a margin of 6 years exists between the two groups of participants and it is interesting to
highlight the fact that the phenomenon has existed since 2001, where Laney presented his thoughts

on big data. That there exist many different views on big data is also confirmed by Fredriksson (2016),
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who mentions that, “Big data has no overall definition that’s agreed upon by the industry and
academic scholars” (p. 2). That big data has no overall definition is further supported by Schonberger
& Cukier (2014), whom argue that big data is a phenomenon without any exact definition (p. 6). Thus,
big data as being a ‘buzzword’ is what PWC presented in 2014, with argumentation that big data has
changed the way we do business today. Further, they highlighted that the concept itself has changed
from simply being a buzzword to a trend which is lasting in the future (p. 2). However, there seems
to be an existing belief that big data is still a buzzword, a marketing concept and a trend that allows
people to promote and work easily with data, when asking participants from Svendborg and Randers
municipalities. This is supported by Davenport et al. (2012) who also argue that big data is simply a
buzzword ‘‘for smarter, more insightful data analysis”, used primarily by information technology

providers (p. 22).

Viewing the findings in perspective of Laney’s three big data dimensions, i.e. volume, variety and
velocity, thoughts of similarity recurs, when participants interpret what big data is for them. Firstly,
an agreement exists, that the volume perspective is something that big data encompasses. However,
two participants are rather skeptic about the quantity of big data available for them. Thus, in context
of the Danish municipalities, big data seems to deviate in minor degree, from the idea of being
datasets, which cannot be easily understandable by people. As further explained by Manyika et al.
(2011), big data is, “/...] beyond the ability of typical database software tools to capture, store,
manage, and analyze” (p. 1). Secondly, the collection and usage of varieties of data (Laney, 2001),
is something that the participants’ answers address. Thirdly, data velocity seems not to be an area that
is directly quoted by participants. However, several answers and statements are pointing in the

direction, that big data has to do with this dimension.

Another perspective which recurs, especially from the national point of view, is that big data allows
one to draw patterns and perform benchmarking between municipalities. This perspective is
addressed by the report of Manyika et al. (2011). Firstly, data mining allows users, “/...J fo extract
patterns from large datasets by combining methods from statistics and machine learning with
database management” (p. 28). Secondly, machine learning and neural networks, can form the
foundation for finding patterns and insights by automatically learning, recognize and draw intelligent
decisions of the data that is available (Manyika et al., 2011, p. 29). Thirdly, Power (2014) clarifies,
that big data can be used in ‘retro perspective analyses’ that enhances the understanding of historical

data and then make decisions based on the future (p. 225). Hence, letting municipalities and national
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representatives work with big data, allows them to better draw patterns and compare themselves with

others, creating new knowledge and thereby make better decisions.

To sum up, the findings show that big data supports the concept being a buzzword that in this study
is explained by the use of examples. At Svendborg Municipality, the participants presented examples
of big data being ‘surveillance’. This is further addressed as something that big data can assist.
Surveillance relates to what is also known as ‘monitoring’, but also to clarify the habits of people, as

2

Knapp (2013) presents it, “/...] discover your shopping habits” (p. 215). That one can discover
behavioral patterns using big data, is among others due to new innovations, such as footpath detectors,
mobile applications and image analysis (Manyika et al., 2011, p. 68). The findings also show that the
experience with big data is different from whom you ask. Finally, it is reasonable to say that no

general definition of big data exists.

4.3 Big Data in the Danish Public Sector

This section seeks to explain and investigate how big data is, and to be applied, in the Danish public
sector, drawing from both national- and municipal viewpoints. Hence, we seek to clarify the building

blocks for the next section where the case of Residential Social Monitoring is presented.

Following the strategy by KL, ‘Faelleskommunal digitaliseringsstrategi og handlingsplan’ for 2016-
2020, a clear goal was to promote and push for more innovation with the use of data. However, the
common strategy has not put an overall pressure on the municipalities, to work more with data. As
Carlsson explains, “I haven't felt an increased pressure regarding the overall decision [ ...] instead [
feel that it is our self who works with [data] and knows that we can benefit from it” (personal
interview, March 21, 2017, appendix G, line 38). Further, a more general agreement exists that it is
the municipalities on their own, who can harvest the potential of including data in their work
processes. Thus, a gap between the purpose of the strategy, plan presented and the actual effect it has
made on the municipalities, seems existing. Despite the fact that no general urgency seems to exist,
a clear belief is that big data holds great potential for the Danish public sector (Andersen, A., personal
interview, March 21, 2017, appendix I, line 25; Hansen. S., personal interview, March 9, 2017,
appendix F, line 40; Rasmussen, T., personal interview, March 29, 2017, appendix J, line 39). The
future perspective is something that all participants happily share their opinion about and as Nasvang
from Svendborg puts it, “I believe that the soft areas in the municipality are very exciting” (personal

interview, March 21, 2017, appendix H, line 31). Here, he elaborates on how some social areas are
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already characterized as being data-driven practices, where others, such as information regarding
abuse of children, dentistry, vulnerability of citizens and the children and teenagers with special
needs, adult disability and even in some elements of the job center and health perspectives, are lacking
behind. Although some areas are lacking behind, it is important that, “/...] we have some data that
supports and tells us about what the world looks like, instead of just listening to stories within the
authority departments” (Naesvang, M., personal interview, March 21, 2017, appendix H, line 35).
Even though a trust of other departments in the municipalities exists, data provides an overview and
possibility of seeing new things that one can contribute extra time to (Nasvang, M., personal
interview, March 21, 2017, appendix H, line 36). When asking Rasmussen from Randers, he puts on
a ‘spokesman role’ for all the municipalities with a positive future belief that big data, “/...] it’s
getting more and more widespread because of the possibilities of coupling and combining new data
sources than before” (Rasmussen, T., personal interview, March 21, 2017, appendix J, line 40). These
possibilities are something that Aarhus municipality completely master. Thus, based on his former

job in the municipality, they are the key leader in the big data public sector race:

Aarhus municipality is following each and every residential area and thus they can
categorize them after which one of them is the most vulnerable or not. I believe that this
is the way to do things, but it certainly demands that you use the necessary resources
for it to happen. (N@svang, M., personal interview, March 21, 2017, appendix H, line
131)

However, several obstacles, including getting the resources needed, have to be confronted before
utilizing the potential that can be archived. From a national point of view, Andersen elaborates, “We
have access to so much data in the public sphere, but no one actually uses it (personal interview,
March 21, 2017, appendix I, line 10). One of the main reasons that data is not currently utilized is due
to the lack in data quality, which is also recognized by KL as one of the main obstacles. (Hansen. S.,
personal interview, March 9, 2017, appendix F, line 51). To overcome this problem, Svendborg
Municipality has started to implement new and more innovative information systems, rather than
using their old electronic case and document management systems that do not allow data analytics.
As Naesvang explains, “We have just recently changed our old legacy system at the child and youth
area [...] to DUBU which have a whole new set of data dimensions” (personal interview, March 21,
2017, appendix H, line 46). Thus, this allows them to generate stronger management information and

be more proficient and data driven, which is also something that the legislation and authorities
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demand. Yet, lack of both technical and human resources seems to be a general challenges. From a
national point of view, Hansen states that the field of data analytics might not be the one that receives
the most resources from a central administration perspective (Hansen. S., personal interview, March
9, 2017, appendix F, line 50). This is also recognized by Andersen from Svendborg Municipality,
“[...] maybe it’s not an area in which receives the major resources for it [big data] to be carried out

with success” (Andersen, H., personal interview, March 6, 2017, appendix E, line 115).

In spite the fact that more resources is needed, KL have been granted money for their initiative of
developing the coupled KPIs, promoting the use of data (Hansen. S., personal interview, March 9,
2017, appendix F, line 63). They further help facilitate the connection between the municipality and
government, by listening to the needs of the municipalities and then presenting several proposals for
the government to evaluate in terms of distribution of resources (Hansen. S., personal interview,
March 9, 2017, appendix F, line 169). According to Hansen, data is a key force in getting the
necessary resources for the municipalities to do their work and continue to perform better, “We would
never be able to argument about anything towards the government if our numbers was not correct
[...] it’s crucial and something that you use in politics nowadays, that’s numbers and data” (Hansen.
S., personal interview, March 9, 2017, appendix F, line 186). Yet, for now it seems that the
municipalities must draw from their own existing workforce when applying data management and
wish for more resources to be allocated in the future. As Andersen describes, “I hope for it but I don’t
think we will get it [...] almost no municipalities adds more resources in that area” (personal
interview, March 6, 2017, appendix E, line 116). Thus, there is an existing need for economic funding

and personal qualifications to assess the real potential of big data.

Even though a lack of both financial and personnel resources are present, there is a belief that big
data as a buzzword or concept can still help getting closer the goal of becoming more data-driven,
because it is popular. As Andersen explains, “/...] you won’t meet a leader who doesn’t say “of
course we should use data” it rather seems to be a question of “/...] how it should be used” (personal
interview, March 21, 2017, appendix I, line 89). Thus, for the benefits to arise, clear goals have to be
developed in terms of big data’s practical usage. That is why KL has moved towards the

municipalities with the right help and guidance, for them to use data more:

[...] some of the things that we really work towards here in KL are to give the
municipalities the best possible guidance to how they can easily make data available so

that they can analyze and manage it. Some of the initiatives have been these publications
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and websites we have made, but in general it’s more important that they open their eyes
to see how great the potential of using big data is. (Hansen. S., personal interview,

March 9, 2017, appendix F, line 40)

The guidance that KL has facilitated, is something that KOMBIT has helped with, by in endorsing
municipalities and administrative units of Denmark to use even more data in their decisions, by

inventing new strategies (Andersen, H., personal interview, March 6, 2017, appendix E, line 315).

Besides promoting the use of data analytics, KL uses it themselves to benchmark the municipalities
and compare them to each other. By doing this, value is created in terms of showing for example the
average expenses for each municipality on a national perspective, which enables a more efficient
approach of making budgets and follow-ups on the performance. Big data can be viewed as a
management tool, for KL to use in the broader perspective of facilitating the best interests for Danish
municipalities. But also show the municipalities, where to improve interventions by letting data show
patterns and developments in specific areas (Andersen, H., personal interview, March 6, 2017,
appendix E, line 64). As stated by Andersen, “KL uses all these key performance indicators (KPIs)
across borders of the municipalities [...] typically 10 or 20 of them are chosen and a thorough
examination and comparison of all the Danish municipalities are made each year” (personal
interview, March 6, 2017, appendix E, line 64). A clarification of how much money and resources
have been used in an area such as vulnerable children and young people can thereby be shown. Yet,
an ‘efficiency measurement’ and rating of municipalities are also made possible (Andersen, H.,

personal interview, March 6, 2017, appendix E, line 69).

One of the tools that allow the municipalities to work with big data is FLIS. The system is able to
generate KPIs and also enables KL to gather information of each municipality. Even though FLIS is
mostly seen as a data warehouse or business intelligence (BI) solution, for the single municipality to
use, it is made clear that, “/...] as such FLIS is both a solution made for KL as it is for the
municipalities” (Andersen, H., personal interview, March 6, 2017, appendix E, line 77). FLIS holds
great potentials for future use as a big data tool, as it enables functionalities on data storage and
extraction, making it possible to compare sector areas with the coupled KPIs (Hansen. S., personal
interview, March 9, 2017, appendix F, line 71). There is an agreement between participants, that FLIS
has the purpose of delivering increased cooperation between municipalities. However, Andersen
argues, that even though 95% of the Danish population base is now covered and that most of the

municipalities has implemented and bought the solution, “/...] a lot of these municipalities are not
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using it to the extent it is meant for and some haven’t used it at all” (personal interview, March 6,
2017, appendix E, line 280). Only a few minor municipalities are still not working with FLIS, but in
general all others are starting to work against a more cooperative arrangement, so that everyone can

benefit from the data that exists:

There are only a few minor municipalities who do not have FLIS. That’s okay, we have
allowed them to continue without, but all others are now in on the project and then they
are all very interested because they now certainly know that they have to use it
themselves since others are using their data and they are using others data. This also
promotes a cleaning process of data. (Andersen, H., personal interview, March 6, 2017,

appendix E, line 283)

This positive progression can be accredited to the new strategies that KOMBIT has developed the
past years in pursuing the goal of promoting a more data-driven municipality and society (Andersen,

H., personal interview, March 6, 2017, appendix E, line 315).

Despite the fact that the analytical systems are available, data is used very differently and in various
degrees within the municipalities, where some are very creative and others are lacking behind. This
is lately discovered by KL, who just recently in 2016 has made an effort on clarifying how data,
management information and FLIS are used around Denmark (Hansen. S., personal interview, March
9,2017, appendix F, line 207). The various reasons for how data is currently used, depends on which
municipality you look at but a general rule of thumb implies that, “/...] some of the smaller
municipalities might not use it because they don’t have the necessary resources an example could be
an island municipality” (Hansen. S., personal interview, March 9, 2017, appendix F, line 215). This
is also something that Andersen is aware of and elaborates, “Some new municipalities are only
scratching the surface, since they only have a few responsible for the implementation” (Andersen,
H., personal interview, March 6, 2017, appendix E, line 25). Another reason for lower data
commitment is also found in the lack of a data mind-set within the executive board, politicians and
workers of the municipality, “One has a reserved attitude towards data and big data that you have
to be careful using it because you cannot trust it and that you are skeptical towards the registration
and accounting practices is it done correctly and such” (Hansen. S., personal interview, March 9,
2017, appendix F, line 217). Some municipalities are disbelieving the ability of comparing across
borders of the municipalities due to the different registration practices and that one municipality are

not identical. When looking at two municipality’s placement costs and that they are 1 million apart,
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one would say, “/...] is this the reality or is it rather because we have different ways of doing things?”
(Hansen. S., personal interview, March 9, 2017, appendix F, line 228). To prevent this problem and
to promote the usage of big data within the Danish public sector, some municipalities have started
creating what Hansen calls, “Very smart solutions for Ipads, so that politicians easily can open an
app and then all the necessary information and data and other sources are shown easily” (personal
interview, March 9, 2017, appendix F, line 246). Thus, these innovative solutions, complements the
belief that big data needs to be easy accessible for a politician to understand (Hansen. S., personal
interview, March 9, 2017, appendix F, line 249). Examples are also given that municipalities across
Denmark forms networks of similar municipalities to help in pursuing more efficient use of big data
and to benchmark against each other’s (Andersen, H., personal interview, March 6, 2017, appendix
E, line 128). GeoFyn is given as an example of where creativity is widely incorporated when working

with data (Hansen. S., personal interview, March 9, 2017, appendix F, line 234).

Where small municipalities do not use data analytics in a broad extent, larger municipalities are very
positive and committed about the usage of data in their work, “Copenhagen and Aarhus are going
crazy [...] they have a management information department in each of the magistrates exclusively
working with data, presenting, collecting and extracting data” (Hansen. S., personal interview,
March 9, 2017, appendix F, line 220). Yet, it is not only the larger municipalities whom have
implemented data analytics. Others, such as Svendborg and Randers, also agree upon the fact that
data is everywhere and they work with it in each and every work situation and decision. As Andersen
explains, “I don’t think I can mention one area in which we do not include data” (Andersen, A.,
personal interview, March 21, 2017, appendix I, line 83). That data permeates, is also recognized by
Rasmussen, “Yes, we use it all the time” (personal interview, March 29, 2017, appendix J, line 38).

Indeed, this is also what KL experiences:

Some municipalities are using it in everything they do. For example, when they present
something for the local council numbers are always attached. And they follow it both
on a daily and monthly basis, how is it going with our different areas and the goals

thereto. (Hansen. S., personal interview, March 9, 2017, appendix F, line 209)

Even though data permeates the work processes of the municipalities in general, some areas are still
more data surrounded than others. Svendborg is for example very experienced with data registrations
and handling within the more technical areas, such as nature, climate/environment, property

management and construction (Andersen, A., personal interview, March 21, 2017, appendix I, line
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95). The way that the municipalities work with data has changed. According to Andersen, “One has
always worked with data as management information” (Andersen, H., personal interview, March 6,
2017, appendix E, line 11). However, municipalities used to work with data in “pillars’ and now data
is particularly merged together with other data, in new ways to present new knowledge and make
decisions easier for example in residential social monitoring (Rasmussen, T., personal interview,
March 29, 2017, appendix J, line 45). This is furthermore supported by KL, who argues that one can

now see,

Which kinds of residential areas are vulnerable and where is it our elders live so that
we can plan where to place the next nursing home? Where is it our children live, so
where can be shut down schools if needed? Where is it our refugees and immigrants
live, in regards to planning the needed effort towards them? Where do the children do
worst in the education environment, so that we know where to place the most effort?

(Hansen. S., personal interview, March 9, 2017, appendix F, line 241)

That one can gather a full perspective of the municipality, including economical and goal oriented
perspectives, is indeed what that Andersen believes the most experienced municipalities typically use
big data to Accordingly, FLIS functions as a great tool with over 1000 KPIs to generate an overview
of the situation in the municipality regarding different areas such as social, residential and education
(Andersen, H., personal interview, March 6, 2017, appendix E, line 23-30). Yet, also to reach own
goals (Andersen, H., personal interview, March 6, 2017, appendix E, line 10). Furthermore, FLIS can
be used in the context of, “/...] showing what works in different areas across administrations [...] it
is not just the economical part but also something as how much truancy exists within the primary
school” (Andersen, H., personal interview, March 6, 2017, appendix E, line 31). Information and data
are thus extracted and used in different settings with other data from their data warehouses or business
intelligence solutions that the municipalities might already have. Allowing them to compare and
contrast upon the data from the various solutions, before making decisions (Andersen, H., personal
interview, March 6, 2017, appendix E, line 49). Thus FLIS and big data have been widely used in
making economic decisions, looking at future specific efforts and generating a ‘situation overview’

for the municipality to succeed.

To sum up, the findings show that great potentials exist within the future utilization of big data in the
Danish public sector. That great potentials exist within data analytics in public sector organizations,

is supported by several authors, whom claim that big data is indeed important for the future e-
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government. According to Pollitt (2014), big data is to be considered the most important tool for
future public administrations. Further, OECD (2015) explains how the public sector is one of the most
data intensive areas and therefore has great potential, in deriving value from big data. A clear
agreement exists that big data shall be seen as an important and valued strategic asset (O’Brien, 2012),
which benefits the citizens of the municipalities and society (Thompson et al., 2014). Even though
great potentials exist within the use of data analytics, several challenges need to be addressed before
leveraging the full potential in the Danish public sector. That general challenges exist is what
generally is found in literature. Firstly, according to (Klievink et al., 2016), readiness of big data in
knowledge creation and decision making is a challenge. Secondly, challenges exist within the privacy
and data quality aspects (Cheng, 2014). Thirdly, information and data is not yet completely shared
between borders (Gamage, 2016). Fourthly, a shared belief that data standardization has to be
addressed even more, before the real potential is in reach, which is also stated by Bays (2015), who
focus on ‘data inconsistency’ within public sector administrations. Fifthly, agreement among
participants exists that the necessary resources are not present to harvest the full potential of big data,
even though literature argues that countries are massively investing in big data (Gamage, 2016). Yet,
it is rather a matter of the human resources needed, for the release of the full potential of big data
within the Danish public sector. This is due to the fact that the municipalities lack important
professional, analytical and managerial talent (Manyika et al., 2011). Finally, challenges regarding to
the organizational change that the municipalities might encounter, is also important to emphasize. As
the findings show, some municipalities are very creative where others are lacking behind. This is
further supported by Corbin (2012) who states that the reason for this difference should be found in
the competitive environment that the governments operate in. Since the pressure from the
environment is not existing in the same way as in the private sector, public sector organizations and
administrations might lack behind simply because of the motivation to use data (Ibid.).However, the
representatives still argue that big data is a buzzword (Jordan, 2014), which helps towards the

harnessing of the full potential.

4.4 Residential Social Monitoring
The next part is concerned with the specific case of Residential Social Monitoring, a tool and method

that is implemented at Randers, Svendborg and Helsinger Municipality. Overall, the findings show a
clear conviction that the case is a big data project, since it uses FLIS as together with other data

sources and systems. As clarified by Andersen, “Yes, I believe so” (Andersen, H., personal interview,
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March 6, 2017, appendix E, line 17). Being a big data project is furthermore supported by KL, who
highlights the terminology of big data being the key factor that determines that the case is a big data
project. Large datasets are combined and arranged in an understandable manner with the result of
taking decisions (Hansen. S., personal interview, March 9, 2017, appendix F, line 362). That the case
consists of massive datasets is agreed upon by Svendborg, where one participant explains, “/¢’s a
project where we combine massive amounts and various data, that’s how I would characterize it”
(Andersen, A., personal interview, March 21, 2017, appendix I, line 30). Further, the combination of
data sources is important in the context of residential social monitoring, since it helps the
municipalities raise the quality and the safety of having newly updated data. Thus, the combination
allows that the necessary responsibility can be taken in the right place (Andersen, A., personal
interview, March 21, 2017, appendix I, line 143). In the study, different examples of data combination
from both internal and external sources are presented. However, where FLIS is primarily used as the
foundation, some ‘OPUS’ municipalities are using their specific systems to deliver data that they
combine with the one FLIS provides (Andersen, H., personal interview, March 6, 2017, appendix E,
line 119). The reason for this is because FLIS do not deliver all of the data needed for each and every
sector area. Hence, municipalities then include data from various registers, such as
‘Indenrigsministeret’ data, combined with certain KPIs, and Danmarks Statistik (DST). Furthermore,
they are also using data from their other legacy systems, which they usually combine it with their
Business intelligence systems (Hansen. S., personal interview, March 9, 2017, appendix F, line 310).
External data plays an important role in making the map based monitoring, as elaborated by

Andersen:

We pull a lot of external data in, the whole BBR is external, our Geo Denmark data
makes the foundation for the mappings that we have in KRAK and so forth. The
addresses are also an external data source and the whole ‘grund’ data system. So it is
something that we really work with. (personal interview, March 21, 2017, appendix I,

line 140)

Thus, the focus is to combine the existing knowledge and wisdom to generate new value and
knowledge (Andersen, A., personal interview, March 21, 2017, appendix I, line 31). Even though all
of the municipalities’ systems are used to some extent, the combination of data still presents,
especially when it comes to the extraction of data from several systems also including FLIS

(Rasmussen, T., personal interview, March 29, 2017, appendix J, line 80)
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Residential Social Monitoring is a project facilitated and initiated by KL, who as mentioned in the
latter section, works as a supportive role for the Danish municipalities. KL has taken on the role to

foster more cooperation between the municipalities, since they do not talk together:

Well, we have been facilitating it. [...] since the municipalities are sitting separately,
working on things, how do you precisely start the conversation between them. And how
is it that we exactly [...] create this project and how do we gather the municipalities?
We facilitate and make sure that it happens and connect the municipalities. (Hansen.

S., personal interview, March 9, 2017, appendix F, line 326)

Thus, with the facilitation, KL has worked intensely to demolish the silos that the municipalities have
consisted of, concerning only their own errand to becoming a more cooperative environment.
However, whether the project has been successful and turned into real practice and results seems
rather unclear, “Well I am not sure. But some municipalities like Hedensted and Svendborg have
come really far with it and they have used it and it looks good” (Hansen. S., personal interview,
March 9, 2017, appendix F, line 335). Although KL has facilitated the project and made efforts to
help the municipalities, they are still cautious in making decisions based on the method and the big
data project itself (Hansen. S., personal interview, March 9, 2017, appendix F, line 336). According
to KL, this is a shame because that is what, “/...] really matters, to make some decisions based on it
[...] that is something that I did not feel that they had done yet” (Hansen. S., personal interview,
March 9, 2017, appendix F, line 341). Thus, it seems reasonable to say that the municipalities are still
not data minded enough, to only draw conclusions based on numbers. Further, they still use their
expertise as Andersen from Svendborg points out, “We have been four different professionals
involved in the facilitating process where others have also been associated when needed. We have
used their views, expertise and comments towards it” (personal interview, March 21, 2017, appendix
I, line 36). The main reason for joining the project itself is explained by Carlsson, “/...J it’s simply
because we need more tools to work with” (personal interview, March 21, 2017, appendix G, line

52).

Despite having facilitated data analytics, Residential Social Monitoring has also worked as an idea
generator. Randers Municipality now pursues a different approach, where innovative initiatives are
developed based upon the original method and idea introduced (Rasmussen, T., personal interview,
March 29, 2017, appendix J, line 51). Namely, the idea of using map-based information is something

that Randers has used in new innovative ways:
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We actually don’t use the map based part that much in sense of the map itself, the
visualization as a map. In reality we use address localization of people in regards to
that we know where they live. Thus, we use the geographical areas that the residential
areas are when it comes to monitoring. (Rasmussen, T., personal interview, March 29,

2017, appendix J, line 53)

Thus, Randers are still using the main concept of address monitoring i.e. the method developed by
KL, but has moved away from the technical part of it in the use of GIS and other geographical based
information systems (Rasmussen, T., personal interview, March 29, 2017, appendix J, line 71). The
overall purpose of the project is still essential, as Rasmussen explains, “/...] a lot of the things in the
guide is something that we are doing and of course we have gone through a process with selection
between different indicators that we monitor in the case of residential and social areas” (personal
interview, March 29, 2017, appendix J, line 77). Even though Randers Municipality has changed
direction, they clearly believe that the project is extremely relevant and important for them to continue
with, since they are able to spot ‘something’ in advance or predict a certain outcome (Rasmussen, T.,
personal interview, March 29, 2017, appendix J, line 125). When it comes to the future aspect,
Rasmussen believes that additional potential can be released in the area of general monitoring, if the
municipality, “/...] followed all areas within it”. Thus, they can be even more effective in spotting
areas that have a bad development (personal interview, March 29, 2017, appendix J, line 126). What
initiatively started the residential social monitoring in Randers is to be found in the master’s plan,
developed and financed by ‘Landsbyfonden’ (Rasmussen, T., personal interview, March 29, 2017,
appendix J, line 63). Presently, Randers is closely following three specific residential areas, which
they have been granted extra financial support to make focused efforts within (Rasmussen, T.,
personal interview, March 29, 2017, appendix J, line 56). Monitoring is done in the residential areas,
which have shown to be the most vulnerable, where they are already making efforts and where they
are aware of the ‘things’ that is happening (Rasmussen, T., personal interview, March 29, 2017,

appendix J, line 133).

With the use of maps in monitoring perspectives of vulnerable and exposed areas, this enables the
municipalities to increase the communication value of data by creating an overview of the situation
(Andersen, H., personal interview, March 6, 2017, appendix E, line 105). Further, maps help decision
makers to orientate themselves in the vast amount of information that exists, an area which will be

elaborated more on later in this analysis. With maps, Svendborg municipality is now able to
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differentiate themselves when it comes to delivering solutions regarding to residential social
monitoring (Andersen, A., personal interview, March 21, 2017, appendix I, line 61). This is done by
making interactive maps, which simply makes the world easier for everyone to understand as KL
explains (Hansen. S., personal interview, March 9, 2017, appendix F, line 87). Among other
innovative solutions, the interactive maps help the municipalities in presenting which area should be
financed when it comes to vulnerable children for example. The main reason is that the maps allows
the politicians to actually look at what is going on within an area and thereby make better decisions

based on it (Hansen. S., personal interview, March 9, 2017, appendix F, line 260).

In the future the case of Residential Social Monitoring can lead to further positive things. According
to Carlsson, it can deliver increased internal cooperation, but more importantly that one can prioritize
between the resources given to certain areas that are monitored, thus delivering an increased
understanding (personal interview, March 21, 2017, appendix G, line 186). However, before
additional potential can be released several challenges exists. Firstly, data quality is something that
Randers highlights as the main obstacle. Secondly, that more resources are needed i.e. financial and
personnel. When these are addressed, the project can really become a ‘live’, ‘day to day monitoring’
project which show trends and enable that one can effectively do specific efforts in areas that you do
not monitor already (Rasmussen, T., personal interview, March 29, 2017, appendix J, line 143).

Massive potential are locked and needs to be addressed to achieve the full potential:

I see a great potential, that we in reality use residential social monitoring and
monitoring in general as a tool to “spot” the development before, thus as a predictive
tool or forecasting tool. If you will, to show where some developments are occurring
and that these are some you are interested in strengthening, or some you might want to
brake before they evolve to something that you can’t control. All in all, the fact that you
can follow the development of the municipality is something I think that monitoring and
also geographic monitoring will only be even more prominent in the future.

(Rasmussen, T., personal interview, March 29, 2017, appendix J, line 366)

A main part of Residential Social Monitoring is the use of data on vulnerable children and young
people. According to Hansen, KL has worked closely in publishing material and other relevant
information on the subject (personal interview, March 9, 2017, appendix F, line 58). The cooperation
has resulted in many, “/...] exiting things, since there is an existence of so many different patterns”

(Hansen. S., personal interview, March 9, 2017, appendix F, line 73). Furthermore, the project is also
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focusing on measuring the effects of specific efforts made and which patterns and developments are
showing in an early stage so that the necessary actions can be taken in time. As Andersen explains,
“It is possible to follow the child all the way up through the system” (personal interview, March 6,
2017, appendix E, line 213). Thereby, with the use of big data, it is possible to improve the conditions

for the vulnerable children and young people.

4.5 Knowledge Creation and Predictive Insights

Within the operationalization of knowledge creation theory, the decision to use big data in the Danish
public sector rests on a clear conviction that it answers questions that were previously unknown. As
stated by Hansen, this is an area where the municipalities have returned to Kommunernes
Landsforening and said that the use of big data generally provides them with answers that could not
have been answered without extensive use of data analytics. Further, data reflects how incredible
large differences that currently exist between municipalities, differences that are to be investigated
and addressed (Hansen, S., personal interview, March 9, 2017, appendix F, line 120). This is further
explained by Andersen, who argues that the use of big data within the topic of vulnerable children
and young people may help answer questions like how many vulnerable children and young people
are forcibly removed in some form or another and how many continues to stay home with their parents
and getting better (personal interview, March 6, 2017, appendix E, line 213). Also, this is something
that you really want to measure the effect of, in spite of the fact that such information can be used for
preventive and evident purposes, why Andersen argues that data from many years back is genuinely

important to be included in FLIS.

In relation to the case of Residential Social Monitoring, Carlsson explains that the use of big data has
provided Svendborg Municipality with knowledge on how bad the situation really is, “/...] it has
surprised me that it is so evident all around, how bad it really is” (personal interview, March 21,
2017, appendix G, line 89). Accordingly, the use of big data, and yet the unpleasant insights from
data analytics, has today affected the municipality’s master’s plan for 2018 — 2021 to be considerably
expanded from two exposed residential areas to involve eight areas (Carlsson, J., personal interview,
March 21, 2017, appendix G, line 63). The surprise is moreover experienced by Nasvang, who puts
it like this, “/...] yes, it can be fairly easy to see if there is an area that sticks out of which one had

not believed that ran” (personal interview, March 21, 2017, appendix H, line 99).

74 — 132



Lasse Vinter Copenhagen Business School 2017 Master’s thesis
Anders Martensson

At Randers unicipality, Rasmussen agrees that residential social monitoring have verified their

immediate understanding of how things currently are:

[...] it has clearly contributed to the visibility of a lot of conditions that we might have
had an idea of how things were, if nothing else have been made it more obvious and

articulated with the use of more data in the analytics processes. (personal interview,

March 29, 2017, appendix J, line 96)

At Randers Municipality, the use of residential social monitoring have made them more aware of the
development in how many children in exposed areas that go to school in the same neighborhood,
which surprisingly not that many do. The surprise lies in that they have not earlier been able to couple
data between children and school, which obviously is a foundation for some of the social services
that were initiated. Rasmussen brings up the example that if you want to measure the effect of social
services to combat school absence, it is crucial to know whether the students actually go to the

particular school (personal interview, March 29, 2017, appendix J, line 110).

Not only has the use of big data provided knowledge on what is currently happening at this very
moment, but a clear conviction exists that social residential monitoring also have provided adequate
awareness on developmental trends in society that is highly useful for predicting future outcomes
with a high level of reliability, based on detected, recognized and accepted patterns in data. According
to Hansen, FLIS offers a wide range of key figures for the past five years, which means that trends
between these data easily can be viewed (personal interview, March 9, 2017, appendix F, line 142).
Further, from the perspective of KL, data from FLIS is primarily used within the areas of economics
and specifically budgeting. However, not only is spending patterns investigated across municipalities,
but also certain activities related to vulnerable children and young people are studied, seeing that this
group of people makes up a relatively large part of the budgets. That is for instance whether more or

less children are attending school as they are supposed to.

In relation to residential social monitoring, the use of school data is, according to Neasvang, very
valuable, as if such data over a longer period of time for example shows falling grades in primary
school or a later school start may inform us about what is happening in these concrete areas that is

needed to be taken action upon (personal interview, March 21, 2017, appendix H, line 113).
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This is further explained by Carlsson, who mentions that the technical features of GIS makes it
possible to ‘boil’ it down to a lot of small areas, which is extremely useful knowledge (personal
interview, March 21, 2017, appendix G, line 74). Lately, detailed insight into the municipality’s
residential areas have proved to be particularly helpful in the decision of where to put refugee children
and families, to be sure that the municipality can handle them properly as well to estimate and predict
how the areas will evolve over the forthcoming years (Nasvang, M., personal interview, March 21,

2017, appendix H, line 113).

Despite the fact big data has provided knowledge on developmental trends that can be used for
predicting certain outcomes, it is generally difficult within the area of vulnerable children and young
people. The municipalities’ strategies on how to best handle these children and young people changes
over time and make it somewhat difficult to compare the evidence-based indications you work with
(Rasmussen, T., personal interview, March 29, 2017, appendix J, line 119). Further, if you want to
predict certain residential outcomes, it is important to monitor the entire municipality, and not just

certain selected areas, which is what currently is being done at Randers Municipality:

[...] if you want to spot something in advance, I would say that in a monitoring
perspective, it is optimal that you follow the entire municipality and not just the public
estates that knowingly are most at risk, with the purpose to investigate and intervene at
an early time if an area might be in a bad development. (Rasmussen, T., personal

interview, March 29, 2017, appendix J, line 124)

That big data has provided new knowledge and answers to formerly unknown questions, relates well
to what is considered in big data literature. According to Munné (2016), big data analytics can be
used to analyze large datasets for problem solving that can reveal data-driven insights. The abilities
of such can for example be comprehended through detected and recognized patterns and to produce
forecasts, such as planning purposes and public services (Yiu, 2012). Particularly the statement of
how big data influences the master’s plan of Randers Municipality is an example of planning new
purposes and public services within new areas. This can further be connected to the idea of creating
clear goals (Jacobsen & Thorsvik, 2008), which then allows one to come nearer the ideal state of
perfect rationality (Simon, 1997). That big data has been able to make predictive insights by looking

at trends in data over years, is supported by for example Schmarzo (2013), who states that big data
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allows organizations to move closer in being a ‘predictive enterprise’. Further, from the thoughts of
Knapp (2013), big data is considered to create new knowledge as large datasets offers a higher form
of intelligence and knowledge that may be able to generate new insights and thereby also deliver new
increased forms of value (Schonberger & Cukier, 2014, p. 6). To this, Elgendy & Elragal (2014) and
Ohlhorst (2012) state that big data has the potential to transform information to new and valuable
knowledge that can be used to solve problems, increase profits and productivity, find opportunities
and develop working patterns for as well private and public sector organizations. The findings show
that municipalities are using existing systems, internal data and external data with new smart big data
tools such as visualization i.e. using maps. Thus, they follow what is said in literature, where Marr
(2015) who argues that exactly the combination generates improved insights (p.10), which then leads

to new knowledge and information (Fredriksson, 2016).

From the theory of organizational knowledge creation by Nonaka (1994), the essential feature is to
create new knowledge, compared to processing already existing information, which without doubt, is
being done in this case. Big data offers municipalities with knowledge on what happens around in
different areas and transfer the newly created knowledge to the necessary stakeholders, divisions and
people, whom can easily understand and interpret it. Thus, big data allows working with explicit or
codified knowledge, such as visualization (LaValle et al., 2011), in new and better ways than before
(Fredriksson, 2016). Big data compliments the idea of tacit knowledge formerly hold by experts and
caseworkers, transfer into explicit knowledge. Hence, the knowledge derived from big data can be
seen in the ‘combination’ phase of the SECI process (Nonaka et al., 2000), where knowledge is
gathered from explicit sources and undergoes a process of being transformed into new explicit
understandable knowledge (Nonaka, 1994). However, it seems reasonable to say that the newly
created knowledge and insights are still a part of a tacit knowledge creation process. The main reason
is that municipalities have analysts working on the data itself and then experts using the provided
knowledge (e.g. visualization in residential social monitoring) to make decisions. Furthermore, it is
argued by the municipalities that an overall idea of the situation, due to tacit knowledge has always
been present. Yet, big data has created a more “clear picture” of the reality, hence explicit knowledge.
This have for example resulted in better allocation of immigrants, because the knowledge derived
from big data has laid the foundation of decisions (Grant, 1996). As explained by Marr (2015), big
data and info graphics is something you allocate to the data scientists, who process it. However, there

is still a need for collaboration, between the analysts and the decision makers to generate value (p.
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185). Thus, the case of residential social monitoring and big data in general within the Danish
municipalities, paves the way towards explicit knowledge creation, but it is still in the category of a

never ending process (Nonaka et al., 2000).

4.6 Decision Making and Strategic Planning

Within the operationalization of decision making theory, the use of geospatial big data analytics rests
on a clear conviction that it supports decision making processes. As stated by Andersen, it is really
useful to integrate and utilize geo codes with data from FLIS as they have done in Svendborg, Randers
and Helsinger Municipality (personal interview, March 6, 2017, appendix E, line 105). Thus, it is
possible to view small areas in a municipality to see whether the development is in a good or bad

direction:

Instead of just pulling raw data out themselves, they can now see it on a map. You may
say that it could also just be seen in a spreadsheet, but having it on a map makes it more
visual and for those who actually make the decisions higher in the hierarchy is typically
more visual brought. Thus, you may look at the map and easily figure out of whether
Svendborg is green, yellow or red, relatively compared to other municipality on Funen.

(Andersen, H., personal interview, March 6, 2017, appendix E, line 110)

This is further explained by Hansen, who argues that maps contain larger promotion value that helps
to get a better overview of the current situation that is investigated and thus make better decisions,
“[...] it strengthens our ability and capacity to make decisions, better decisions. When we have it
visually we can better and more easily get an overview than looking at data tables, which sometimes
can be difficult” (personal interview, March 9, 2017, appendix F, line 257). Furthermore, Hansen
agrees that decision makers are, without doubt, more visually brought, especially when it comes to
politicians, whom might have a hard time to understand certain lower-level issues (personal interview,
March 9, 2017, appendix F, line 245). The use of geospatial big data analytics is not only taking place
in the local municipalities, but also at Kommunernes Landsforening, it is becoming much more
prevalent, “/...] we actually have a unit that only works with data analytics in the building, including
geo analytics, which are highly relevant we make new common strategies or new objectives for the
Danish municipalities” (Hansen. S., personal interview, March 9, 2017, appendix F, line 167). It is

among other used when developing national goals where you look into areas all over Denmark to
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view and compare e.g. how many readmissions that take place at hospitals. Readmissions account for
arelatively large part of the budgets and if there is tendency that more citizens are send to the hospital,
the municipalities must make greater health efforts with home nursing or similar social services
(Hansen. S., personal interview, March 9, 2017, appendix F, line 197). Geospatial big data analytics
can help view such development in an easily and interactive way and thus provide information and
knowledge on what to believe is ahead and what social services to implement to comprehend the
development. Hansen even goes so far and says that almost every decision and goals are in some
degree or another is, “/...] permeated by big data” (personal interview, March 9, 2017, appendix F,
line 204).

In the context of residential social monitoring at Svendborg Municipality, Naesvang states that the
use of geospatial big data analytics in regards to vulnerable children and young people helps align
and contribute to a common understanding of a given situation and thus be in agreement of what

social services to be initiated:

[...] it can be really difficult to work within the area of children and young people and
understand what adult caseworkers talk about when they say that there is a great drug
abuse in certain areas. Here, map-based solutions make it easily accessible and
possible to put multiple disciplines together to provide greater social services and
achieve a common understanding of whether the world is red, yellow or green. (personal

interview, March 21, 2017, appendix H, line 53)

Achieving a better understanding with the use of maps is further explained by Andersen, who argues
that geospatial analytics provides a great form of communication that quickly provides a common
understanding of what is studied. Further, the use geospatial analytics on lower-level areas helps to
differentiate and view shades that may stand out (Andersen, A., personal interview, March 21, 2017,
appendix I, line 61). This is further explained by Carlsson, who state that decision making processes
have become a whole a lot easier with the use of geographic information systems, seeing that it
provides non-experts a greater overview and common understanding, “/...J it is so much easier to get
an overview through GIS and also more straightforward when it comes to convince non-specialists
on how the world look, that being red, yellow or green” (personal interview, March 21, 2017,

appendix G, line 95). Carlsson continues by explaining how easier it is with GIS to stage and work
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towards a common understanding with decision makers, whom are perfectly clear on what is to be
dealt with and often surprised on how incredible smart the systems are, “/...] the systems have become
so advanced that you are able to work with all these crazy many numbers. And everyone say so and
when we talk to novice people they almost scream “wow, why haven’t we seen this before” (personal
interview, March 21, 2017, appendix G, line 95). At this point, the use of geospatial big data analytics
is primarily used internally in dialogues with management in the municipality and especially when it
comes to convince the allocation of economic resources to you, which sometimes can be a ‘fight’.
Here, besides geospatial analytics helps you to create a common understanding by visualizing what
it is about in an interactive way, the advanced systems make it possible to present hard facts so the
decision making process is not just being pure politics with arguments without content. By
pinpointing locations to being either green, yellow or red, based on a number of data inputs, is way
to involve factual information, thus arguments become common understood and decisions easier to
follow through (Carlsson, J., personal interview, March 21, 2017, appendix G, line 54). Accordingly,
in a decision making process with funding on the agenda, it is obviously necessary to present good
arguments or else you will be ‘run over’, “You're got to have some good arguments and here the use
GIS to present data-based arguments have proved effectively, seeing we have been allocated more
money than earlier” (Carlsson, J., personal interview, March 21, 2017, appendix G, line 175). This
is further explained by Neasvang, who argues that they internally have been able to make better
decisions within the group and a lot of goals have already been achieved with the continuous strategic
use of management information (personal interview, March 21, 2017, appendix H, line 117). The
comments by Carlsson and Nasvang agree well with what Andersen says, that being the use of GIS
with different data input provides a higher level of knowledge that supports the decision making

processes, primarily at local politicians:

[...] the use of GIS provides us with more knowledge and the more knowledge we have
about the decision that is to be taken, the better decision can be made by the politicians,
i.e. on an informed basis, whom ultimately are the ones making the final choices. GIS
can help provide with more accurate analytics and thus offer an easier approach to get
these decisions done in a correct way. (Andersen, A., personal interview, March 21,

2017, appendix I, line 104)
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Also at Randers Municipality, the use of GIS is said to be naturally used in wide range of decisions,
“Primarily GIS, but also in general data-based knowledge, is a part of our decisions and we do not
make any decisions without having worked with data analytics before it”’ (Rasmussen, T., personal
interview, March 29, 2017, appendix J, line 200). The decisions who Rasmussen mainly talks about
comprehends the establishment of goals and visions for the future, seeing that the use of integrating
historical data on among other vulnerable children and young people in GIS provides adequate
awareness on developmental trends in society that is highly useful for predicting future outcomes
with a high level of reliability, based on detected, recognized and accepted patterns in data. With an
extended use of big data analytics it has become possible to propose concrete and measureable goals

and visions that eventually can be followed up on:

[...] ves, goals and objectives have earlier been dominated by being highly complex and
diffuse that you cannot really follow up on, but now it is possible to create milestones
that you then can substantiate performance if you like. Thus, you come one step closer
to the more general goals and objectives and it helps that we can actually answer “how
many students in what areas have over 20 days of school absence”, thus answering
whether more or fewer students stay in school at a time after a social initiative has been
carried out. So yes, it helps that we have data in most areas that we can connect and

view in GIS. (Rasmussen, T., personal interview, March 29, 2017, appendix J, line 209)

The use of data analytics within a strategic perspective is also presented by Nasvang, who argues
that the most important factor when developing new strategies is to create a common understanding,
which is especially important when having new knowledge to present. This is where geospatial big
data analytics really comes in handy, “When you sit 10-12 people around a table and looking at these
maps, it is quite easy to go from there to overall strategic decisions” (personal interview, March 21,
2017, appendix H, line 129). This is further explained by Carlsson, who mentions that Svendborg’s
new master’s plan is built upon geospatial big data analytics, where the strategy now involves eighth
residential areas. That geospatial big data analytics is useful within a strategic context, are also
mentioned by Rasmussen. According to Rasmussen, Randers’s new strategic visions and goals are
closely related to the use of data analytics, which has provided them with new knowledge on where

to insert and improve social services:
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The plan is very much concentrated on children and young people alone. The old one
was about employment rate in general and level of education in the entire population,
but children and young people have proved to be much more urgent, most definitely
because we have not been able to see the things as we can today. (personal interview,

March 29, 2017, appendix J, line 171)

That big data has provided the municipalities with improvements in effectiveness relates greatly to
what is considered in big data literature. According to Munné (2016), big data analytics can provide
greater internal transparency, thus being able to take better decisions and be more effective, and even
create new services, by letting data ‘speak’ between multiple decisions Fredriksson (2016). Further,
as Power (2014) points out, big data allows anyone to make better decisions, which certainly takes
place within the municipalities. Especially by using geospatial data, the municipalities have been able
to make decisions based on the risks within the different residential social areas. This is furthermore
supported by Marr (2015), who mentions that big data creates new possibilities of visualization with
such as info graphics. Hence, it contributes to a higher level of understanding information and thereby
makes it possible for decision makers to initiate interactions and conversations that can lead to better
and improved decision making and performance (ibid.). As stated by several municipal
representatives, it is now possible to ‘color the world’, which then makes the case of residential social
monitoring suited in terms of a successive info graphic, since, “/...] the person looking at the
information can pull out the key messages that suit their agenda or confirm their preferred decision”
(Marr, 2015, p. 180). Further, visualization makes the information and data ‘come alive’ and thereby
trumps intuition (LaValle et al., 2011), which certainly takes place in the case, whom are moving
towards perfect rationality in decision making. Since the politicians and decision makers are more
visually brought, it makes sense to use maps and geospatial data, which is also mentioned by Marr
(2015), who argues that it is effective, because, “/...] it appeals to the way human beings receive and
process information” (p. 180) and thereby allow important information and knowledge to flow within

the borders of the municipality.

From a theoretical point of view, the case organizations use big data to form goals and objectives of
upcoming strategies and decisions. It is especially interesting to see how big data allows KL, from a
national point of view, to form overall goals for Danish municipalities, where the municipalities

themselves use it to be more specific in their strategies towards residential social monitoring and
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targeted social services. As mentioned, big data has allowed Svendborg to create specific, concrete
and measureable milestones and goals before the introduction of GIS. Thus, the goals are following
Hansen’s statement, i.e. decisions are permeated by big data and it permits the development of clear
goals, which is important in getting closer to the ‘economic man’, who acts with perfect rationality
(Simon, 1997). In relation to what EY (2016) present, big data prevents the cognitive bias of the
human to occur, which of what can be confirmed in the case of residential social monitoring, seeing

that one creates new strategies, goals, objectives, milestones and targeted services based on data.

To sum up, big data is able to take one closer to the ideal state of perfect rationality in decision
making, due to the ability of gathering complete information and creating clear goals, thus being able
to base strategies and decisions on relevant acquired knowledge. Thus, as we have seen throughout
this section, decision making and knowledge creation are fuel for each other, which are generally
acknowledged in literature (Sorofman, 2013; Manyika et al., 2011, Raghupathi, 2014, Feldman &
March, 1981).

4.7 Targeted Social Services and Evidence-Based Practice
A general belief exist that targeted social services is the primary goal and what is wishfully thought.

According to Hansen, the municipalities can better determine the required social services with the
use of data analytics, such as knowing if vulnerable children and young people perform below average
at primary school’s final examinations. Thus, having such knowledge can help with the work of what
social interactions that is required, such as inserting more teachers and thus improve the services
(Hansen. S., personal interview, March 9, 2017, appendix F, line 95). This is further explained by
Nasvang, who argues that within the soft areas, that being vulnerable children and young people, a

lot of data-driven improvements exist:

Well, it is actually a very simple question. I do not think that anyone would disagree on
the fact that well placed resources and early social intervention is what we all dream
about and within the soft areas such as vulnerable children and young people that is
where there really is something to achieve. (personal interview, March 21, 2017,

appendix H, line 155)
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At Randers Municipality, Rasmussen agrees that the ‘soft areas’ are interesting and the use of data
really has an effect. An example of such is school absence, where due to the fact that registrations
now are improved, knowledge on how big a problem absence really is, is recognized. Accordingly,
initiatives are now approved on social interventions to turn this development around, driven by
insights from data analytics, “It is a selected area which we now insert extraordinary support. The
majority of our ideas are most definitely related to data and new knowledge from it”’ (Rasmussen, T.,
personal interview, March 29, 2017, appendix J, line 322). That action is taken to improve targeted
social services by the use of data analytics is further explained by Carlsson. Accordingly, the use of
geospatial big data analytics in residential social monitoring is most lately reflected in last year’s
budgets, where extra financial support was given to establish small affordable houses, primarily led
by the pressure of refugees, covered in terms of the cuts in the financial benefit reform. Thus, in terms
of urban planning, larger buildings have been knocked down and smaller buildings constructed that
people could rent for less than 3000 DKK a month, which is the financial limit (Carlsson, J., personal

interview, March 21, 2017, appendix G, line 128).

Targeted social services are closely related to evidence-based practice, which is the study of what
works best. According to Andersen, it is an area of immense importance, seeing that the public sector
spends quite a lot of money on social services, “/...] we use an inconceivable amount of money in
Denmark on all the social services to e.g. get them into work, but do the services really have the
desired effect?” (personal interview, March 6, 2017, appendix E, line 237). This is further explained
by Hansen, who argues that the municipalities, with insights from big data, now are able to streamline

their social services:

One can streamline services because you now know what social interventions work and
which do not. As an example, you are now able to view whether or not preventive
measures have the intended effect, such as if children perform better at school with the
given intervention. Thus, by making impact assessments with coupling of figures, you
may dismantle the particular service, if it does not work. (Hansen. S., personal

interview, March 9, 2017, appendix F, line 99)

In relation to case of residential social monitoring, Carlsson explains that they have tried to include

the evidence-based indications from the ‘Nationale Forskningscenter for Velferd’ in their work on
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exposed areas in the municipality, “/...] the indications have helped us in identifying and pinpointing
the individual subjects and areas we measure on, when comparing several different measurements”
(personal interview, March 21, 2017, appendix G, line 152). That the indications help provide
valuable information on exposed residential areas is also experienced by Rasmussen at Randers
Municipality. Rasmussen reveals that the indications are widely used and something they increasingly
follow up upon to categorize how exposed the individual areas are, ““/...] indications such as student
absence, placements and grades have provided knowledge on how vulnerable the areas really are”
(personal interview, March 29, 2017, appendix J, line 271). Rasmussen continues by saying that the
large amounts of data they have available today have improved their evidence-based practice in spite
of the fact they now are able to follow up upon whether or not a student’s school absence is changed
after a particular social service intervention is carried out. This is further agreed by Andersen, who
mentions that they at Svendborg Municipality, due to their work with big data, have achieved higher
internal efficiency and better daily routines. However, despite the fact that data tells a lot, it cannot
stand alone, “[...] the data cannot stand alone, we can monitor but it may not tell us the whole story
about the effect of something. So it is important that we constantly have professionals included”

(Andersen, A., personal interview, March 21, 2017, appendix I, line 38).

That big data has provided the municipalities with improvements in efficiency relates great to what
is considered in big data literature. According to Munné (2016), big data analytics can improve
efficiency, such as the ability to provide better services and continues improvement based on the
personalization of services and learnings from the performance of such services, that being
evidenced-based practice. Hence, evidence-based practice is seen as a vital area within data analytics,
seeing it allows individuals to make the right decisions, based on evidence and facts, rather than on
assumptions, experiences or ‘gut feelings’ (Marr, 2015, p. 229). Further, the high-powered analytical
tools that exist, provides the opportunity of identifying, “/...] what works without having to worry
about why it worked” (Schmarzo, 2013, p. 55). Thus, being able to compare and contrast between
initiatives and alternatives, evidence-based practice in social services relates very well with the idea
of move closer to the idea state of perfect rationality, seeing you on an objective base chooses the
right decision (Simon, 1997). Finally, the hype around the potentials that big data may offer, such as
increased public value, better social services and efficiency (Manyika et al., 2011), is evident in

residential social monitoring.
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4.8 Data Challenges and Privacy Issues
Despite the fact that Svendborg and Randers Municipality have achieved many useful gains by their

use of data analytics with GIS, the work with large and integrated datasets are still a new field with a
lot of challenges. As stated by Carlsson, “/...] and I'm quite sure that working with large datasets is
a relatively new phenomenon in the Danish municipalities, but it definitely become much more
widespread over the forthcoming years” (personal interview, March 21, 2017, appendix G, line 127).
He further explains that due to it being a relatively new field, they have at Svendborg Municipality
been afraid to present how the world actually looks, because they have felt that their data have not
been strong enough. This is further explained by Naesvang, who puts it like this, “/...] we re trying
to keep it as simple as possible and we 're mostly only working with high-validated data to begin with
in trying to do it well” (personal interview, March 21, 2017, appendix H, line 81). Thus, they are
trying to keep it as simple as possible and ‘harvest the lowest hanging fruits’ for eventually to go
deeper. Despite the fact that working with large and integrated datasets is still a new phenomenon
that contains many challenges, great potentials and ‘fruits to harvest’ are available and should be

pursued. Communicating this message to the wider public sector is what Andersen works with:

Internally, we work really hard to communicate the benefits that exist with data
analytics, so you may say that our role is a little more in the communicative aspect
we 're dealing with here, trying to create awareness on how important it is to register
the data in the first place to ensure transparency and validated data. (personal

interview, March 21, 2017, appendix I, line 128)

The data challenges are also recognized at Kommunernes Landsforening and KOMBIT. According
to Hansen, the challenges in data imply that the potential of data analytics cannot be fully harvested,
“[...] then there is also the question about data quality, where there without doubt exist some
challenges to why the full potential is not resolved” (personal interview, March 9, 2017, appendix F,
line 50). One of the social areas that are particular challenging regarding the data quality is within
vulnerable children and young people. According to Hansen, this is due to the fact that a lot of
different social workers are involved in the individual cases and they register their work in dissimilar
ways, which reduces the data quality and eventually results in that the data cannot be trusted in data
analytics (personal interview, March 9, 2017, appendix F, line 290). This is further agreed by

Andersen, who argues that how information is registered has been a general challenge throughout the
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whole municipality and something they currently are working on to improve, “/¢ has created some
challenges in combining data and this have primary regarded how we as municipality register
information, but something we re dealing with at the moment” (personal interview, March 21, 2017,
appendix L, line 47). The issues with registering information are also present at Randers Municipality.
Rasmussen mentions that particularly school absence is not very good and it clearly depends on how
good the records are, “School absence is not very law regulated and because of that, no real process
or control seems to exist” (Rasmussen, T., personal interview, March 29, 2017, appendix J, line 216).
He further points to the fact that there exists opposing attitudes towards registering school absence,
seeing that some people find it not being an optimal utilization of teacher’s time related to their core

work:

[...] ves, it is at least in some areas that it is hard and sometimes also contradictory
trends. For example, you probably wish to make the most of teachers’ effective time and
thus not spend so much time on registering absence, or it may also be due to the fact
that the teachers’ time is already cut and optimized so additional time spent on
registration is not appropriate. (personal interview, March 29, 2017, appendix J, line

232)

Despite the fact that management in local municipalities is beginning to become more data-minded
and of interest promote the idea to register all findings and not just what duty says, Rasmussen points
out that you will have to figure out a way to do it effectively; else it will never be very good. The
problematic area of registration does not only take place in school absence, but also within the health
area. According to Rasmussen, it is still really difficult to get reliable health data, because the
registration part is not well developed. An example is introduced with certain statements of caries in
childrens’ teeth, which also is useful in residential social monitoring, but the problem is that it is not
particularly systematized, so you cannot just integrate it with other datasets (Rasmussen, T., personal
interview, March 29, 2017, appendix J, line 280). Accordingly, it is further stated that one might think
that something is in fact registered in one way, but later to find out it is not. Thus, as Rasmussen
explained, “/...] and it can be a job in itself to find out how it really is registered and evaluated, that
being the case if you want to use it for analytics purposes, you have to absolutely sure that it is
registered in the right way” (personal interview, March 29, 2017, appendix J, line 290). However,

despite the fact that the practice of registering information in a homogeneous way is a difficult task
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that affects the rest of the data value chain, it is certainly under improvement. Yet, in relation to the
case of residential social monitoring, the registration part has been a barrier to succeed with the
project, “/...] it has been a far greater barrier to try and get the data we actually wanted to use in
this project, that being to find them and understand how they have been registered in the first place”
(Rasmussen, T., personal interview, March 29, 2017, appendix J, line 347). Thus, it is said that a large
part of the resources that have been involved in the project have been to find validated data as input

to GIS.

However, the registration part is not the only data challenge. There seems to be a general belief that
while the data related area of school is quite strong, vulnerable children and young people are very
weak. According to Nesvang, vulnerable children and young people is characterized as a dynamic
and soft social area with a lot of complicated systems, which makes data analytics difficult, “Well,
the data quality is highly reflected in the areas that are very dynamic, thus being the big soft areas
with complicated systems and data. This is especially within vulnerable children and people and adult
disability” (personal interview, March 21, 2017, appendix H, line 187). He further points out that
these social areas consist of several systems that often are changed, making it a challenge to trust the
data. Due to the challenges and limitations of using the municipalities’ own IT-systems, they
increasingly tend to use FLIS, because the data is much more validated and structured, thus easier to
work with in analytic perspectives, “Firstly, we do not have very good data on the school area.
Secondly, it is difficult for us to extract the data from our systems, but we have very good opportunities
in FLIS, both in terms of data quality as well as to extract it into our own analytic tools” (Rasmussen,
T., personal interview, March 29, 2017, appendix J, line 82). That FLIS provides great opportunities
is further recognized and explained by Nasvang, who mentions that, “/...] it’s the areas of citizens,
staff, school, disabled adults, vulnerable children and young people, and the elderly that are like the
FLIS universe we’re working with. They are classified as being the most simple and yet the most
validated” (personal interview, March 21, 2017, appendix H, line 179). Despite the fact that FLIS
now offers highly validated and structured data is not without a lot hard work being put into it. As

stated by Andersen, trusting the data has earlier been a general issue:

[...] the biggest problem was that you could not trust the data, why we along with

Kommunernes Landsforening have carried out a great effort to improve the data quality
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and thus corrected the gaps and mistakes that have existed, so our data now matches

what is showed by DST. (personal interview, March 6, 2017, appendix E, line 271)

Thus, the effort to get the data quality on track has succeeded and KOMBIT now works on a new
strategy in connection with FLIS’s EU Public Procurement, where the new solution will be updated
on a daily basis, “/...] the problem with FLIS is that the data warehouse is only updated once a month
and that is not enough for management, who makes decisions every week. Thus, selected areas will
in the future be updated on a daily basis” (Andersen, H., personal interview, March 6, 2017, appendix
E, line 158). Furthermore, with FLIS’s EU Public Procurement, the data areas of health and
employment are to be included, which evokes enthusiasm at particularly Randers Municipality.
Despite the new data areas evoke eagerness; Rasmussen estimates that it may take up to five years
before there is validated data on the employment area, “It takes to time to get the data in and then
having them validated afterwards, which is quite an extensive process.” (personal interview, March

29, 2017, appendix J, line 90).

When asked about the Danish personal data legislation in relation to carrying out data projects in the
municipalities, a general belief exists that it can be seen as a barrier when data is, or potentially can,
be broken down to single individuals. According to Rasmussen, it is a really difficult area to work
within for non-lawyers with limited knowledge on what you can or cannot do with data. Thus, in the
beginning of the project of residential social monitoring, a lot of resources were spent on gaining

knowledge on what data you could gather, how you would do it and for what purposes,

[...] in connection with this whole startup of the project, we have spent quite a lot of
time to identify what data you wanted to collect, on what level and for what purpose.
There have been some descriptions and reports that we have filled out, so we were
allowed to use the data. (Rasmussen, T., personal interview, March 29, 2017, appendix

J, line 333)

Rasmussen further points out that privacy lately has become a quite complex area in spite of the fact
that they now have all this data available, why they internally at Randers Municipality have begun to
create more permanent procedures for when using it in analytic purposes. Also at Svendborg

Municipality, the personal data legislation has caused challenges. According to Nasvang, they have
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become increasingly aware when performing data analytics, “/...] I always reflect upon it when I
come across some data that potentially can be degraded to individuals. In these cases, we have
become very attentive to look at anonymizations or data agreements” (personal interview, March 21,
2017, appendix H, line 166). That the personal data legislation is seen as a barrier is further explained
by Carlsson. According to Carlsson, the data legislation prevents them to monitor small residential
areas due to too few citizens, thus the need to group smaller areas together is necessarily. Carlsson
concludes that it somewhat limits the purposes it was meant to be (personal interview, March 21,

2017, appendix G, line 164).

The privacy challenges are also recognized by Hansen and Andersen. According to Hansen, it is an
area of strong focus at the data analytics division at Kommunernes Landsforening, where they tend
to buy help from external lawyers, “We sometimes buy external layers to help evaluate what we are
dealing with. If we are not following the rules, a bad case can blow up in the media and may ruin
everything” (personal interview, March 9, 2017, appendix F, line 407). In relation to Carlsson’s
statement regarding the need to group smaller areas together in residential social monitoring at
Svendborg Municipality, Hansen recognizes the issue and argues that you are not allowed to show
coupled figures if it is formed of less than five individuals. Also at KOMBIT, Andersen considers
privacy as a ‘dangerous’ area, both for KOMBIT, yet also the municipalities, “That is where it
becomes slightly dangerous due to the personal data legislation. You can break down the data to
single individuals, yet you are not allowed to. Further, the municipalities may not actually look across
administrations” (personal interview, March 6, 2017, appendix E, line 212). On the subject of FLIS,

due to the new personal data legislation, technical limitations for coupled figures have been added:

Right now we have to set some limits for how to couple figures in relation to
benchmarking, in spite of the fact that you are not allowed to identify a vulnerable child
in school and you can if it is a small area such as Leesa, where there only may be five
vulnerable children in total. Thus, when the population is below a particular level, you
simply cannot get data on it. (Hansen. S., personal interview, March 9, 2017, appendix

F, line 252)

That big data contains both technical, legal and management challenges relate great to what is

generally considered in big data literature. Despite big data is coupled with knowledge discovery,
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difficulties in analyzing ‘large’ datasets exist and presents unique systems engineering and
architectural challenges (UN Global Pulse, 2012). This is further explained by Jamiy et al. (2014),
who mention that the development of big data requires an extensive understanding of the data
foundation and poor data governance usually is a significant factor in limiting one’s effort to pursue
big data (Desouza & Jacob, 2014). Precisely to what the findings in this study show, understanding
how the data is registered and stored is necessary to take advantage from the knowledge hidden behind
these sources of information. Additionally, the data challenges and privacy issues relate very well to
what is written and recognized in the Danish digitization strategy. The strategy, which was introduced
in the beginning of thesis, points at four specific areas of where data analytics lag behind. In the table
below, the four challs and issues are commented upon with the experiences achieved from this case

study.
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‘ # Danish digitization strategy

1 | Data is not standardized, making it difficult
to use in analytical settings. Data
standardization is an essential condition to
fulfill the potential of digitization so data can
be shared across relevant authorities or
combined with other data to produce new

knowledge.

Copenhagen Business School 2017

Master’s thesis

Experiences from this study

Data standardization is an immense problem. Data
is generally registered and stored differently,
making it rather hard to use in analytical settings.
Further, the frequent shift in systems makes it

challenging to share data internally.

2 | Some IT-suppliers takes well paid for the

municipalities to access their own data.

FLIS collects data from most systems through
interfaces and organizes it in a structured manner.
Thus, the use of FLIS, which is owned by the public
themselves, is a cheaper and more flexible solution

than going through the respective IT-suppliers.

3 | It is important to ensure that the regulatory
environment is lasting, so the possibilities of
sharing data across service areas is not
unnecessarily constrained by outdated laws
that troubles to keep up with the

technological developments.

Despite the fact that shared opinions exist within
the legal perspective of data analytics, it generally
seems to limit the possibility to utilize data and

create new knowledge.

4 | Not only is sharing data a technical, financial
and legal challenge, but the ability to exploit
new technology is inextricably linked with
the ability to create change in the
organization and culture. Only when that
happens is it possible to create real added
value for citizens, businesses and

municipalities.

Despite the fact that a ‘data-mindset’ is developed
by the participants in this study, an undertone of
absent readiness from decision makers higher in the
hierarchy seems to be reluctant in terms of relying

and trusting data analytics.

Table 10 — Data challenges and privacy issues
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5.0 Discussion

5.1 Introduction
In the following chapter, we present and discuss the implications for research and contributions on

the conceptualization of big data, as a source for new organizational knowledge creation and support
in decision making. Further, we present and discuss reflections on the research process on conducting
qualitative research as well as evaluating design-science research. The implications for practice are

incorporated and presented during evaluating design-science research.

5.2 Implications for Research and Contributions
Despite the fact that the findings show that big data is a rather unclear concept, it is commonly referred

to being able to provide new organizational knowledge and a broader understanding, thus being able
to contribute with an increase in quality of decision making and better argumentation. In the following
three subsections, we discuss the findings of this study on the concept of big data, the effect of it on
organizational knowledge creation and support in decision making. The findings are discussed in

relation to how they respectively support and extend the literature presented in chapter 2.

5.2.1 Findings that Support and Extend the Conceptualization of Big Data
The findings in this study show that the concept of big data is rather unclear. Big data is generally

considered as a popular concept, yet very difficult to define in own words. Further, it seems hard to
grasp for how long one has been familiar with the concept, although the familiarity with it is said to
be around a couple of years in average. In the empirical data, it is noticeably that big data has two
perceived understandings. At respectively Kommunernes Landsforening, KOMBIT and Randers
Municipality, big data is commonly acknowledged as ‘large’ datasets that among other can be used
for internal and external benchmarking purposes. However, at Svendborg Municipality, big data is
not recognized as the amount of data, but instead expressed through examples of surveillance
perspectives. Considering that the concept of big data is fairly incomplete, it is surprising that it is

generally agreed upon that it has potential to be used much more in the public sector.

Therefore, the findings of this study both support and extend what is found on how big data is seen
and understood in literature. It supports the literature that big data has no overall definition that is

agreed upon and thus further investigation and clarification of the concept is necessary to manage it
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properly. Yet, the findings also somewhat exceed the literature by showing that big data is vastly

impenetrable and thus only can be expressed through concrete examples, such as surveillance.

5.2.2 Findings that Support and Extend Big Data Literature and Knowledge Creation
The findings in this study show that a strong relation exists between big data literature and

organizational knowledge creation. Big data is generally referred to a source of information creating
new knowledge. In the empirical data, the use of big data is commonly said to provide a greater
picture of an issue or situation, hence the creation of new organizational knowledge. However,
providing a greater picture of an issue or situation is not just referred to the visual representation of
big data, which in this case study uses geographic information systems as analytical tools, but in terms
of that the combination of different data sources provides new insights that were not possible to
discover using just a single source. This relates very well to the essential feature of organizational
knowledge creation that is the relevancy of creating new knowledge, compared to processing already

existing information (Nonaka, 1994).

Despite the fact that big data is generally referred to as explicit, or codified knowledge in literature,
seeing it is information that can be shared in formal and systematic language in the form of data and
thus can be processed, transmitted and stored, tacit knowledge has in this study proved to be very
important in big data management. Tacit knowledge, which is associated with action and involvement
(Nonaka, 1994), usually clarified as personal ‘know-how’ (Choo, 1996), is estimated to be of great
need in order to fully understand how big data creates new organizational knowledge. As explained
in the conceptualization of big data, it is not just seen as ‘large’ datasets, but also a process of different
analytical steps that is carried out by individuals. The combination of both tacit and explicit
knowledge is especially evident within the data challenges presented in the empirical findings. Here,
the process of finding and understanding how data is registered by different groups of primarily
caseworkers is necessarily to be familiar with in order carry out the analytical steps and thus to create

new knowledge.

Therefore, the findings of this study both support and extend what is found in the big data literature
and its effects on organizational knowledge creation. It supports the literature that big data is able to
generate new explicit or codified knowledge, through the combination of analyzing different data
sources in analytical tools, such as geographic information systems. Yet, the findings also exceed the

literature by showing that tacit knowledge is highly important to fully understand the knowledge
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creation process. Tacit knowledge plays a significant role in big data management, seeing it is a

premise to understand how data is registered in the first place to perform data analytics.

5.2.3 Findings that Support and Extend Big Data Literature and Decision Making
The findings in this study show that a strong relation exists between big data literature and its effect

on decision making. Big data is generally acknowledged to provide new organizational knowledge
that ultimately contributes with an increase in quality of decision making and better argumentation.
In the empirical material, big data is commonly said to strengthen the ability and capacity to make
better decisions, seeing it now can be made on an informed basis, thus decreasing uncertainty. Further,
big data and the extensive amount of data that now can be processed in information systems is seen
to have the effect that decisions are and expected to be made on a higher degree of ‘facts’ rather than
‘gut feeling’. From the thoughts of organizational knowledge creation, ‘facts’ and ‘gut feeling’ are
referred to respectively explicit and tacit knowledge. The empirical findings all point towards the fact
that you with the use of big data is able to create clear goals and objectives, prioritize between

alternatives and choose the best solution, thus becoming closer to the ideal state of perfect rationality.

However, what is noticeably is that big data is not only used for informational purposes, but also for
persuading managers. This is especially evident within negotiations on budgeting allocation. Here,
big data is seen useful to make one’s case why funding should be allocated to you by drawing attention
to certain issues in the society that requires action. Thus, big data is in this context positioned as a
tool that is able to create shared understanding of choice situations, which then can be thoroughly
discussed. Creating a shared understanding is widely found in the empirical data where the use of
geographic information systems as analytical tool, i.e. geospatial big data analytics, is seen particular
useful with its visual methods, in spite of the fact that the managers in question are recognized as

being more visually brought.

Therefore, the findings of this study both support and extend what is found in the big data literature
and its effects on decision making. It supports the literature that big data is able to take one closer
towards the ideal state of perfect rationality with the extensive amount of information and knowledge
available in decision making processes. Yet, the findings also exceed the literature by showing that
big data is not only used for informational purposes and thus to relieve uncertainty, but as well to
reduce equivocality by creating shared understandings of choice situations. Thus, the findings show
that big data has two functions, both of which are told to be of great value and commonly said have

the potential to be used much more in the future.
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5.3 Reflections on the Research Process
In the following two subsections, we reflect on the common issue of ensuring trustworthiness in

qualitative research as well as evaluating design-science research that is this study’s paradigmatic
underpinnings. Moreover, the implications for practice that are found in this study are incorporated
and presented in line with the guidelines for evaluating design-science research, seeing that they refer

and apply to the future and practical applications of big data in the public sector.

5.3.1 Conducting Qualitative Research
In this section, we reflect on the study in relation to the principles of conducting qualitative research.

In literature, a wide range of different evaluation criterias for qualitative research exists (Lincoln &
Cuba, 1994; Klein and Myers, 1999; Creswell, 2007). While these sets of criteria differ in some
degree, it is generally acknowledged that qualitative research, due to its study of, “People’s
experiential life as it is lived, felt, undergone, made sense of and accomplished by human beings”
(Schwandt, 2001), calls for a judgment that exceeds the traditional application of validity,

generalizability and reliability, that being the criterias for carrying out positivist research.

Despite the fact that many critics are reluctant to accept the trustworthiness of qualitative research,
frameworks, from example of Klein & Myers (1999) and Lincoln & Cuba (1994), for ensuring rigor
in this field of work have been in existence for many years (Shenton, 2004). Where Klein & Myers’s
(1999) set of principles for conducting fields studies in information systems is made specifically
within the interpretative paradigm perspective, Lincoln & Cuba’s (1994) four evaluation criterias
refer to general qualitative research projects (Shenton, 2004). The four evaluation criteras by Lincoln
& Cuba (1994), that is credibility, transferability, dependability and confirmability, have won
considerable favor by various scholars (Shenton, 2004). Thus, these form the focus on the reflections

of the research process for ensuring trustworthiness for undertaking this inquiry.

The four criterias to ensure trustworthiness in qualitative research by Lincoln & Cuba (1994)

correspond to the criteria employed by the positivist investigator (Shenton, 2004).

(1) Credibility (in preference to internal validity)

(2) Transferability (in preference to external validity/generalizability)
(3) Dependability (in preference to reliability)

(4) Confirmability (in preference to objectivity)
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Within each of the criteria, Shenton (2004) establishes several strategies that can improve and ensure
the trustworthiness of the qualitative research. Firstly, within the first criteria of credibility, that is the
confidence in the ‘truth’ of the findings (Lincoln & Cuba, 1994), Shenton (2004) indorses fourteen
strategies that may be applied by researchers to promote confidence. The strategies are (a) the
adoption of research methods well established both in qualitative investigation in general and in
information science particular, (b) the development of an early familiarity with the culture of
participating organizations before the first data collection dialogues take place, (c) random sampling
of individuals to serve as participants, (d) triangulation, (e) tactics to help ensure honesty in
participants when contributing data, (f) iterative questioning, (g) negative case analysis, (h) frequent
debriefing sessions, (i) peer scrutiny of the research project, (j) the researcher’s ‘reflective
commentary’, (k) background, qualifications and experience of the investigator, (1) member checks,
(m) thick description of the phenomenon under scrutiny, and (n) examination of previous research

findings to assess the degree to which the project’s results are congruent with those of past studies.

Secondly, within the criteria of transferability, that is to show that the findings have applicability in
other contexts (Lincoln & Cuba, 1994), sufficient thick descriptions of the phenomenon under
investigated are mentioned, to allow readers to have a proper understanding of it, thus being able to
compare the described instances in the report to those they have seen in other situations. Further, the
use of multiple case studies, which is carrying out a similar project with the same methods in a

different environment, is estimated to be of great value to promote transferability (Shenton, 2004).

Thirdly, within the criteria of dependability, that is to show that the findings are consistent and could
be repeated (Lincoln & Cuba, 1994), a thorough description of the processes carried out within the
study should be reported in detail, enabling future researchers to repeat the work, if not necessarily

to gain the same results (Shenton, 2004).

Lastly, within the criteria of confirmability, that is the degree of neutrality or the extent to which the
findings of a study are shaped by the participants and not researcher bias, motivation, or interest
(Lincoln & Guba, 1994), ‘audit trails’ are giving to comprehend the issues of subjectivity, seeing it
allows the reader and observer to trace the decisions made and procedures followed throughout the

study (Shenton, 2004).
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Credibility
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Reflections and techniques for ensuring trustworthiness in this study

We conducted interviews with key participants at KOMBIT and
Kommunernes Landsforening (KL) to achieve and gather an early familiarity
and information about the geospatial big data analytics project of Residential
Social Monitoring before carrying out the central interviews with Svendborg-
and Randers Municipality.

The conducted interviews with participants at Svendborg- and Randers
Municipality make up somewhat random sampling, based on the ones who
had the time and were willing to participate.

Besides interviews, we carried out observations at Svendborg Municipality to
help us gain a better understanding of the context and the phenomenon of big
data under investigation.

To help ensure honesty in participants when contributing data, we offered full
anonymity at any time.

Transferability

We have tried to provide thick descriptions of the complex phenomenon of big
data to enable transparency and the possibility to transfer it to other times,
settings, situations and people.

Dependability

We have tried to provide thorough descriptions of the various processes and
decisions carried out in this study to enable future researchers to repeat the
work.

Confirmability

To help ensure confirmability, all interviews have been transcribed and the
presented knowledge can be traced back to the origin. Thus, we have taken
cover in the written documentation.

Table 11 — Reflections on the qualitative evaluation criterias by Lincoln & Cuba (1994)

5.3.2 Evaluating Design-Science Research
Within design-science, as this study’s paradigmatic underpinnings, the worldview is concentrated on

whether the study’s results have potential to drive concrete actions or behavioral changes (Goldkuhl,

2012; Kvale & Brinkmann, 2009; Hevner et al., 2004). Hevner et al. (2004) describe the practical

outcome of design-science in information systems research as,

[...] information systems are implemented within an organization for the purpose of

improving the effectiveness and efficiency of that organization. Capabilities of the

information system and characteristics of the organization, its work systems, its people,

and its development and implementation methodologies together determine the extent

to which that purpose is achieved. (Hevner et al., 2004)
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Thus, with design-science being inherently a problem solving process, Hevner et al. (2004) present a
framework for understanding information system research with a set of guidelines for conducting and
evaluating good design-science research. The framework consists of seven guidelines all of which
are focused on the idea of creating and evaluating the IT artifacts intended to solve the identified

organizational problems.

‘ Guideline Description

Guideline 1: Design as an | Design-science research must produce a viable artifact in the form of a

Artifact construct, a model, a method, or an instantiation.

Guideline 2: Problem The objective of design-science research is to develop technology-based
Relevance solutions to important and relevant business problems.

Guideline 3: Design The utility, quality, and efficacy of a design artifact must be rigorously
Evaluation demonstrated via well-executed evaluation methods.

Guideline 4: Research Effective design-science research must provide clear and verifiable
Contributions contributions in the areas of the design artifact, design foundations, and/or

design methodologies.

Guideline 5: Research Design-science research relies upon the application of rigorous methods in

Rigor both the construction and evaluation of the design artifact.

Guideline 6: Design as a | The search for an effective artifact requires utilizing available means to

Search Process reach desired ends while satisfying laws in the problem environment.
Guideline 7: Commu- Design-science research must be presented effectively both to technology-
nication of Research oriented as well as management-oriented audiences.

Table 12 — Design-science research guidelines (Hevner et al. 2004)

While it is generally acknowledged that design-science evaluation methods is difficult to apply in
practice (Hevner et al., 2004), we have for this study selected to draw inspiration from the two
guidelines of ‘Problem Relevance’ and ‘Research Contributions’, which we find useful and doable in
this study. Firstly, within the guideline of ‘Problem Relevance’, the purpose of this study, and in line
with design science, was to examine the actual outcome of the practical use of big data in the public
sector, based on the theoretical framework of organizational knowledge creation and decision
making. Big data is in this thesis considered as a source with great potential to create new
organizational knowledge and support decision making, thus providing a higher degree of rationality
in decision making processes, which together make up great relevance to research on big data and

also serves as inspiration to the rest of the Danish public sector, whom wishes to work more

99 -132



Lasse Vinter Copenhagen Business School 2017 Master’s thesis
Anders Martensson

effectively with their data. For the case organization’s own concern, i.e. implications for practice, it
is estimated that the greatest relevance lie in the future applications, identified as the thesis’s artifact,
which can provide concrete proposals for the direction of the public sector’s use of big data in the
future and being able to drive change and improvements in effectiveness and efficiency. In regards
to our findings presented in section 5.2.1, a general setting of the concept of big data in the Danish
public sector is appropriate and advised. Big data is still in an early stage, why a common
understanding of the concept is needed to manage it properly in the future. Secondly, we draw
attention to the role of tacit knowledge when carrying out big data projects. Due to the many data
challenges that we experienced throughout the study, a shift towards the consideration and
prioritization of tacit knowledge to understand and handle how data is registered and stored are highly
important for individuals in order to perform data analytics. Thirdly, big data is only not limited to
be used for informational purposes and thus to relieve uncertainty, but also to reduce equivocality by
creating shared understanding of choice situations and thus being able to facilitate collaboration,

dialogue and reflection. It is advised that this point of view is conceived in big data projects.

Within the guideline of ‘Research Contributions’, this study focuses on big data, a relatively new
phenomenon in the public sector. Accordingly, a number of learning points in relation to the
organizational utility of big data can be presented. The study has proved that the use of big data allows
public sector entities to create new organizational knowledge and support decision making and thus
makes a profound example of the actual outcome of the practical use, which currently makes up a
gap in literature. Furthermore, in spite of the fact that the findings at Svendborg Municipality also are
present at Randers Municipality, improves the generalization and thus support that the results are
transferable to other public sector entities. Lastly, seeing that public sector entities have different
datasets than private sector entities, it is worth mentioning that the research contributions of this study

may not be immediate transferable to other than the sector they have been explored in.
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6.0 Concluding Remarks

The final chapter presents the concluding remarks of this study. It elaborates on how the empirical
findings accommodate the research aims and answers the research questions that steered this study.
The chapter ends by suggesting future research opportunities that we have become familiar with

through the project.

6.1 Conclusion
The primary aim of this case study was to investigate the actual effects of big data applications to

enable a better understanding of the complex concept and the possibilities and limitations it
encompasses. Big data has received a great deal of attention in recent years, yet little is known about
the actual outcome of the practical use of it in the public sector. In this study, big data is considered
a source for new organizational knowledge creation and support in decision making. The
phenomenon is investigated through the geospatial big data project of Residential Social Monitoring
in Danish local government; Svendborg Municipality, as one level of the public sector. The technical
structure consists of an analytical tool and several data sources. As analytical tool, advanced
geographic information systems (GIS) are used for data management and visualization.
Felleskommunalt Ledelsesinformationssystem (FLIS) and Danish National Statistics (DST) are
external data warehouses used as input in GIS. Data fields of vulnerable children and young people,
school, citizen composition and socio-economic data are retrieved and used as they together tell
something about the social heritage, which usually is of negative character in exposed residential

arcas.

Looking at the concept of big data, the empirical analysis indicates that a clear perception of the
concept seems yet to be absent. Big data is popular, yet rather unclear. A variety of meanings of big
data exists and reflects a wide range of what the concept encompasses. Big data is generally referred
to as ‘large’ datasets, but also characterized as being surveillance. Despite the fact that big data is
fairly incomplete, it is generally agreed upon that it holds great potentials to be used much more in

the Danish public sector.

Big data is generally said to be able to create new explicit knowledge as the analytical process of

combining ‘large’ datasets provides a greater picture of an issue or situation. At Svendborg
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Municipality, the use of big data has provided correct answers to most previously unknown questions.
Big data has contributed with knowledge on how bad the situation currently is within the
municipality’s residential social areas. The visibility of such conditions could not have been achieved
without extensive data analytics. Besides having provided knowledge on what is currently happening,
big data has raised adequate awareness on developmental trends in society that is highly useful for
predicting future outcomes with a high level of reliability, based on detected, recognized and accepted

patterns in data.

Big data and the newly created knowledge is commonly said to strengthen the ability and capacity to
make better decisions at Svendborg Municipality. Big data is seen to have the effect that decisions
are and expected to be made on a higher degree of ‘facts’ rather than ‘gut feelings’. Accordingly, big
data permeates every decision seeing that the municipality does not do anything before having worked
with data analytics. In relation to strategy, the use of big data has made it possible to create clearer
measureable goals and objectives that eventually can be followed up on. Big data has affected the
municipality’s master’s plan for 2018-2021 to be considerably expanded from two exposed
residential areas to involve eight areas. Besides having leaved one’s stamp on strategy, the use of big
data helps optimizing internal resources and target social services. This takes place within the ability
to provide better services, such as early social interventions, and continues improvement based on

personalization of services and learnings from the performances of such services.

Despite the great opportunities that follows big data, a number of organizational challenges and IT-
related requirements exist. Firstly, managing the knowledge creation process is carried out by
employees with analytical competences and thus is an important factor to address for problem solving
and reveal data-driven insights. Secondly, the data foundation has to be standardized and analytical

systems allow integrating and analyzing ‘large’ datasets.

Finally, we can conclude that big data shows great practical utility for Svendborg Municipality and
the rest of the Danish public sector. The proposed theoretical framework in this thesis brings forward
big data as a source for new organizational knowledge creation and support in decision making. At
Svendborg Municipality, the use of geographic information systems to analyze ‘large’ datasets creates
new knowledge and breaks the limitations that are considered in the theory of bounded rationality.

With these opportunities, big data paves the way towards the ideal state of perfect rationality.
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6.2 Suggestions for Future Research
The research presented in this thesis addressed and answered the research question posed in the

introduction. However, it is evident that the subject has proven to be far more extensive than the scope
of the project. The findings of this study point to a number of interesting possibilities that could be

pursued in future research projects. Some of these aspects are described in this section.

Firstly, in spite of the fact that big data is a relatively new phenomenon in the public sector and thus
very little is known about the actual outcome of the practical use of it, the findings in this study are
highly interesting and demonstrate a new paradigm and era of how public sector entities can work
effectively with data. There is no doubt that the potential of working creatively with datasets is great
and it is expected that the field will evolve rapidly over the forthcoming years. Thus, further practical
research in this field is estimated to be of great value and may work as inspiration to how
municipalities can invest in the technical and human resources needed to harvest the low hanging

fruits that seem to be present, with respect to the legal environment.

Secondly, we observed that data challenges permeated throughout the study. Initially, it was only
planned to lightly touch upon the area, yet it came to represent a significant part of the primary data
collection. We were somewhat aware of the issues within the subject from among other the Danish
digitization strategy, but it showed to be far more extensive than originally imagined. In terms of this,
we believe that further investigation into data challenges are appropriate and rather needed, seeing it

is necessary to cope with these to generate true value from big data.

Thirdly, we observed that big data is not just a technical or legal challenge, but the ability to exploit
new technology is inextricably linked with the capability to create change in the organization and
culture. Despite the fact that a ‘data-mindset’ seemed to be developed by the participants in this study,
an undertone of absent readiness from decision makers higher in the hierarchy seems to be reluctant
in terms of relying and trusting data analytics. Thus, we believe that investigation from a change
management perspective is important to fully utilize big data in decision making processes. Such a
study would make it possible to observe ‘what is missing’ to get the decision makers on board and

participating in the change to make a difference.
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Overall, we would like to highlight the fact that the conclusion of this study was intended for two
purposes. Firstly, with pragmatism as the paradigmatic underpinnings, a discovery of the actual
outcome of the practical use of big data in the public sector, seeing that gaps in research exists within
this field. Secondly, contributing to a deeper understanding of the ‘fuzzy’ and complex concept of
big data. Thus, the study has further added to the appreciation of empirical variability. Although the
findings are primarily based on a single organization, the study contributes by providing new practical
insights on how big data creates new organizational knowledge and support decision making, which

are an important starting point for future empirical studies on the subject.
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Sectors
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matrix

Need for policies for the

use of big data

Disclosure of personal

data

ivacy issues

Pri

Demand for highly skilled

workers

Technical challenges

Security

Surveillance
Management challenges

Data culture and change
Leaks and data breaches
Laws

Corporate big data

profiling

Data silos

Difficult to interpret /

data analysis

Ramifications for trust

Ethical issues

Data quality challenges

Private sector

ype:
Public sector

Hy]

Case studies:

Public sector

Healthcare
Financial services

Transportation

Social media

Smart cities

Human welfare

Andrade et al.
(2014)

Bail (2017)

Begoli & Horay
(2012)

Boyd &
Crawford (2012)

CapGemini
(2012)

Carter (2011)

Davenport et al.
(2012)

Flyverbom &
Madsen (2016)

Flyverbom
(2015)

Fosso Wamba et
al. (2015)

Frederiksson
(2015)

Frederiksson
(2016)

Gillespie (2014)

Howard (2012)

Jamiy etal.
(2014)

Kabir &
Carayannis
(2013)

Kadel (2010)

Kaisler et al.
(2013)

Kambatla et al.
(2014)

Kim et al. (2014)

Kitchin (2014)

Knapp (2013)

Labrinidis &
Jagadish (2012)

Lancy (2001)

Lohr (2012)

Manyika et al.
(2011)

McAfee &
Brynjolfsson
(2012)

Michael &
Lupton (2016)

Munné (2016)

OECD (2014)

Oracle (2012)

Poleto et al.
(2015)

Power (2013)

Provost &
Fawcett (2013)

Purcell (2012)

Regalado (2014)

Rutter (2014)

Salleh &
Janczewski
(2016)

Schonberger &
Cukier (2013)

Troester (2012)

Zaslavsky et al.
(2013)

Zuboff (2015)

Total
42
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8.B Interview guide

Emne / Teoretisk ramme Spergsmal

Indledning I forleengelse af den faelleskommunale digitaliseringsstrategi 2016-2020,
oplever du et gget pres for brugen af data i det daglige?

Big Data Hvordan forstar du Big Data?
Hvor leenge har du vaeret bekendt med Big Data?

Big Data i den offentlige Fanomenet Big Data er mest udbredt i den private sektor. Den offentlige

sektor sektor besidder andre typer data end den private sektor - er der potentiale i at
benytte big data i den offentlige sektor? Hvordan?

Boligsocial Monitorering Vil du karakterisere projektet Boligsocial Monitorering som et Big Data
projekt?

Hvorfor er kortbaseret ledelsesinformation interessant i boligsocial
monitorering?

Videnskabelse Hvilken ny viden har det skabt at kombinere data fra FLIS, Danmarks
Statistik, samt interne datakilder i jeres GIS-system?

Har brugen af denne databaserede viden givet jer svar pa spergsmal som
tidligere var ukendte?

Giver databaseret viden jer svar pa at udpege aktuelle udviklingstendenser?

Beslutningsgrundlag Hvordan oplever du, at kortbaseret ledelsesinformation og databaseret viden
bidrager til beslutningsprocesser hos jer?

Hvilke fordele ser du at databaseret viden giver jer ift. beslutningsgrundlag?

Lader databaseret viden jer treeffe bedre beslutninger? Hvordan?

Hjelper databaseret viden jer med at definere mere klare mal i kommunen?
Hvordan?

Strategisk arbejde Hvordan oplever du, at databaseret viden kan bidrage til at lofte det
strategiske arbejde med kommunens udsatte boligomrader?

Har brugen af databaseret viden og indsigten derfra betydning for jeres valg
af strategiske arbejde i dag?

Hyvilke fordele ser du, at databaseret viden kan lofte det strategiske arbejde
med kommunens udsatte boligomrader?

Det Nationale Forskningscenter for Velfeerd (tidl.
Socialforskningsinstituttet) har opstillet en reekke evidensbaserede
indikatorer - hvordan benyttes disse i forbindelse med boligsocial
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monitorering?

Malrettede indsatser Hvordan oplever du, at databaseret viden kan styrke de mélrettede indsatser
i praksis?

Hvilke fordele ser du, at databaseret viden styrke de malrettede indsatser i
praksis?

Hvordan oplever du, at databaseret viden kan benyttes i en tidlig indsats?

Hvilke fordele ser du, at databaseret viden kan benyttes i en tidlig indsats?

Persondatalovgivning Hvordan oplever du, at persondatalovgivningen spiller ind ift. arbejdet med
boligsocial monitorering?

Er persondatalovgivningen en barriere for at indfri de fordele og potentialer,
som data analyser giver?

Ressourceallokering Hvordan oplever du, at databaseret viden kan bidrage til jeres fordeling samt
udnyttelse af ressourcer i boligsocial monitorering?

Hyvilke fordele ser du, at databaseret viden kan bidrage jeres fordeling samt
udnyttelse af ressourcer i boligsocial monitorering?

Dataudfordringer Har du oplevet datamaessige udfordringer (eks. kvalitet) 1 forbindelse med
Boligsocial monitorering?

Har du oplevet ressourcemassige udfordringer med projektet?

Har du oplevet faglige udfordringer med projektet?

Afslutning Hvilke muligheder ser du for hvordan databaseret viden kan blive benyttet
ift. Boligsocial monitorering i fremtiden?

Hvilke andre typer data ser du som meningsfulde i en boligsocial
monitorering sammenhang?

Snart vil Sundheds- og Beskeaftigelsesdata komme i FLIS, hvilke
muligheder ser du med det i forhold til boligsocial monitorering?
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8.C Reports and articles

Area

Big data in the
public sector

Reports and articles

Economic Co-operation and Development (OECD, 2015)
Data-Driven Innovation: Big Data for Growth and Well-Being

McKinsey Global Institute (Manyika et al., 2011)
Big Data: The next frontier for innovation, competition, and productivity

Oracle (2012)
Big Data: A Big Deal for Public Sector Organizations

Pricewatercooperhouse (PWC, 2014)
An introduction to Big Data — how a buzzword morphed into a lasting trend that
will transform the way you do business

McKinsey & Company (Bays, 2015)
Harnessing big data to address the world’s problems

SAS Institute Danmark (Hyldborg, 2016)
Et digitalt drommesamfund. lllusion eller realitet? — Fem forudsigelser om vores
digital fremtid

A source for
knowledge creation

McKinsey Global Institute (Manyika et al., 2011)
Big Data: The next frontier for innovation, competition, and productivity

Google (Andrade et al., 2014)
From Big Data to Big Social and Economic Opportunities: Which Polities Will
Lead to Leveraging Data-Driven Innovation’s Potential?

Decision making

Ernst & Young (EY, 2016)
How can big data lead to more rational decision-making?

Ernst & Young (EY, 2016)
How is big data analytics transforming corporate decision-making?

Capgemini (2012)
The Deciding Factor: Big Data & Decision Making

Geospatial big data
analytics

McKinsey Consulting (Grant et al. 2014)
Coordinates for Change: How GIS Technology and Geospatial Analytics Can
Improve City Services

Deloitte Consulting (2014)
The Impact of Open Geographical Data
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8.D Data matrix

[..] at vi har s& meget data i det offentlige som man
rent faktisk ikke bruger til noget (line 10)

[...] kigge pa tveers af Danmarks befolkning (line 11)

Jamen det er jo muligheden for at kunne samle en hel
masse data og kunne se nogle menstre og | vores kontekst
at Danmark er struktureret som det er sa er det jo (line 18)

det handler rigtigt meget om benchmarking, sa det her med
at kunne ved hjselp a en masse data kunne se nogle
menstre og nogle forskelle (line 19)

sporgsmalet er hvornér man kan kalde noget for Big Data
men der arbejdede jeg (red. hendes rolle hos arhus) ogsa
med ledelsesinformation, shm bare inden for kommunen
hvor nu er det sa pa tveers af alle kommuner (line 27)

Ja, men altsa man kan sige Arhus kommune der samlede vi
alt data, fra alle sagsbehandlere og alle sager og Arhus
kommune er en mega stor kommune sé det var vildt meget
data vi samlede og forsegte at skabe menstre og lave noget
med rad, gul, gran efter hvornar der skulle handles pa det
forskellige ting osv (line 32)

Det er sa stort, at det synes jeg naesten ikke jeg kan
[Griner lidt] Alts, hold da lige op. Det er jo alt fra. Man
Kan jo naesten sige i en eller anden grad sa er

overvagning en feelles betegnelse ikke for det. (line 44)

[...] de der overvagningsperspektiver eller hvert fald
den gode case jeg tit kommer i tanke om det er jo den
her med hvordan temmer man et stadion hurtigst,
altsa bliver opmaerksom pa hvordan er folks
bevzegelsesmanstre og hvor er pres punkterne og i
forhold til trafikken og politiet og alle de der ting. Det
kan jo ogsé vaere at man under trafikale forhold eller
folks garen og laden i storcentre eller bymidte osv.
Det er sadan, synes jeg den klassiske forstaelse jeg
har af det. (line 15)

Og s4 man kan jo méske zndre sadan casene og

omréde man arbejder med data indenfor. (line 20)

Sa vil jeg definere det som et super godt begreb,
til for mig at komme ud med data fordi det er
noget der har vundet lydhorighed ud i hele det
ledelsesmaessige og det er den vej jeg sa kan
komme afsted med data fordi hvis vi spoler
tilbage s4 er der ikke noget der hedder Big data
Danmark, det har vi ikke data nok til hvis det er
det den oprindelige definition. Men jeg lader folk
snakke om Big Data og sa arbejder jeg med
data. (line 12)

[...] fordi vi bruger det ikke szerligt meget. Det er
klart jeg har hert om det som lidt et buzzword for
en hel masse af de udviklinger der sker pa det
data messige omrade., shm altsé hvis man
teenker pa det som bare det at meengden af data
bliver s& stor at vi ikke laengere kan overskue det,|
s er det ikke noget der fylder sarligt meget kan
man sige [red. | kommunerne]. (line 9)

Vi har ikke adgang il flere data end vi kan
handtere sadan rent databehandlingsmeessigt,
man kan sige vi arbejder jo heller ikke med andre
og starre data meengder end vi har borgere om
man vil [griner] og vores data maengder er altid
koblede pa vores borgere i (line 15)

Blandede opfatelser - ikke nogen entydig defini
(Fredriksson finder det samme) (3V's)

Jan og Mikkel: Overvagning. Mikkel benytter eksempel
til at kunne forklare begrebet.

Hedvig/Sara: Kigge pa tvaers af kommuner.
Benchmark

Hedvig/Jan/Sara: Meget data. Se menstrer. (red, gul,
gron)

likkel: Kontekstafhaengigt begreb

Astrid: | med eget arbejde, dvs. data

[...] og der er knap 100.000 sa i den forstand har
Vi jo aldrig storre dataseet end det. (line 19)

Altsé jeg forstar det ogsa som at have sa storre
datamzengder, sa er det jo sadan noget som er
blevet, mere populzert begreb i forbi med

koordinator, sagsbegreb. Bruger Big Data som et
marketingsbegreb, der muliggere hendes arbejde med
data fordi det er populaert

Troels: buzzword. Men det bruges ikke meget.
Meengde af data. Ikke keempe maengder grundet den

de der store datamaengder som google og
Facebook og lignende genererer. (line 27)

jeg har brug for jeres forstaelse af Big data, hvis
jeg sadan skal kunne svare pa det spargsmal, for
jeg taenker ikke pa Big data som noget man kan
benytte eller lade veere som sadan, pa den made
forstar jeg det ikke som en metode, men det
kommer an pa hvad i mener med det om i taenker|
sadan om i hele taget bare mener analyser af
storre data maengder eller? (32)

Populert begreb
ifom. google og facebook.

Det er ikke bare noget man siger vi bruger det eller
lader veere. Mangler forstaelse for det.

Ja det er sku et godt spergsmal, altsa det har jeg maske
siden studiestart, det er maske sadan noget 8-9 ar. (line 24)

jeg har arbejdet rigtigt meget med data og ledelse
information, naermest udenlukkende (ine 25)

Ohm, 2,5 4r. (iine 26)

Det tror jeg siden de, det er sadan kom frem.. det
ved jeg ikke. Hvor mange ar siden er det
efterhanden?

(line 18)

Sa er det vel en 3 4rs tid siden. (red. spergsmal
om specifik antal ar) (line 21)

et sted mellem 3 og 5 ar teenker jeg siden jeg
horte det farste gang. Men, meget mere er det
nok ikke. (line 23)

Der findes forskellige erfaringer og kendskab til Big
Data

Sara, der er ung har sterst kendskab. Stiftet kendskab
med det igennem studie.

Mikkel, Torels & Astrid: Kort tid, kun 3 ar maks. Disse
har stiftet kendskab igennem praksis.

Det er spaendende at se hvordan kendskabet varrierer:
i forhold til alder og rolle.

Perspekiivering: 3V (2001) Gartner.
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Nej, det er det faktisk ikke. (red. til spergsmalet om KL's
ationer har sammenhaeng med den faelleskommunale
digitaliseringsstrategi for 2016-2020) (line 55)

Jeg har ikke oplevet et pres pa sget brug pa
grund af den der overordnede beslutning
[refererer til digitaliseringsstrategien 2016-
2020] , jeg oplever det som at det er os selv
der arbejder med det og godt kan se, at det
kan vi fa meget mere ud af. (line 38)

Ikke aget pres
af opgaver.

pa brugen af data i udferelse

Der indses eget potentiale i data

[...] vi har sa meget data i det offentlige som man rent
noget pa tvaers af kommunerne.

KL bruger jo rent faktisk de her nggletal pa tvaers af alle
kommunerne. Sa hvis man sa ska gere det i yderste
konsekvens, s& er det at en gang om aret nar der er
K@F-mader sa mades alle gkonol ektorer, s&
kommer KL med alle deres arsrapporter, hvordan gar
detien kommune eller kend kommune og sa
har man udvalgt 10 eller 20 nagletal og sa
sammenligner man alle kommuner. Godt, hvor mange
penge bruger i pa barn og unge eller hvor effektive er i
pa what ever det nu er. Sa kan man se samtlige

for bade kommuner og KL) (line 77)

Egentligt havde man teenkt pa at man skulle lukke FLIS,
gjorde for et halvt &r siden og sa blev der lavet en ny
strategi hvor man lytter til kommunerne hvor man
sagde, hvad er det der skal til for at man vil bruge FLIS?
(line 269)

der er jo rigtigt mange kommuner der rent faktisk ikke
brugte det (red. FLIS), sa vi er ogsa ned til at komme op
pa mange kommuner for dem der ikke bruger det, de er
jo sa at sige paent ligeglade med de data der kommer
ind i FLIS. Alts& deres data kommer ind men de brugte
det ikke selv. Sa nu er vi oppe pa hvad der daekker 95%
af befolkningsgrundlaget. Der er nogle fa sma
kommuner der ikke bruger det. Det har de faet lov til
indtil videre. Men ellers sa har vi alle kommuner med pa
den made og sa er de lige pludselig interesssede i for
sa ved de jo godt at de skal ogsa selv bruge det og
andre bruger deres data, sa de bruger jo ogsa selv og

Ja og det er netop derfor der er lavet en ny strategi, for
netop at fa det brugt. Fordi der er ikke nok der bruger
det gamle her [nuvaerende FLIS], det er der ikke nok

JA. | hgj grad (red. potentiale for big data i den offentlige sektor).
Altsa noget af det vi virkelig arbejder for i KL, det her med at give
kommunerne, altsa bade det her med at hjeelpe dem med at fa
stillet det her data il radighed bl.a. ved hjeelp af nogle

ikati og hj i men ogsa sil at de far
ojnene op for hvad for noget potentiale der er i det. Fordi,
kalder det jo meget ledelsesinformation, men det her med at
kunne se tingene lidt oppe fra og kunne sammei
bade inden i en kommune og pa tveers af kommuner det er noget
hvor man mé sige, kommunerne er allerede langt med det og bl.a.
i le, uforlgst

Det er maske ikke der at ressourcerne bliver lagt. Sa er der ogsa
et helt andet spergsmal omkring data kvalitet [...] men der er
nogle udfordringer der gor at det fulde potentiale ikke er last [...]
ine 50)

Og det har vi faktisk faet tilskud fra den feelleskommunale
digitaliseringspulje i forhold til at udvikle de her koblede nggletal
ne 63)

FLIS giver nogle muligheder, fordi vi netop har data fra all
sektoromrader, sa derfor kan vi koble pa tveers.
ne 71)

igesom sadan nogle udspil som skal spille op overfor
regeringen hvor vi siger hvad er det kommunerne de gerne
hvad er det kommunerne tror pa og hvad er det de har brug for og
ine 169) (red. KL er fac

for kommuner)

vi kan se at vi bruger sa og sa& mange penge pa det her sa vi har
brug for og fa en sterre pulje fra staten for eksempel, altsa vi ville
aldrig nogensinde kunne argumenterer for noget over for staten
hvis ikke vi har vores tal iorden. Sa det er bare sadan helt
altafgerende. Altsa, det er jo det man bruger i politik i dag, det er
jo meget tal.

ne 186)

der bruger (line 315)

Altsa jeg synes de blede omrader i kommunen er

Jo, der er keempe potentiale i det. (red. il

meget spaendende. Man kan sige pa det lidt
hardere med s&dan noget som trafik og folk,
hvilke elinstallationer de har og brende de har
der taenker jeg at vi er rimeligt godt med men nar
begynder at snakke om underretninger,
tandpleje og udsatte og misbrug og alle de her
ting, sa kunne det veere t rart at have noget
data pa det og sige sadan her ser verden ud og
ikke hvordan gar historierne i
myndighedsafdelingerne. Det er jo klart vi har
nogle super gode myndighedsafdelinger, som
meget kvalificerede og baserer deres viden pa
deres sagsbehandling men nogle gange sa giver
de her store data overbliksbilleder ogsa noget
andet tror jeg, som man kan bidrage ind i. S& det
kan veere pa Berne, altsa bern og unge med
seerlige behov og det kan vaere pa voksen

om det videre iale) (line 25)

Sa jeg synes det er rigtigt godt pa vej og som
sagt som jeg sagde i staten det her begreb Bi
Data det hjeelper det rigtigt godt pa vej fordi du
ke mede en leder der ikke siger na ja
skal selvfolgelig bruge Data, spergsmalet
er sa bare hvordan vi skal bruge det. (line 89)

Men det er klart at selvom vi nu ved hvad Big
Data er som begreb og det er nadvendigt at
og deteren

verden og vi kender alle de her ting. Sa er det
maske ikke et omrade som endnu far tilfert de
helt store ressourcer for at fa gennemfart. Det
er noget vi skal traekke pa eksisterende
arbejdskraft. Altsa det kunne man jo

til dels ogsa j og
nogle sundhedselementer. Det er det jeg synes
der er mest bit ine 31)

[...] nu hvor vi for eksempel pa Berne og unge

okay til DUBU som har nogle helt andre data
imensioner. Og der er det, det er et nyfadt
system kan man sige, der er lang vej endnu men
det er hvert fald et eksempel pa at de bade
kraeves fra lovgivningen og myndighed @nsker at
fa nogle steerkere ledelsesinformation og vaere
mere datadrevet. (line 46)

gelig godt enske sig at der blev filfort
noget men, det tror jeg vi ikke far, der er ikke
re ret meget ekstra

Ja, altsa det bruger vi jo hele tiden. Det teenker jeg
man bruger, det teenker jeg at alle bruger i hvert fald [benyttes ikke. Potentialet er stort.
kommuner bruger det hele tiden. Mange folk der
laver det hver dag. Sa det teenker jeg det er meget
udbredt og noget af det der bliver mere og mere
udbredt det er selvfelgelig med at man kan koble flere[skal bruges.

man meget siddet og i sgjler og
na sa har vi data om hvilken offentlig ydelse du

modtager og sa et helt andet sted har vi nogle data
om at du maske ogsa ja modtager en eller anden ger
ydelse fra et andet omrade social omradet eller

Der bliver det mere almindeligt nu at vi kobler data og | kommuner har det meget fa har
ja bruger det, i f.eks. boligsocial monitorering, hvor
det er meget koblet op pa hvor bor du, bor du nogle
helt bestemte steder som man har udpeget som
nogle omrader man gerne vil falge eller bor du i tveers.

Arhus kommune felger alle deres boligomrader og
kategoriserer dem sa efter om de er udsatte
det synes jeg er maden at ga frem men det kraever
selvfalgelig ogsa at man bruger de ressourcer der

Meget data i den offentlige sektor, men de

Data "saelger" godt og er godt pa vej, men
der mangler stadige klare mal om hvordan det

it har
get pa data som,

data benyttes i KL til benchmarking, dvs.

sammenligning af kommuner. Her giver det

. at sammenligne f.eks.
itlige udgifter. Giver

budgettering og opfelgning. Styringsvaerktej.

FLIS har stort potentiale, naeste alle
ke. Men det

bruges ikke nok.
FLIS har formal at skabe samarbejde pa
Generelt set ydes der en stor indsats for at

data bliver brugt endnu mere. KOMBIT laver
ler ej, [nye strategier for FLIS

Der arbejdes fra KL pa udnyttelse af data i
kommunerne gennem diverse publikationer
og guides

Datakvalitet kan vaere en barriere for at
udnytte potentialet, se Mikkel

Der er en holdning om at der mangler
resourcer bade gkonomiske og kvalifikationer
at opna potentialer.

Der er kommet eknomisk tilskud fra den
feellesdigitale pulje om at fremme brugen.

Specielt de blade omrader i kommunenerne
naevnes som der hvor der er stort potentiale.

Der er udfordringer med brugen af big data i
det offentlige bla. data kvalitet.

Kommuner skifter systemer som
vanskeliggere data, f.eks. fra ESDH-
fagsystemer til DUBU.

Dnske om at veere mere data-drevet generelt.
Steerkere ledelsesinformation.

Spergsmalet er ikke om vi skal bruge big
data, men hvordan vi skal bruge det. (Astrid)

KL laver udspil over for staten om hvad
kommunerne ensker.

Data bruges som argumenter for resourcer
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Man har altid haft ledelsesinformation inden for en
kommune [...] Og sa bruger man det bare for at se om
man nar sine egne mal. (line 11)

der er ogsa mange kommuner der tager information
ovre ved deres egne lgsninger. Fordi vi har jo ikke alle
data (red. FLIS), vi har kun et bestemt omrade, sa kan

Det er er meget forskelliget, altsa helt vildt. Vi har lige vaeret rundt
i 10 kommuner for at sparge sadan, tage lidt pulsen pa hvordan
bruger de ledelsesinformation og FLIS osv og det er helt vildt
forskelligt. (line 207).

S4 er der nogle kommuner de bruger det ikke szaerligt meget og
det kan der veere forskellige arsager til. Det kan veere fordi de er

de tage ovre i deres egne

og sammenligne med nogle andre tal som de fx har fra
nogle andre lgsninger. (line 49)

[...] vi har nogle kommuner der har veeret pa i de der
fem-seks ar det har veeret der. (line 22) [...] der har de
vaeret vant til det og bruge det i skonomibeslutninger og
til at kigge pa forvaltninger, specielt bern og unge
forvaltninger og skoleomradet. (line 23)

s& er der nogle nye kommuner, som kun er ved at

Men de erfarne kommuner bruger de det til at se, vi har
jo over 1000 negletal. (red. i FLIS) Men de bruger det
sa til at felge op pa "Er skonomien som vi troede den
ville vaere? *, "Virker det vi ger pa de udsatte born og
unge? ", "Hvordan er eldreomradet? ”, "Hvad er
sygefravaeret i skolerne? " og sadan nogle ting, altsa
man kigger pa tvaers af mange forskellige forvaltninger
som det hedder. S& det er ikke kun gkonomital, det er
ogsa netop sa noget som hvor meget pjaek er der i
folkeskolen. (line 27)

pa ekonomiomradet selvfelgelig (red. til hvor FLIS ogd
data bruges), der kan man se hvad de bruger pr. borger
og hvilken som helst skonomipost faktisk, kontoplanen.

o e der e
sadan nogle helt bestemte poster og det laver man sa
om til pr. borger eller pr. omrade eller pr. et eller andet.
Og det bruger de sa til at se om, er der for mange der
far kontantydelser i det omrade eller det omrade eller i
den gruppe eller i den . Sa det
bruger man pa den made. Og derfor dem der reelt
bruger det traekker nogle rapporter ud som de sa bruger
pa ledelsesniveau.

ge dele af landet,

inanden, starrelse og

de mod hinanden
ne og se udviklingen hos hinanden. Vi

har nogle eksempler pa, hvordan kan det veere i bruger

forholdvis fa penge per udsatte barn pr borger i forhold

til nogle andre og sa siger man na det er sa fordi de har

et eller andet indsats i gang, "ah” og sa bruger de sadan

til at se pa det. Og de kan ogsé se udviklingen, vi falder

og de andre stiger.

ing af andre )

en lille der derfor ikke har saerligt mange resourcer
altsa sadan noget som @ kommunerne f.eks. Men ogsa nogle
kommuner der maske hvor bade politikere og direktionen har den
indstilling at man skal passe pa med data, altsa man skal passe
pa med Big Data. Fordi, du kan ikke stole pa det og hvad med
registr is og i is er det nu foregaet rigtigt
og altsa der er nogle der altsa er mere forbeholdende over for det.
ne 214)

Og sé er der de starste kommuner, sasom kebenhavn og arhus
de gar fuldsteendig amok, altsa de har hvert magistrat, jeg ved

ke om i ved det men de er opdelt i magistrater for hvert omrader,
for altsa sunhed, skole osv ikke. De har simpelthen en
ledelsesinformationsafdeling hvor der er et kontor der bare sidder
og arbejder med data og fremstiller data, samler data. (line 220)

S4 er der nogle kommuner som er sindsygt kreative, altsa
naevnte selv GeoFyn samarbejdet der. Og hvor de faktisk bruger
FLIS data, fordi dataen abenbart er arrangeret pa en made som
ger det lettere at kombinere det med GIS. (line 234)

[...] hvad er det for nogle boligomréder der er udsatte og hvor er
det vores aldre de bor, altsa hvor skal vi ligge det naeste
plejehjem, hvor er det vores bam i skolealderen de bor, altsa hvor
kan vi lukke skoler hvis vi skal det. Hvor er det vores flygtninge og
indvandrere bor i forhold til at tilretteleegge en indsats over for
dem, hvor klare bernene sig darligere i skolen, altsa hvor er det vi
skal fokuserer indsatsen som jeg ogsa snakkede om tidligere.

ne 241)

Der er nogen kommuner de bruger det i alt (red. data bruges
meget), altsa hver gang de fremlaegger nget for
kommunalbestyrelses sa falger der nogle tal med og de felger det
simpelthen dagligt og manedligt, hvordan gar det pa de forskellige
omrader og hvordan gar det med vores mal og falger op osv. (line
209)

[...] der er rigtigt mange der er rigtigt
over for det her med at kunne sammenligne pa tveers altsa hvis
man tager sadan noget som hvor dyre er jeres anbringelser og
n til, eller fra en halv

at der faktisk er det, eller er det fordi at
konterer ens altsa, konterer udgifter ens pa tvaers af kommuner
og sadan noget. Sa der er et forbehold i forhold til det her med
kan vi i pa tveers af og det har i
for hvor meget de bruger det. (line 225)

der er nogen kommuner som begynder ogsa at lave sadan nogle
Idt smarte Ipad Igsninger f.eks sadan at politikerne de let kan
trykke pa en app og s& kommer al det her FLIS data maske ogsa
data fra andre kilder, bliver fremstillet i flotte figurer og sadan let
overskueligt og sadan noget. Sa det her med at kunne gere Big
Data let tilgaengeligt, fordi det er jo sadan noget som for en

ker maske er sveert at forsta. (line 246)

o

Ja. Jeg tror maske ikke vi kan naevne et
omrade der ikke bliver arbejdet med data pa,
sa er det bare hvor meget, hvor meget vi
inddrager det fordi alle forseger nu at fa
registreret i hvert fald om det sa keoer direkte i
en database hvor vi kan koble nogle laekre tal
ler om det ligger i et regneark det er sa
definitionen af data her, men jeg tror ikke der
er et omrade hvor vi ikke bruger data. (line 83)

vi har jo altid veeret langt ude i de tekniske
forvaltningsomrader, her hedder det natur og
ma og ude i CETS, center for ej o

Ja, altsa det bruger vi jo hele tiden (red. Til
ségrgsmalet om at Randers bruger dataanalyser)
ne 38)

om at du maske ogsa ja modtager en eller anden
ydelse fra et andet omrade social omradet eller

hvor i kommunen du bor. Der bliver det mere
almindeligt nu at vi kobler data og ja bruger det, i
f.eks. boli i i ing, hvor det er meget

<

teknisk service, det er sadan noget med
boligregistrering og hele BBR delen,
byggesagsomradet, miljigomradet og
naturomradet der har vi altid haft nogle enormt
gode registreringer af data og brug af data og
ensretninger af data. Sa er vi ret langt i plan
omradet og sa vil jeg sige sa kommer det som
sadan nogle knopskydninger rundt omkring
der hvor vi ellers er. (line 95)

steder som man har udpeget som nogle omrader
man geme vil felge eller bor du i resten af

arbejder, nar det er boligsocial monitorering vi
snakker om. (line 41)

Tit har man meget siddet og i sejler og kigget pa data
som, na s har vi data om hvilken offentlig ydelse du
modtager og sa et helt andet sted har vi nogle data

andet. Sa har vi ogsa nogle dater et tredje sted om

koblet op pa hvor bor du, bor du nogle helt bestemte

kommunen. Det er stadig pa det niveau primaert vi

Overordnet set, bruges data meget forskelligt
og i forskellige grader rundt omkring.

Data benyttes i hgj grad indenfor szerligt
ekonomistyring, og til at na egne mal.

Derudover benyttes det til fremtidige projekter
og indsatser inden for bolig og social omradet.

Data benyttes til at skabe overblik over
situationen i kommunen.

Der tales om at data altid har vaeret brugt og
det nzevnes ofte som ledelsesinformation.

Det er meget forskelligt for hvordan data
iver brugt i kommunerne. Nogle er meget
kreative andre halter bagud.

Nogle kommuner har specifikke
ledelsesinformation og andre analyse
enheder der kun arbejder med data andre har
ikke.

Der er blandet holdninger i kommunerne om
brugen af data, nogle er forsigtige pga. deres
viden og at man ikke kan stole pa det.

KL har i 2016 taget en pulsmaling af
kommunernes brug af data og udfaldet er
meget forskelligt.

Store kommuner, Kbh og Aarhus, gar amok i
data.

Der bliver i Svendborg arbejdet med data i
alle omrader, men hvor meget det er
vanskeligere at vide.

Svendborg er meget fremme i det tekniske og
planomradet med data.

Troels: Man bruger det hele tiden. Specielt i
boligsocial monitorering.
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Jamen vi har vzeret med tl at faciliterer det. (red. KL's rolle i
projektet) Altsé fordi nogle gange, det er faktisk noget vi it gor i
KL, altsa de enkelte kommuner de sidder jo lidt hver for sig og
arbejder med nogle ting og hvordan er det sa lige de kommer
at snakke sammen og hvordan er det lige vi far skabt et projekt
og hvordan er det vi far samlet de her kommuner. Sa det gor vi
egentligt | mange sammenhzenge, alts4 ligesom faciliterer og
sorger for det sker og fa sat nogle kommuner sammen.
326)

Altsa jeg ved faktisk, altsa sadan nogle kommuner som
Hedensted og Svendborg de er kommet rigtigt langt med det og
de har ogsa lavet det, det ser godt ud. (line 335)

sadan nogle kommuner som Hedensted og Svendborg de er
kommet rigtigt langt med det og de har ogsa lavet det, det ser
godt ud. Men de er lidt tiibageholdende med at begynde at tresffe|
besltuninger p4 baggrund af det (line 335)

der var de sadan at de egentligt har lavet og det ser godt ud og
sadan noget men det der med sadan rigtigt at fa, altsé der hvor
det virkelig batter og fa truffet nogle beslutninger pa baggrund af
det og sadan noget det havde jeg ikke indiryk af at de var naet
s4 langt med (line 341)

Men det e jo, det er simpelthen for at have nogle
flere redskaber at arbejde med. (line 52)

vi siddet fire forskellige fagfolk inde i et og s har vi taget de fagpersoner
med nér det har vaeret nadvendigt som sa ogsé har skulle komme med
kommentarer pa det. (red. rolle i projektet) (line 36)

Jeg ved ikke om i har lzest den guide fra KL som kom ud af det
projekt, jeg var ikke selv med til det  sin tid. Det var lige omkring
der hvor jeg blev ansat at projektet det blev afsluttet. Man kan
sige vi bruger faktisk ikke den kortbaserede del seerligt meget, i
den forstand som et kort, visualiseret som kort. Der bruger vi i
virkeligheden adresselokalisering af folk i den forstand at vi ved
hvor de bor, altsa der bruger vi de geografiske omrader som
boligomraderne er der bruger monitorering,
altsa det er basen for det. (line 51)

[.] det projekt kom rigtigt meget til at handle om hvordan man
bruger GIS, til at monitorerer de boligomrader her og det kan
man méske ogsé godt sige vi gor i en eller anden forstand fordi
Vi har jo folks adresser og s& har vi sa defineret nogle, sa har vi
defineret alle de adresser som harer til boligomradet og s folger
vi isoleret set de adresser. | den forbindelse bruger vi det men
det kommer til at handle om det tekniske i at bruge GIS systemer|
som f.eks. hvor man bruger et kort. Altsa bruge mange
forskellige kort baserede systemer og det har vi egentligt ikke
gjort s meget i, altsa meget af de overordnede ting i guiden gor
Vi og har vi selvfolgelig gjort igennem en proces med udvzelgelse|
mellem indikatorer og sa folger vi jo dem over tid i de
boligomrader. (line 71)

Men det er lart noget af det man selvelgelig falger og har vaeret|
opsat af at fa ned, men man kan sige det der med at spotte
noget pa forhand, der vil jeg sige at et monitorerings perspektiv
der ville det optimale jo vaere at man fulgte hele kommunen
maske ikke hele kommunen men at man fulgte alle de almene
boligomrader eller alle de hvad kan man sige etage omrader der
er typisk er mest i risiko for at blive tunge omrader sadan
udsathedsmzessigt, at man fulgte dem alle sammen sa man
kunne spotte hvis nogle havde en skidt udvikling. (line 125)

Vi har opdelt det i 3 boligomrader, som vi monitorerer |
forbindelse med at vi har en helhedsplan for de tre omrader som
er finansieret delvist af landsbyfonden og det er i virkeligheden
det der har startet boligso
Og de tre omrader som vi
meget i kender til det. Til at landsbyfonden finansierer alle de her
helhedsplaner. (ine 56)

det er monitorering af de omrader som hvor vores

KL har faciliteret big data projektet Boligsocial Monitorering,
idet kommuner i hoj grad ikke taler sammen. Kommuner
arbejder silotzenkende, og kun indenfor egne grzenser.

Man er kommet rigtigt langt med projektet, men der mangler
stadig at trasffes helt konkrete beslutninger pa baggrund af
dette.

Hedensted og Svendborg er rigtigt langt, men har
udmiddelbart ikke truffet beslutninger 100% baseret pa
metoden.

Randers bruger ikke specielt meget den metode som KL

faciliterede. De bruger ideen med det, men ikke det helt
tekniske.

Man vil gerne spotte noget pa forhand.

Randers opdelt i 3 boligomrader, stottet af Landsbyfonden.

daskker og som vi far midler til fra landsbyfonden og lave en
boligsocial indsats i. Der kan man sige hvis i vil lzengere end det
og det er kun pé den almene sektor vi arbejder, det er nemlig der|
man kan fa midler fra landsbyfonden, det er dem der har fyldt
rigtigt meget i den boligsocial monitorering. Man kigger ikke sa
meget pa nogle af de, altsé der findes helt sikkert ogsa udsatte
boligomrader hvor der er en masse private lejeboliger osv. Men
de fylder ikke sa meget og man kan sige den almene sektor har
trods alt vaeret den tungeste fordi det er der man kan anvise
kommunalt. Folks boliger eller om der mangler boliger. (line 63)

Vi folger dem vi allerede ved er de mest udsatte boligomrader og|
som i allerede har en indsats i og p4 den made kan man sige at
ke fungerer sa meget som et egen
monitorering, fordi monitorering ikke burde fungerer til at udpege
at her skulle vi maske lave en indsats (line 133)

der hvor finder sted. Og der
hvor midlerne bliver viderefart

I randers folger man de steder hvor man allerede ved der
sker noget.

Men det der med at kigge Big data pa tvaers af
hele Danmarks befolkning, det er det jeg synes
der er spzendende. Og det er egentlig derfor vi
har FLIS. Rent faktisk. (line 13)

Ja det gor jeg fakisk. (red.
Data) (line 17)

atFLIS er Big

Jamen det vil jeg jo sige. (red. til at BoligSocial monitorering er ef]
Big Data projekt) Men det er ogs det her med terminologien, jeg
har ikke kaldt det big data for men altsa der bliver jo samlet vildt
meget data og sa bliver det behandlet og udstillet pa en let og
overskuelig made. Og en made som der faklisk kan traeffes
beslutninger pa baggrund af. Sa ja ud fra den definition, s4 er det|
ig data projekt. Men altsé vi kalder det jo meget
ledelsesinformation.

ine 362)

Det er et projekt, hvor vi kombinere enorm mange data, sadan vil jeg

det. (red. til at er et Big Data projekt)
jesé hoj grad et projekt hvor vi kombinere en hoj grad af viden
og ekspertise og far noget vaerdi ud af det. (line 30)

Boligsocial Monitorering anses som et big data projekt.
Der kombineres kzempe mzengder data (Astrid)

FLIS anses ogsa som big data i forhold til Hedvig (FLIS =
datawarehouse)

Der benyttes begrebet ledelsesinformaiton i stedet for big
data, da det er sveert definerbart (Sara).

Meget data.

OPUS kommuner (red. hvem der kombinere
data med FLIS) , det er dem med KMD
losninger, f.eks. pé udsatte bom og unge er
der nogle losninger og dem som ogsé er pa
OPUS okonomi de har rigtig mange data der
fra og sa kobler de det sammen med FLIS
data, sa kan de se nzesten alle data i

-] det som kommunerne de gor tit at de, fordi vi ikke har alle
omrader i FLIS det er at de henter data fra flere forskellige kilder
altsa bade fra indrigsministeriets negletal og fra danmarks
statistik og fra FLIS og fra deres egne fagsystemer og s
fremstiller de det méske, nogle af dem har sadan noget der
hedder BI system. (line 310)

Jamen vi hiver rigligt mange eksterne data ind, hele BBR ligger som en
ekstern, hele vores Geo Danmark data danner grundiag for den kortizegning
vi har | KRAK osv, adresser ligger jo ogsa som ekstene kilder, hele
grunddata programmet hvor vi kan hive det ind fra kortforsyning osv sa det
gor vi rigtigt meget i. Det giver jo ogsa en sikkerhed i opdaterede data og sa
videre og ger at vi kan ligge ansvaret et sted hen.

(line 140)

De fleste af vores fagsystemer har vi efterhanden, kan vi
efterhanden traekke data ud fra. Der mangler nogle endnu men
altsé de systemer vi har pa beskeeftigelsesomradet kan vi traekke|
data ud fra og ja pé skole omradet har vi stadig ikke s& gode
data udtreekningsmuligher fra vores egne systemer men der har
vi sa tilgaengaeld rimelig gode muligheder fra FLIS. Det var ogsa
meget det som det projekt [boligsocial] var bundet op pa, men
problemet var at beskeeftigelsesomradet slet ikke er i FLIS. (line
80)

Der er enighed om at der kobles data sammen, bade fra
eksterne og interne kilder.

Det har skabt udfordringer at koble data sammen.
Eksempler pa data sammenkobling er mange
Fokus pa at data skal veere opdaterede

Datakilder: BBR, GEO, Grunddataprogrammet

FLIS bliver brugti sammenhaeng med andet data fra andre
programmer bl.a.
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Jamen altsa, det er faklisk at samarbejde pa op ned
0g pa tvaers at det rigtigt vil give. Og s4 er det
selvfolgelig ogsa kan vaere med tl og prioritere hvor
man bruger ressourcer ogs4. (line 186)

Hvor jeg ser at pa sigt, der teenker jeg at man bade med mere
valide data og kommer testter pé og hvis man samtidigt velger at
investerer ressourcer i det ville man kunne lave altsa decideret
monitorering tenker jeg, hvor man kan se nogle tendenser pa
forhand der s4 gor at man rent faktisk kan szette ind med nogle
indsatser i stedet for at folge dem man allerede laver. P4 del
omradet er det selviolgelig noget der sker allerede og man er
blevet opmaerksom pa meget hoj skolefravaer, hos en gruppe
elever der har et helt ekstremt hojt skolefraver hvor man s& har
valgt det ud som en sz indsats som man s4 tilferer

ressourcer... (line 143)

Men jeg ser stort potentiale i at vi i virkeligheden bruger

og generelt som et
vaerktej til at spotte udviklinger inden, altsa
forudsigelsesvaerktajer om man vil, prognose vaerktojer
spotte hvor er der nogle udviklinger | gang som man henholdsvis
erinteresseret i skal styrkes eller som man gerne vil bremse
inden de udvikler sig til noget man ikke har kontrol over kan man
sige. Men | det hele taget til at folge udviklingen i sin kommune
teenker jeg at monitorering ogsa itoreri
kun bliver mere og mere fremtrzedende.

ine 366)

Opsummering

| fremtiden kan man med mere valide data fa et endnu bedre

monitorerings arbejde med udsatte boligomrader.

Ser keempe potentiale og det bliver mere fremtraedende:

(Troels)

Det batter ift. at skabe en feelles forstaelsesramme i hierkiet

udvikiingen af ja hvor mange udsatte born og
unge er tvangsfiemet eller | en eller anden
form for what ever botilbud og hvor mange
bliver boende hjemme hos deres forzeldre og
bliver bedre. Det er sadan noget man gere v
male effekten af, den der nzerhed eller er det
bedre bare at smide dem et andet sted hen.
Det kan man s4 gore ved netop at ga ned og
se hvad bruger man af penge i de andre
omrader pa det bam senere hen nar baret er
voksen ryger det over i et andet
forvaltningsomrade der hedder udsatte voksne.
Og det er sadan nogle ting som man bruger
det pa, man kan simpelthen folge dem hele
vejen op igennem. (line 213)

S& er et sadan at vi har lavet nogle publikationer omkring
udsatte barn, hvor vi har koblet data med fra udsatte born og
unge omradet med data fra skoleomradet og data fra
sundhedsomradet. Altsa sadan at man siger udsatte born og
unge der har en eller anden social foranstaltning, hvordan kiare
de sig i skolen eller er de mere overvaegtige en bor der ikke har
en social foranstaltning eller har de dérlige tzender osv. Og der
viser sig s nogle monstre der. (line 58)

.1 ja, vi kom frem il sindsygt meget speendende fordi der er s&
mange menstre (line 73)

[.] alle kommuner kan se for deres egen kommune, de her
koblede nogletal og s& kan man jo sammenligne pa tvaers og se
landsgennemsnit osv. Det er meningen det skal forega ind til
2020, vi har faet 5 mio til det faktisk.

(line 75)

Et omrade med stor bevagenhed

Der er fundet mange nye menstre ved at bruge data.

Man vil gerne male hvad effekten er sa det hele kan
forbedres

Forbedre vilkarene for udsatte bam og unge - give en bedre

opvaskst

Data bruges ti at folge det udsatte barn hele vejen igennem

systemet

Man sammenligner med data, for hvad andre har gjort i dette

felt.

ja det er nemlig rigtig smart, man kan szette.
geokoder pa, det har vi s4 tilfzeldigyis ikke pa
FLIS det vil vi geme have p4 senere, alle
fynske kommuner er gaet sammen, de har haft

ektoren fra geoFLIS sat geokoder pa det
hele, sa man kan se hvert lille omrade
kommunen hvor er der flest af det ene og flest
af det andet, det bruger de det til. [udviklingen]
(red. til sporgsmpl og integrering af FLIS og
GIS data) (line 105)

I stedet for bare at traekke det ud selv s kan
de se det pa et kort. Sa kan du sige, jamen det
kunne du ogsa se i et regneark men det smarte
ved at have det pa kort er at det er mere

uelt, for dem som tager beslutningerne og
de er typisk visuelle anlagt. Det der med at se
pa et kort og sige hov, Svendborg er red i
forhold til at nabo kommunen er gron eller,
sadan nogle ting. (line 110)

Ja de siger jo hov, jeg ma hellere gore noget
Det er ikke bare sadan nogle tal, der er
releativt, det er ikke noget alle de ser.
(red. at kortbaseret ledelsesinformation skaber
fordele og er bedre end ra data) (line 116)

Det har jo ogs en formidiingsveerdi (ine 253) [..] Det styrker det
her med at vi kan treeffe beslutninger, bedre beslutninger. Nar vi
har det visuelt kan man sige, nar man sidder og kigger i tabeller
kan det vzere svaert nogle gange at skabe overblik. (line 257)

Sa har vi lavet sadan nogle interaktive kort der ger det endnu
lettere og brugervenligt [...] med at folge op pa kommunernes
okonomi, altsa overholder de budgetterne, alts udgifer indteeger|
osv der sidder vi jo hele tiden og kigger p4 alle kommuner, s4 vi
har det der overordnede fokus. (87)

der er nogen kommuner som begynder ogsé at lave sadan nogle
vildt smarte Ipad losninger f.eks sadan at politikerne de let kan
trykke pé en app og sa kommer al det her FLIS data maske ogs4|
data fra andre kilder, biiver fremstilet i lotte figurer og sadan let
overskueligt og sadan noget. Sa det her med at kunne gre Big
Data let tilgeengeligt, fordi det er jo sadan noget som for en
politiker méaske er svaert at forsta. (line 245)

Og det er hvert fald get op for nogle kommuner hvor vigtigt det
ogs4 er for at politikeme de overhovedet gider at kigge pa det.
Det er jo politikerne der | sidste ende skal tréeffe beslutningeme.
(line 260)

Jamen det er den fordi et kan vzere rigligt sveert
at sidde pa barn og unge omradet og forsta hvad
voksne sagsbehandlere sidder og snakker om
nér de siger at der er et stort narkomisbrug eller
vi har de og de veresteder og bosteder i
omradet eller barn og ungesagsbehandleren
siger jamen vi ved alle sammen at tingene
forholder sig sadan og sadan. Her kan du i hvert
fald med den kortbaserede losning ger jo at det
er nemt tilgzengeligt, s& nar du szstter nogle
fagligheder sammen s& kan man sige s4 er man
allerede kommet et par gode skridt hen ad vejen
til at kunne sige jamen der er hvert fald en vaeld
af forstaelse for hvordan ser verden ud, er den
rod er den gren er den gul? (line 53)

Det at gore det kortbaseret det er lige sa meget en rigtig god formidiingsform
som hurtigt giver en feslles forstaelse for hvad det er vi ser pa. Tallene kan jo

Vi bruger faktisk ikke den kortbaserede del szerligt meget, i den
forstand som et kort, visualiseret som kort. Der bruger vi i
irkeli af folk i den forstand at vi ved

godt sige noget for i kan trasffe nogle

der er nogle nuancer der skiller sig ud og vi ikke bare kigger pa hele
kommunen som helhed. Sa ja, helt Kiart. (ine 61)

den for kommunen kan differentierer og vise hvor|

hvor de bor, altsé der bruger vi de geografiske omrader som
boligomraderne er der bruger vi jo det i forhold til monitorering,
altsa det er basen for det. (line 53)

det projekt kom rigtigt meget til at handle om hvordan man
bruger GIS, til at monitorerer de boligomrader her og det kan
man méske ogs4 godt sige vi gor i en eller anden forstand fordi
vi har jo folks adresser og s har vi s& defineret nogle, sa har vi
defineret alle de adresser som horer til boligomradet og s folger|
viisoleret set de adresser. | den forbindelse bruger vi det men
det kommer til at handle om det tekniske i at bruge GIS systemer|
som f.eks. hvor man bruger et kort, Altsa bruge mange
forskellige kort baserede systemer og det har vi egentiigt ikke
gjort s meget i, altsa meget af de overordnede ting i guiden gor
vi og har vi selvfalgelig gjort igennem en proces med udvaelgelse|
mellem indikatorer og sa folger vi jo dem over tid i de
boligomrader.

Det skaber overblik ved at give visuelt forstaelse for dataen.

Nemt for beslutningstagere at orientere sig med.
Let og brugervenlig
Man bruger det il at se udviklingen

Man kan sztte farver pa kommune
Er verden rad, gul eller gron? (Mikkel)

Muligheder for at se nuancer

Giver en feelles forstaelse

Lederne er typisk visuelle, derfor giver det god mening.

Smart Ipad lesninger skal skabe formidlingsvaerdi

Det er vigtigt kommunene gider kigge pé det, derfor har man

skabt sadanne losninger
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Ja, i hej grad (red. at big data giver
svar pa tidligere ukendte spargsmal).
Og det er ogsa det kommuner siger.
Altsa det her med at se hvor store
forskelle der egentligt er pa
kommunerne.(line 120)

Fordi i hvert fald der hvor jeg star med det her
projekt i forbindelse med hele det boligsociale,
hvor vi arbejder med boligsocial helhedsplaner pa
belastede omrader, s& har vi haft fokus pa det.
Men har samtidigt ogsa hert fra fagfolk at nu skal vi
lige spise bred til pa den made, at der altsa ogsa
er nogle andre omrader der er hardt ramt, som vi
ikke lige har haft data pa. Som det her har hjulpet
os med og som faktisk ger at vi i den nye
helhedsplan for 2018 til 2021 udvider betragteligt
fra at have med to omrader at gere til at have med
8 omrader at gere. (line 63)

[...] det har overrasket mig at det er sa tydeligt
rundt omkring. Hvor hardt det star ine 89)

Ja, det kan veere forholdsvis nemt at se
om der er et omrade der stikker af som
man ikke havde troet der stak af. (line 99)

Der er nogle (red. omrader i kommunen) vi

er leengere med end andre og har fati dem
omkring det her med at bruge data men alle
teenker jo i at f& noget mere viden og vi kan
gere det mere effektivt. (line 87)

Ja, det har klart bidraget til at synliggere en masse
forhold som man maske tidligere har haft en ide om
hvordan tingene var, men der er om ikke andet nogle
forhold der bliver mere preecise nar man far i talesat eller
far data pa kan man sige, sa far man viden om hvor
mange det egentligt drejer sig om der ger det ene eller
ger det andet. (line 96)

man blevet mere opmaerksomme pé at rigtigt mange
ikke gar pa de skoler der er i omradet. Altsa, man er for
eksempel overrasket over at man i den forstand ikke har
haft den helt samme kobling mellem bgm og skole som
lidt var en forudseetning for nogle de indsatser man
lavede. Nar man for eksempel gerne vil fglge op pa
indsatser mod skolefraveer sa er det jo lidt afgerende at
vide om man kan tillade sig at falge op pa alle skoleelver
i omradets skolefravaer hvis man i virkeligheden kun
laver indsatsen pa en skole hvor kun halvdelen af
eleverne gar. (line 101)

Man vil jo gerne fglge op pa omradets udvikling men
mange af bade folk og generelt og bern i omradet har jo
sé deres gang uden for omradet til dagligt kan man sige.
Det er da noget der er blevet mere synligt. (line 110)

Det fleste omrader vi seetter ekstra ind for er jo helt klart
relateret til nogle data og til den viden vi har skaffet os
igennem de data vi kan tilegne os. Det er ikke altid det
behgver at veere det fulde billede, men det er jo naesten
altid den viden vi har jo til dels er data baseret. (line
326)

Enighed om, at er svar pa
ere ukendte spgrgsmal.

Astrid: Nogle omrader er man leengere

med end andre inden for at skabe viden.

Jan: Ubehagelige overraskelser.
Alle fokuserer meget pa at skabe viden.

2 til 8 omrader - Se JAN

iden om at omrader stikker af"

hvor mange udsatte bern og unge
er tvangsfiernet eller i en eller
anden form for what ever botilbud
og hvor mange bliver boende
hjemme hos deres foreeldre og
bliver bedre. Det er sddan noget
man gerne vil male effekten af,
den der neerhed eller er det bedre
bare at smide dem et andet sted
hen (line 213) (kan benyttes i
evidensbaseret indsatser)

Ja nemlig. (red. at data kan bruges
il forbyggelse) Og derfor nu hvor
vi skal til at samle data ind, fra
sundhedsomradet sa er det vigtigt
at vi far sa data fra mange ar

bage og s& kan vi begynde at se
nogle mgnstre der og det kan vi
maske ikke i dag men sa begynde
og kigge pa hvad var det man har
eller hvad har man malt pa, man

Sa gar vi rigtigt meget ud af at se pa
udvikling de seneste fem ar. Og
faktisk i FLIS, sa for hver nggletal sa
bliver udviklingen inden for de
seneste 5 ar vist. Og det er
selvfplgelig for at som du siger, at
kunne sige okay hvordan har
udviklingen veeret ind til nu og
hvordan forventer vi s& det bliver
fremadrettet. (line 142)

De her udviklingstendenser kan i hgj
grad bruges til at styre i kommunerne
og til at forudsige nogle
udviklingstendenser sa det bruger vi
faktisk hele tiden. (line 150)

nar kommunerne skal ligge deres
budgetter for de kommende ar sa
kigger man jo pé, har vi overholdt
budgettet for det seneste ar og
hvordan gar det med udgifter i
forhold til budget, men ogsa hvordan
ser det ud med aktiviteterne, og skal
vi se bliver der flere bern der gar i
skole for eksempel eller bliver der
feerre og personale har vi brug for
flere leerere eller feerre lzeerere og
der kigger man selfalgelig pa
hvordan det er géet de seneste par
ar. (line 145)

Og fordi, at jeg synes vi har gjort det sa smart sa vi
koger det ned pa en masse sma omrader som
basis og der kan vi sa virkelig fa gje pa hvad der
sker rundt omkring i kommunen. (line 74)

Men der vil man jo kunne se har vi en
enorm tilflytning / indrejse af barn, jamen
om det flygtninge bgrn eller det er
bgrnefamilier det ved vi maske ikke, men
vi kan sadan umiddelbart pa data se at der
sker hvert fald et eller andet, der er noget
der rykker sig i det omrade her. Er vi
gearet til det? Det kunne ogsa veere nogle
data omkring, karakterer der begynder at
falde, gennemsnitskaraktererne falder og
den sene skolestart stiger, hvad er det, det
siger os om de her omréader? (line 113)

orhold til at ligge data ud til borgere og
ddrage dem i de undersggelser vi laver, se
hvordan de bevaeger sig i byens rum osv
sadan bruger vi data hvor vi inddrager
borgere.

(line 78)

Man vil jo gerne fglge op pa omradets udvikling men
mange af bade folk og generelt og bern i omradet har jo
sa deres gang uden for omradet til dagligt kan man sige.
Det er da noget der er blevet mere synligt. (line 110)

Ja, der er jo bade det positive, som at der generelt er
flere der far et hgjere uddannelsesniveau, det geelder jo
for hele landet men man kan jo sa finde ud af at det er
ogsa sker for boligomradet man fglger og det samme
med beskaeftigelsen, men som ikke er abenlys positiv
alle steder. (line 114)

Ja. Det er noget af det der er en lille smule svaerere fordi
mange af de data man har pa det altsd meget af de
indikatorer vi har pa ungeomradet som for eksempel
anbringelser og sadan noget, der skifter man jo ogsa
strategier lgbende over tid som ger det sveert at
sammenligne (line 119)

det der med at spotte noget pa forhand, der vil jeg sige
at et monitorerings perspektiv der ville det optimale jo
veere at man fulgte hele kommunen maske ikke hele
kommunen men at man fulgte alle de almene
boligomrader eller alle de hvad kan man sige etage
omréader der er typisk er mest i risiko for at blive tunge
omrader sadan udsathedsmaessigt, at man fulgte dem
alle sammen s& man kunne spotte hvis nogle havde en
skidt udvikling. (line 124)

Enighed om, at data kan forudsige
udviklingstendenser i samfundet.

Big data kan bruges til forebyggelse, se
mgnstre og relationer i forsk
omrader.

FLIS data tilbyder 5 ar brugbar historik

Eks.tilflytning, fraflytning, indrejse,
gennemsnitskarakterer m.v.

Bruges til at se om kommunen er klar til
fremtiden

Borgere bruges til at spa udviklingen

Bruges til budgetter for fremtiden
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Ja man kobler det sammen, ja. Det gor man (red. at
data bruges som et redskab sammen med
ekspertise til at treeffe belsutninger) (line 155)

JA (red. om Data bruges som support i beslutninger)
(line 157)

84 det er sadan at de mere langsigtede beslutninger
man tager ud fra FLIS ikke den daglige drift. (line
160)

Ja det gor vi i hej grad (red. at benytte dataanalyser
beslutningsgrundlag). Altsa vi har faktisk en analyse enhed som
sidder herinde og det er det de laver. Nar vi skal have nye, lavet
nye strategier eller nye mader malszetninger. (line 167)

Ja. Altsa det ger vi. (red. om man bruger Big Data til at definere
Klare mal) (line193)

[...] nar vi laver mal for kommuner sa er det tit i samarbejde
staten, for eksempel nar vi laver gkonomi aftale sammen med
staten, sa bliver vi enige om med finansministeriet om hvad det
er for nogle mal vi skal na inden for det neeste ar eller det naeste
5ar.

[..] de nationale mal og der gar man jo ind og kigger pa hvor gar
det godt, hvor gar det skidt og for eksempel kan man se at der
er rigtigt mange genindlaeggelser i kommunerne, altsa hvor dem
der bliver indlagt pa sygehusene [...] Og sa siger man okay,
kommunerne skal gere en sterre sundhedsindsats altsa med
hjemmesygepleje, hiemmepleje og sadan noget for at de her de
ikke bliver ved med at komme ind og ud af af sygehuset fordi de
er rigtigt dyrt at blive indlagt pa sygehusene. Sa alts4, det
opsaetter man sa et mal om at der skal vaere faerre
genindlaeggelser. (line197)

[..] S4 ja jeg vil mene at man bruger tal, altsa det er simpelthen
gennemsyret af Data de her mal.
(line 204)

hvordan géar det med vores mal og falger op (line 214)

Jamen det er jo meget nemmere at kunne f& overblik
pa den made, via GIS'en og dermed sa er det ogsa
meget nemmere for ikke fagfolk at fa det praesenteret!
og nu skal vi ikke sige overbevist men alts& hele den
der forstaelse bliver meget nemmere og det bliver
meget nemmere at iscenesaette og arbejde med at
simpelthen at skulle bringe forstaelse hos
beslutningstagere det er der slet ingen tvivi om og
sadan har det veeret i mange ar altsa du kommer lige
til nogle der har arbejdet med det i rigtigt mange ar
og heldigvis sa er systemerne blevet sadan at nu slar|
det mere og mere igennem, s& man netop kan

alle jo, det er hele vores erfaring nar vi snakker med
skolefolkene pé tveers, sa snart de ser det her s&
"wow, hvorfor har vi ikke vidst det her nu for”. (line
95)

Sa det er jo ligesa meget en hjzelp til at snakke op ad
og ned ad i et ledelseshiarki i kommunen ogsa og
sadan sa at man ikke skal bruge oceaner af kreefter
pa og at fa en feellesforstaelsesramme. (line 109)

vi siddet fire forskellige fagfolk inde i det og sa har vi
taget de fagpersoner med nar det har vaeret nadvendigt
som sa ogsa har skulle komme med kommentarer pa
det. (red. rolle i projektet) (line 36)

Ja i meget hgj grad. (red. data skaber et godt
beslutningsgrundlag) (line 58)

Ja det gor vi helt klart. (red. data supporterer til
beslutninger) (line 137)

At man kan sige arbejdet er gjort, eller beslutningen er
truffet, den er sadan fra centralt hold, er

Enighed om, at data/gis hjaeper ift.

dem der kerer alle ressourcerne i det her og det betyder at
man i virkeligheden i stort omfang laver de indsatser som
de synes man skal lave og man prover at opfylde de mal
som man skal opfylde for at fa midler fra dem. (line 164)

igt meget af det her handler om at
godkende en plan der er tegnet op pa baggrund af de
maélseetninger og de indsatsomrader som er udvalgt pa
nationalt plan (line 193)

Jeg gér ud fra at data i en eller anden grad er med inde i
landsbyfondens beslutninger, men det er ikke sa
gennemskueligt for folk uden for hvad de gar op i og hvad
de pa et givent tidspunkt evaluerer omraderne ud fra og detf
er ikke sadan specielt gennemsigtigt. (line 195)

Ja. Altsa de overordnede mél er jo nogle gange
sammensatte og komplekse og nogle man ikke rigtigt kan
felge op pa, det der er nemmere er at stille nogle delmal
som man sa kan sandsynliggere resultatmal om man vil,
men det er man begyndt at gere meget mere. Sa man kan
sandsynliggere at man kommer teettere pa det mere
overordnede og lidt mere diffuse komplekse mal (line 209)

Anvendes i beslutninger om nye strategier og
malseetninger

Data kobles sammen med den viden og ekspertise
der allerede eksisterer, for at skabe bedre
beslutningsgrundlag

Data ses som et support veerktej til beslutninger
Det skaber en feellesforstaelse nar data kombineres.
med kort.

Man bruger data til at definere klare mal og kigge pa
om disse er opfyldt.
Malene er gennemsyret af Big Data.

_um_x:::mnm_@c&<$$_.w,ﬁma,:_wnsﬁwiw_oiﬁ
it elleri i

bearbejder data og laver rapporter og sa er det
ledelsen der rent faktisk treeffer beslutninger) (line
57)

Ja (red. spergsmal om det rent faktisk er ledelsen
som der treeffer i baseret
pa data analyse) (line 59)

Ja det er det ogsa (red. til spergsmal om
i sidder oppe i

s& som gkonomi direkter, det er jo egen!

sidder med arsrapporter og folger det undervejs, de

ved preecist hvad de bliver malt pa. (line 97)

og sa er da forvaltningschefer
som har med bgrn og unge og zeldre omradet de far
dem ogsa, det er dem som er ansvarlig ekonomisk
for omradet der far det og bruger det.

(line 97)

Og det er hvert fald gaet op for nogle kommuner hvor vigtigt det
ogsa er for at politikerne de overhovedet gider at kigge pa det
(red. hvad dataen fortzeller om omrader i kommunen) Det er jo
politikerne der i sidste ende skal treeffe beslutningerne.
260)

Det er ogsa en decentral kommune hvor der sidder
analytikere rundt omkring og arbejder selv med noget
data ikke. Sa der er mit mal maske mere sadan at fa
koordineret og f& det blik over muli

det er faktisk ikke vores data der er indgaet i den
beslutning, det er landsbyfonden der treeffer den
beslutning, altsa mere eller mindre eller maske i

irkel isteriet og fra central hold ogsa (line

(line 107)

188)

Beslutninger bliver typisk taget af lederne i
kommunerne. (forvaltningschefer og direktarer)

Men ogsa politikerne er meget vigtige beslutnings
tagere mht resourcer til kommunerne.

Det er vigtigt at fremst
politikere for at fa stotte.

gode arguementer over for

Jamen det er jo altid en slaskamp om midler og har
man nogle gode argumenter og sé flytter det ogsa
noget, men det er jo alle omrader der gar hen og
bliver mere og mere data baseret ikke, sa det ved jeg
ikke. Men man skal felge med for ellers bliver du, s&
bliver du kert over. Du er jo ned til at have nogle
gode argumenter ikke. Men som jeg sagde i starten,
det er altsa ikke altid det er data der betyder hvad
det er man vaelger og satse pa og fordele midler
efter, s& men selvfelgelig betyder det noget. (175)

ing om midler tager ikke altid udgangspunkt i
data, selvom det udger en storre og sterre del.
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Ja, helt sikkert (red. at man med data og analyser kan treffe bedre
beslutninger). (line 181)

[...] at man kan og har mulighed for at se hvordan udviklingen gar,
hvad er det sa vi tror pa fremadrettet og hvad er det s for nogle
indsatser der skal tl. (e 183)

Strategiske arbejde (red. sporgsmal om Big Data hizelper kommunens
strategiske arbejde) med og bade tage beslutninger men ogs at bare
sadan i det daglige, hvor er det vores fokus skal ligge.

Sa det her med at visualisere, via kort eller grafer eller hvad det kan
veere, gor det let tiigeengeligt via Ipads, mobiltelefoner og altsé ligesom
arbejde med det her sa det bliver lzekkert og il at anvende. (red. om
nemmere at treeffe bedre beslutninger) (line 264)

Vi prover at have nogle faktuelle, nogle flere fakluelle forhold ind i
det vi laver og det ikke bare biiver rendyrket politik, med
argumenter uden indhold. Det er faktisk derfor vi gor det og sa
ved jeg godt at der er ikke noget der pa den made er faktuelt her i
verden det er som man ser det. (line 54)

Jeg synes i hvert fald det vil kunne gore at vi kan treeffe nogle bedre
beslutninger og vi har ogsa truffet nogle beslutninger intert i gruppen
om at sige hvad kunne vaere speendende at fokuserer videre pa og der
er ogsa en hel masse proces mal som er lykkedes, bare det at fa
involveret folk og fa dem interesseret og fa dem il at snuse tl data og
den her deciderede strategiske brug, alts kontinuerligt brug som
ledelsesinformation (line 117)

Jamen det kan gares mere generelt (red. brug af data i
beslutninger), at jo mere viden vi har omkring de beslutninger der
skal tages jo mere ligger vi, altsa der er jo nogle politikere der i
sidste ende skal treeffe nogle valg men hvis de ger det ud fra et
oplyst grundlag s har vi gjort vores, sadan vil jeg sige det ikke. Og
det geelder ogsé det her omrade. De skal vide hvad de gar ind
0g de skal med data ogsa bane vejen sa vidt muligt men sa der
biiver truffet nogle rigtige beslutninger. (iine 53)

Det giver ogsa et mere korrekte analyser og det giver en mere
nemmere tiigang il at fa de her beslutninger truffet pa en korrekt
made (red. til spergsmalet om at arbejdet systematisk med data)
ine 104)

| kombination med fagfolk. (red. kan man skabe bedre
beslutninger) (line 134)

pa et mere generelt plan, bruger vi selvfolgelig databaseret viden uden for
boligsocial monitorering i stort set alle vores beslutninger, vi trasffer stort set|
ikke nogle beslutninger uden en stor mangde dataarbejde inden (line 200)

Men det betyder selviolgelig ikke at det er det eneste grundlag, for en stor
del af en beslutning er selvfolgelig ogsa hvor man vil gere vil hen og hvad
har man af mal og visioner for udviklingen men altsa der er jo stort
dataarbejde inden for stort set alle beslutninger. (line 202)

Opsummering
Der er en bred enighed om at big data gor at der
kan tresffes bedre beslutninger.

Den agede viden som big data skaber, gor at man
kan tresffe bedre beslutninger. (f.eks. se udvikiinger)

Der kan teeffes bedre beslutninger i det langsigtede
og kortsigtede arbeide, f.eks. ift. hvilke indsatser der
skal ti

Man tresffer bedre beslutninger fordi big data leverer,
fakta. (faktuelt - JAN)

Man trasffer ogsa bedre beslutninger internt i
grupper om hvad der skal arbejdes videre med.

Giver et oplyst grundlag - sikrer at de rigtige
beslutninger treeffes

det er faktisk dem som szetter strategien for hvordan
kommuneme skal bruge det her. (red. KL sastter stategien for
brug af data i det stategiske arbejde | kommunerne)

(e 74)

ja de bruger det til at tage fat i hinanden, hvorfor det gar op
eller ned for de andre (red. om benchmarking til det formning
af nye strategier og detstategiske arbejde) (line 135)

ja det kunne man godt bruge det
strategier) (line 138)

(red. data til zendring af

er er nogen kommuner som begynder ogsa at lave sadan nogle vildt
smarte Ipad lasninger f.eks sadan at politikeme de let kan trykke pa en
app og s kommer al det her FLIS data maske ogs4 data fra andre
Ider, bliver fremstillet  flotte figurer og sadan let overskueligt og

Det kan s sandelig 0gsa pa det tvasrsektorielle, altsa pa hvert
niveau kan man sige i det hierarkiske og arbejde pa tvaers ogsa,
at man nemmere forskellige fagfolk kan snakke sammen omkring,
hvad det her det egentiigt drejer sig om. Altsa netop skabe den

sadan noget. Sa det her med at kunne gore Big Data let i
fordi det er jo sadan noget som for en politiker méske er svert at
forsta.

(line 246)

her i stedet for at man gar og i hvert sit
afgraensede omrade i forhold til hvad ens uddannelse nu har
givet en og hvordan man forstar verden. Det tror jeg naesten er
det vigtigste, sa det kan skabe et grundlag for at man sa kan
begynde at snakke om egentlige strategier. (line 115)

Som jeg startede med eksemplet med at vi har taget otte omrader
med i vores boligsocial, nye boligsocial helhedsplan som vi er ved
at forhandle med landsbyfonden for ojeblikket det er da helt klart
fordi vi har haft nogle data og arbejde med. (line 124)

Jamen jeg teenker det er et godt formidlingsredskab, altsa selvfolgel
far vi udstilt noget data som vi ikke maske har udstilt for, altsa noget
helt nyt data. Og s4 er det jo bare en staerk formidling at det, er til at ga|
il Om man sidder 10-12 mand rundt om et bord og kigger op pa en
projekter og kigger pa de her kort eller de har det i handen det hurtigt
og let at gé til og det kan give sadan nogle, nar du siger strategi sa
skal man jo ogsa sige overordnede ting, inden vi dykker ned og bliver
operationelle altsa sa de strategiske greb er hvert fald nemmere at fa
sadan nogle hurtige fornemmelser for hvor er det der er noget der

[] det har et givet en forstaelse for hos andre end bare mig ogsa
og det er jo ogsa en rigtig god ting (line 48)

jeg ved at de har brugt den her viden de har faet ikke, men altsa for|

at sige det som det er om det er boligsocial omrader eller om det er|

telemaster eller om det er anbringelser, for mig er det at fa data i

spil som kan give nogle gode resultater og give en maske en

effekivisering og en bedre arbejdsgang og en mere korrekt
ikommunen. Ogsa i il med borgere, hvis

inker henne, har vi det rigtige opsegende arbejde, har vi den rigtige
forebyggelse i forhold til misbrug osv osv. Sa pa det strategiske niveau
der er det faktisk et rigtigt staerkt veerktoj. (line 129)

Jamen det er jo der, det begynder at blive lidt svaerere (red.
operationelle niveau), alts man kan sige. Man kan godt via den her
méde at se det pa jo sige noget fornuftigt om at her er der noget der
inker og her er der noget der zendre sig, der er noget vi skal vaere

opmasrksomme pa om det er noget uddannelsesmaessigt eller noget

de vil veere med (line 69)

Sa det hizelper selvfolgelig at vi har data og vi efterhanden pa de fleste
omrader, tror nok pa dem il at vi vil bruge dem (line 215)

alts vi bruger selviolgelig data nar vi skal understotte for eksempel hvis
der er nogle boligomrader hvor landsbyfonden er i tvivl om at de vil give os
de midler de ellers har givet os, s& bruger vi selvfolgelig data il det en
strategisk vinkel, nu lyder det lidt som om at vi prever at snyde dem, men
der er grundizeggende nogle modstridende interesser. Sa ja man bruger
data strategisk ti at fremstille det billede man skal bruge for at i givet
sammenhaeng og vise dem noget som de ikke selv kan se sa de sa hjzelper
vores interesse i at der kommer midler til et omrade. (line 241)

det fylder jo selviolgelig ogsa rigtigt meget hvis man skal udarbejde en
strategi og sa maske at der skulle folge nogle penge med som sa skal
retfeerdiggares kommer tilbage igen sa fylder det selvflgelig rigtigt meget
atfa opstilet det datameessige fornuftigt og fa fremsat en businesscase
ler investeringsmodel pa det omrade. (ine 249)

hvis man har data s bruger man dem og nogle gange bruger man dem
maske ogsa som en general ting, altsa selvom man méske godt ved hvad
man vil gore, s starter man lige med at ‘jamen kan vi lige fa et generelt
overblik over, hvor mange er der i de og de malgrupper og ja hvor meget
kan du finde ud af om det kunne veere et typisk opgave man bliver stillet,
inden man skal lave en eller anden strategi, s4 det kan vzere en del af det
selvom man méske allerede godt ved hvad man gor. (iine 256)

naturligis er det noget vi bruger i stort set alt optegning af en strategi pa
noget som helst omrade. Der ligger der data arbejde til grund og det teenker,
jeg at der i en mindre grad har gjort tidligere, der har man nok gjort noget
mere eller indre bare ud fra hvad man mente var det rigtige at gore.
262)

|Enighed om at big data kan skabe bedre stategisk
arbejde.

Bryde silotzenkning - samarbejde pa tveers af
forvaltninger og fagfolk. Det veere sig at
integrationen af data fra flere forvaltninger, som ikke
i's4 hoj grad har veret muligt tidligere.

Optimering/effektivisering af ressourcer - bedre
arbejdsgange

Faelles forstaelsesramme, godt formidiingsredskab

Data bruges il at forme det strategiske arbejde og
danner ramme for nye strategier.

Fint pa overordnet strategisk plan, men sveert at
anvende pa det operationelle plan

Der bruges altemative losninger, s& som Ipads for af|
fremstille data og lofte det strategiske arbejde.

et er al ga pa tveers af de forskellige omrader, sa man kan se|
at dem som er pa kontanthjeelp senere hen og dem som der
far psygiske sygdomme er det s& nogle af dem der har (ine
220)

g det er sadan nogle ting som man bruger det pa, man kan
simpelthen folge dem hele vejen op igennem. (line 219)

[...] vi bruger jo uffattelig mange penge i danmark pa al
der indsatser pa folk med forskellige baggrunde for at fa dem i
arbejde, men har det sa den anskede effekt? (line 237)

Ten kommune kan man bedre fastizegge indsatsen, for eksempel hvis
man ved at de udsatte born og unge Kiare sig darligere ved
afgangsproverne i 9. Klasse sa kan man jo sa sige at & gor vijo en
indsats for at de kan Kiare sig bedre. For eksempel, sastter flere lesere
pa eller paedagoer pa eller sadan noget. Sa man kan mélrette
indsatsen og dermed styrke kvaliteten. (line 95)

Jeg tror et er en af, jeg kommer lige | tanke om et andet omrade
hvor det smitter af pa det er, sidste &r der meldte man jo ud at
man gav kommunerne noget ekstra stotte til at etablerer sma
billige boliger som egentligt var foran ledet af flygtninge presset
der pa det tidspunkt var, men som man heldigvis fik lavet pa en
made sa det var nok overskrifien pa det men det behoves ikke at
vaere til flygtninge, det er i det hele taget at hvad det hedder at
daskke et behov for sma billige boliger, netop os her for
kontanthjeslpsreformen presser voldsomt. Vi har masser, ja
masser, men mange kan man mzerke i vores sociale leje som jo
absolut ikke har rad til en husleje pa der er over 3000kr og mange
af de sma boliger vi havde har vi nedlagt nar vi har lavet fysisk
helhedsplaner pa det almene omrade. Sa her har vi for eksempel
nedlagt 108 lejligheder mindre end 65 kvadratmeter, sa vi star i et
konkret behov for og etablere sma bilige boliger og der har det
her, der har det her data ogsa veret med ti og ligesom skabe en
forstaelse for at det skal vi arbejde for. (line 128)

Jamen det er jo et meget simpelt spargsmal egentligt. Jeg tror ikke der’
er nogle der vil sige det anderledes at jamen den rigtige korrekt
placeret og vel ressource betonede tidlige indsats er jo det som vi alle
sammen drammer om kan man sige pa de blade omrader, det er jo
der hvor der virkelig er noget at hente. (line 155)

Hvor jeg ser at pa sigt, der tzenker jeg at man bade med mere
valide data og kommer tzstter pa og hvis man samtidigt vesiger at
investerer ressourcer i det ville man kunne lave altsa decideret
monitorering taenker jeg, hvor man kan se nogle tendenser pa
forhand der sa gor at man rent faktisk kan scette ind med nogle
indsatser i stedet for at folge dem man allerede laver. Pa del
omradet er det selvfelgelig noget der sker allerede og man er
blevet opmeerksom pa meget hoj skolefraveer, hos en gruppe
elever der har et helt ekstremt hojt skolefravaer hvor man sa har
valgt det ud som en szer indsats som man s tiforer ressourcer
ogsa fra kommunens selv og ikke kun fra de pulier vi kan fa fra. Og
det er en af dem hvor man har faet gjnene op for ogsé at ved hjzslp
af data, fordi det er nemlig nogle omrader hvor der tidligere har
vaeret ret dariige data pa og hvor der slet ikke har veeret data pa
f.eks. FLIS har stadigveek ikke fraveers data inde, sa der har heller
ikke veret sammenlignedelige data pa det pa landsplan, men det
er noget af det som man er blevet mere opmzerksomme pa nu hvor|
Vi selv har faet bedre data pa hvor mange er egentligt fravéerende
og hvor meget er de fraverende og kommer udover det der
gennemsnits begreb med sa er der maske 3 der er mere en
gennemsnittet i udsate boligomrader men det siger ikke s& meget
om, "er det en stor gruppe born der er i fare for at blive udsatte
eller er udsatte kan man sige” (iine 143)

Der er selviolgelig mange andre typer indsatser der er ret ahzen
brugerne af et dagtilbud eller en skole rent faktisk er dem som man som
man sa ogsé felger op pa. (line 109)

Nar man for eksempel geme vil falge op pa indsatser mod skolefravaer sa
er det o lidt afgorende at vide om man kan tilade sig at folge op pa alle
skoleelver i omradets skolefraveer hvis man i virkeligheden kun laver
indsatsen pé en skole hvor kun halvdelen af eleverne gar. (line 104)

for eksempel skolefraver, der er det jo noget der er blevet synliggjor, i kraft|
af at man er begyndt at registrerer bedre og man er begyndt at bruge
registreringen ogsa til at informerer politikerne om hvor stort et
fraveersniveau der er. S& er det blevet et meget stort indsatsomrade og det
kan man godt kalde malrettet indsats (line 322)

Malretiede indsatser er malet. Der bruges mange
ressourcer pa indsatser - man vil geme skeerer ind
il benet, bade ift. effektivisere men ogsa at spare
penge

Mulighed for at folge individer op gennem systemet,
med den data i dag

Ringe karaktergennemsnittet ved afgangsprover —
indsastte flere lesrere eller paedagoer

Der kan kombineres malrettede indsatser pé tveers
af omrader, man kan se sammenhzenge og
menstre.

Eksempel med billige boliger - data viser at man
maks kan betale 3000 kr. for en bolig, sa det er det
man arbejder hen i mod at kunne tilbyde

Udsatte born og unge (blodt omrade), er der hvor
det virkelig batter ift. at forbedre de malrettede
indsatser.

Data skaber en forstaelse for det der skal arbejdes

Ja kan man lave sadan en effekimaling om det kan betale sig
(red. i forhold til praksis i sagsbehandlingen), det er det man
gerne vil hvertfald at sige nar det er den her type bor, hvad
kan sa bedst betale sig. Det er jo groft, det er det jo faklisk,
altsa at e far tilknyttet en eller anden resourse person
derhjemme eller at de biver flyttet ud og det undersager man
ogsa per alder (line 227)

Det man ogsa kigger pa, det er det vi ogsa nu skal i gang med
i sundhedsomradet det er afhzengig af hvor gammel du er og
lom du far hizelp derhjemme og de der rehabiliteringsting der

Man kan maseke ogsa effeklivisere, fordi man kan se hvad det er for
nogle indsatser der virker og hvad var det for nogle indsatser der ikke
virker. Altsa for eksempel kan man sige, kiare dem som har en
forebyggende foranstalning sig bedre end dem der har en anbringelse |
skolen. S vi kan faktisk g ind og lave /ed at koble

Jo men jeg kommer tiibage til det eksempel igen med de ofte
oomrader som ger at de unge der, der har vi i forhold til den
boligsociale indsats har vi iszer fokus pa bem og unge og unge op
1il 30 4r som ikke har faet en ordentlig uddannelse og star uden
for ikke. (line 145)

det her data. Og dermed kan man jo ogs4, det er maske hardt at sige,
sa nedlzegger vi den her indsats, men man kan hvertfald ga ind og
justerer indsatseme alt efter hvad det er for nogle af dem der virker.
(line 99)

Det samme er gzeldende, nar vi kommer til at koble sunhed og

e, alle de der tibud der er il fysioterapi. Altsa hjgelper det
faktisk? Eller var det smartere bare at ligge i en seng eller
what ever. Sa det er sadan nogle ting, at det kan bruges i
altsa effektmaling. (ine 231)

] Dem der far erdei
dem der far genoptreening er de i beskreeftigelse og hvis de ikke er det,
hvorfor er de sa ikke det? Er det fordi vores genoptraening ikkke virker,
er det fordi vores hjemmesygepleje ikke virker, sa man kan ga ind og
se effekten.
ine 105)

4 det der med og hvad kan man sige, og sige at her ser det sadan her
ud og derfor s4 zendre vi fuldsteendig indsatsen af eller lukker et eller
andet eller sadan noget. (line 338)

Jamen altsa, vi har jo provet at inddrage SFI [nationale
forskningscenter indikatorer] det her i forhold il hele deres teor
apparat om de kunne vaere med til at sige de der enkelte emner,
omrader vi maler pa, har data pa, hvad teorier ligger der egentiigt
bag ved det og hvad sa nar vi sammenstiller flere forskellige
malinger... (line 152)

altsa data kan jo ikke (red. sta alene), vi kan monitorerer men vi
kan jo ikke sige noget om effekten af et eller andet, eller hvorfor
har det knzzkket det kan der vaere en god grund til. S det er vigtigt
vi hele tiden har de her fagfolk indover.

ine 38)

[...] for mig er det at fa data i spil som kan give nogle gode
resultater og give en maske en effekiivisering og en bedre

og en mere korrekt i kommunen.

71)

Jamen lige prazcis en forbedret boligregistrer eller et forbedret
sunhedsregistre, det giver mere korrekt sagsbehandiing (line 103)

Det man sa ogsa kan forveksle lidt med monitorering det er jo sa et der
hedder opfelgning og effektmaling og evaluering, som monitorering jo ikke
kan. Det er ikke det som det er tzenk ti, sa skal man lidt lave noget andet
men det bliver lidt som en slags evaluering af omradet udvikling der i stedet
tit bliver lavet. (line 137)

S4 er det meget det at det bliver lidt mere en made at sige "na men gér det
godt med indsatsen?” (line 142)

der hjzslper det meget mere at vi rent faklisk kan sige *hvor mange der er
der, har over 20 dages skolefraver” sa kan man jo meget Klart folge op pa,
er der flere eller feerre af dem pa et senere tidspunkt efter en indsats er
gennemfort. (line 213)

med.
ﬂm:.:» ing ved at sammenszatte data - kan det
betale sig?. Ligefrem nedlzegge indsatser.

Huilke indsatser virker, hvilke virker ikke

Koblingen af data skaber bedre effektmaling

Benyttelse af SF indikatorer tl at kunne udpege og
Klassifisere omrader som veerende rod, gul eller
gren

Man kan skesrer helt fra eller zendre drastisk pa
sagsbehandling og andre indsatser.

Astrid: Data kan ikke sta alene. Der skal fagfolk
indover. Der skal subjektivt indover.

Bedre dataregister giver mere konkret
sagsbehandling

De nye dataomrader (sunhed og beskresftielse)
skabe endnu mere evidensbaseret indsatser. Og
i mere.

128 - 132



Ja det skal det kunne. Det kommer an pa hvad type
data det er, men helst helt ned til dagligt. | sadan nogle
bidder ikke hvis de er de store mélskarsler men det
skal kunne gores dagligt pa udvalgte omrader.

(red. at FLIS i fremtiden skal opdateres hurtigere) (iine
166)

Der er jo flere lag, som der selfolgelig er i sadan nogle
datalag. (red. datalag i FLIS) (line 171)

[.] vifar jo data fra rigtigt mange omrader og det
kommer s& ind i bunden ustruklureret for de store
snitflader [..] og & hele DST og vi far fra STAR, som
er arbejdsmarkedsomrade, der far vi ogsa en stor
snitflade dem far vi ogsa ind ustruktureret men sa har
vi agsa nogle strukturerede som kommer nogle helt
konkrete snitflader, f.eks Fujitsu okonomisystem og

struktureret i de forskellige lag op igennem. (line 172)

[..] S nar kommunerne far det  sidste ende, sa er det
fuldstandigt struktureret i kuber og det hele sa de skal
ikke teenke over hvordan det ser ud nede i

ine 179)

De kan jo hente nér de vil, pa hvilket lag. (red
kommunerne kan arbejde frit med dataen) (line182)

] den losning vi har lige nu der kan jeg hvert fald sige at der bruger vi jo
noget FLIS data pa borger delen og det kan man sige at det er jo rigtigt
godt valideret omrade | FLIS systemet. (ine 73)

[..] at skoleomradet er ret steerkt og udsatte born og unge er ret svagt
data kvalitetsmaessigt. (line 78)

[..] vores sunde fornuft og vores falelse for fagomraderne og behovene
(red. der afger udvasigelse af datagrundiag). (iine 93)

[..] det er jo borger og personale og skole, sa er det voksen handicap,
born og unge og zeldre omradet, det er ligesom de FLIS universer der
arbeides i. Og de er kiassificerede ved at dem der er mest simple er ogsa

udfordret det er der pa de omrader hvor rigtigt mange kommuner har
forskellige systemer og hvor der tit er system skifter. (ine 179)

[..] Altsa, data kvaliteten afspejles meget i de omrader som er meget
dynamiske altsa de store blade omrader, altsa de komplicerede
fagsystemer med nogle ogsa nogle komplicerede data, det er iseer
udsatte born og unge og voksen handicap. Som lige nu har de
udfordringer og alle kommuner vil kunne nikke genkendende ti at det er
herude data udfordringeme ligger. (line 187)

der har vi fokus pa det her med med

borgeme som jeg siger, hvor vi udstiller en rigtig mange
kommunale data til borgerne tlfr afbenyttelse eller

Det har skabt nogle udfordringer i at kombinere data og
det her vasret nogle, hele sadan noget med hvordan
registrere vi data i kommunen (line 45)

starre ogsa for selv nu, mens det tidligere sa maske har veeret de ting der kom fra
statslig hold var krav il at man indberettede, som man indberettede, derfor registrerede man ting som man s
ikke registrerede andre ting end dem. Og nu er der méske mere interesse il at man i virkeligheden ogsa rigtigt

virksomheder, hvem der nu kan fa gavn af det (line 122){ mange kommunale ledere e jo nu skolet pa en anden made gar jeg ud fra, der gor at man er mere og derfor

ogsa mere optaget af at serge for at der biiver registreret ting, som man egentlig ikke har pligt il at registrerer
men som man geme vil registrerer. (line 301)

Udsatte barn og unge, dvs. blade omrade, er der stor
bevagenhed pa det, men datakvalitaten er svagt
Data findes i mange forskellige lag

FLIS opdateres kun 1 gang om méneden og skal pé sigt
kunne opdateres dagligt. Det kan styrke indsatser og
sagsbehandiingen.Kan saldes benyttes i daglig drift og
den opertationelle plan

FLIS henter ustruktureret data fra kommunernes
fagsystemer, hvorved at data blive mappet op og
strukturetet i de forskellige lag.

Der kan tilgas og arbejdes med forskelige lag data
FLIS, der muligheder at ga helt ned tl det enkelte
divid.

Udvaelgelse af datagrundiag sker subjekivt
Generelt meget valide data i FLIS

De simple omrader, er det der hvor data er mest
valideret.

(Uddyb svage og steerke dataomrader)
Det er udfordrende der hvor flere systemer spiller ind og
der hentes pa tvaers af fagsystemer.

med tl at afg man
kan udstille og arbejde med datanalyser

Data bliver brugt i sammenhaeng med borgeres
feedback.

ny strategi hvor vi har hojere data kvalltet og sa en ny

dem der skal tage beslutninger altsa hver uge, der skal
du simpelthen kere nyt ind (line 158)

kebenhavns kommune for eksempel de kan ikke bruge
det (red. FLIS) til den der hurtige beslutningstagen
hvor man skal kunne med det samme sige der er noget|
der skrider her, de kan de ikke. (line 161)

[..] det storste problem var at man stolede simpelthen
ikke pa data og det har vi sa sammen med KL en stor
indsats for data kvalitet hvor vi identificerede en masse
omrader hvor der har vaeret huller i data og der er
simpelthen fejl | dem, hvor det ikke viste det samme i
DST som vi har i FLIS (line 271)

] vi har simpelthen lavet en indsats (red. at komme.
data udfordringer til livs) og det har man rent faktisk
ikke kigget sa meget pa for og det ger jo at kommuner
bare har tzenkt, ja ja jeg gider ikke male mig op mod
andre, for et kan vi jeg ikke bruge til noget. Sa den
indsats har vaeret i gang nu (line 275)

det er data kvalitetien der er vigtig (line 288)

g sa igen at de (red. kommunerne) kan bruge
koblede nogletal, for ellers var de ikke interesserede.
(line 289)

S er der ogsa et helt andet sporgsmal omkring data kvalitet, det ved jeg ikke om vi kommer ind pa men der er
nogle udfordringer der gor at det fulde potentiale ikke er lost men det er er i hvertfald. (iine 50)

Men det kommer mere og mere pa fagomrademe, noget af det som er udfordrende er at pa de sociale omrader,
for eksempel udsatte barn og unge (line 290) [..] Nar vi snakker udsatte barn og unge sa er det den enkelte
sagsbehandler der sidder og skriver om den her sag pa det her bam eller den her familie og det gor det at der er
rigtigt mange heender indover og det ger ogsa at data kvaliteten er ldt darligere faktisk. (ine 293)

Der er ogsa forskel pa, har vi man lige nogle medarbejdere der bare er vanvittigt dygtige tl tal eller mangler man
det. Altsé sadan noget lavpraklisk kan ogsa have en betydning
(ine 299) (red. data skaber udfordringer da det kraver ekspertise)

Fordi det er faktisk ret vigtigt at man stoler pa data, for man tar bruge det. Eller for det

e 233)

Det har skabt nogle udfordringer i at kombinere data og
det her vaeret nogle, hele sadan noget med hvordan
registrere vi data i kommunen (line 47)

Det tager tid forst at fa dem ind [data] og sa fa dem valideret bagefter og et foregar i en lang proces med det,
man er jo stadig heller ikke fzerdig med det pa de andre omrader. (line 90)

mange af de data man har pa det altsa meget af de indikatorer vi har pa ungeomradet som for eksempel
anbringelser og sadan noget, der skifter man jo ogsa strategier lobende over tid som gor det svaert at
sammenligne. (iine 119)

Altsa man kan sige at fravzeret er ekstremt afhzengigt af hvor gode registreringer der er (line 216)

g data disciplin er selvfolgelig ogsé relevant og alle de datamaessige udfordringer er der rigtigt meget af. En stor|
del af ressourcer forbruget af at lave boligsocial monitorering har veret at finde nogle data der rent faktisk var
nogen vi kunne sztte i system og fa genskabt ens hver gang og altsé med en fast ryime kunne afrapportere og
veere sikre pa at det gav udtryk for det samme hver gang. Det har kreevet et stort stykke arbejde vi bruger rigtigt
meget tid pa det og der har FLIS selvfolgelig ogsa bidraget til den proces pa nogle omrader (line 220)

pa nogle omrader, der er et hardt og nogle gange er det ogsa modstridende tendenser altsa for eksempel har
man jo nok et anske om at man méske ikke skal bruge s& meget af skoleleerernes tid pa at registrerer ting for
eksempel og paedagogers tid og andre, eller det kan maske ogsé vaere at de i forvejen er hardt nok spandt for sa|
yderligere tidsforbrug pa registrering ikke er hensigtsmeessigt. (ine 232)

det er rigtigt svaert at f4 palidelselige data pa hvad man kan sige omfanget af hervaerk og den slags ting, der er
nogle ting der er lidt sveerere, sa som sundhedsdata er rigigt svaert stadigveek, der er registreringsdelen ikke
seerlig veludviklet, der er det mere pa udtalebasis hvis man skal sige et sadan. (line 278)

men det er ikke specielt systematiseret generelt de her data. Man registrerer det ikke pa en made sa man bare
kan koble det op pa alle de andre datasast vi har. (line 282)

Hvilke data man har afhanger utroligt meget af hvilken data der bliver registreret, det er det alt afgorende. Man
le 0gsa tro at noget i virkeligheden biiver registreret pa en made, som det sa ikke gor. Altsa det er noget af det
man bruger rigtigt meget arbejde pé (ine 286)

Og det kan vaere et arbejde i sig selv at finde ud af hvordan det egentligt biiver registreret og vurderet, altsa hvis
man vil bruge det som et udtryk for en bestemt ting, 4 skal man vaere helt sikker pa at det ogsa er det, altsa med
det | mende at det bliver registreret korrek. (line 290)

mere det her med at man ikke rigtigt ved det, fordi vi har f.eks. ikke tvzerkommunal sundhedsdata endnu jo sa vi
ved ikke rigtigt om andre kommuner har registreret lige sadan. (line 295)

der er ikke sa veludviklede systemer til registrering pé f.eks. sundhedsomradet og pa ja hvad kan man sige der er
i det hele taget flere anch der end i der er darligere stilet, i
man er ved at komme efer det. (line 299)

Hvis man ikke kan gore det ekstremt effekiivt at registrerer, sa fagpersoner der arbejder pa det omrade ogsa selv
kan gore det sa biiver det nok aldrig helt godt. Der ligger der ogsa et stort arbejde i ogsa at synliggare og arbeide|
med at gare det til noget som selv kan bruge, udvikli ogsa. (ine 312)

Altsa det har vaeret en starre, langt starre barrierer og prove at fa de data vi egentlig geme vil bruge pa den her
made, finde dem og 4 dem af dem rigtigt og lave opt pa dem har veeret en
lang storre barrierer end at det har vaeret en barierer at vi ikke ma men det er maske anderledes fremadrettet
ine 347)

FLIS arbejder pa en strategi for at forbedre
datakvaliteten. Sveert at stole pé den data som befandt
sig i FLIS

Det er nodvendigt at opdatere datagrundiag oftere end 1
gang hver méned - eks. med KBH kommune

Datakvaliteten kan forhindre at indfi potentialet i data
Data kvaliteten er meget i fokus

Igen - udsatte born og unge - mange hzender indover,
4 datakvaliteten forringes.

Der arbejdes pa bedre registreringspraksis for at komme|
dataudfordringerme il livs.

En udfordring er ogsa menneskerne. Der kan mangle
kvalificeret arbejdskraft.

Man skal stole pa data
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Det er jo det der er lidt farligt, pa grund af den nye
persondatalov. (red. nedbrydelse af data til det
enkelte individ) Man kan gere det, men man ma
ikke. Den enkelte kommune ma reelt ikke kigge pa
tveers af forvaltninger nedvendigvis [...] (line 212)

Jalige nu er vi nad til at seette nogle graenser ind
for hvordan man kan lave det koblede nagletal pa
sig ma man jo ikke kunne have lov til at identificere
i ing i et udsat|
bamn i skole og det kan hvis du, hvis det er et lille
bitte omrade som Leesg, der er maske kun 5

| at koble sadan informationer, sa der
seetter impelthen nogle greenser ind. Nar den er
nedenunder population pa et eller andet. Sa kan
man simpelthen ikke fa data pa det niveau. (line
252)

Ja, fordi man kan fere dem til det enkelte individ.
(red. data til det enkelte individ) (line 259)

Ja det ma du som nar du sidder i din kommune, sa
ma du jo gere det Du ma ikke gere det pa tvaers.
(red. til spargsmalet om den enkelte kontering og
individ i kommunen) (line 262)

Ja (red. hvilke overvejelser findes der om personfalsomme
oplysninger), man kan sige altsa at FLIS, viser jo faktisk
kommunerne det som de allerede kan se i deres
fagsystemer, fordi FLIS samler jo sadan set bare alt deres
data. Og de kan jo ikke se personhenfarbare oplysninger pa
tveers af kommuner. (line 385)

Altsa de (red. kommunerne) kan se alle nggletal pa tveers og
sa kan de ga ned i deres eget data. De skal selfglgelig stadig
passe pa hvordan de bruger det. (line 387)

[...] ati skal behandle det data i FLIS som i behandler alt
andet data. (red. KL's har
personhenferbare data) (line 389)

Der er sa nogle fa medarbejdere der har adgang til alt data,
det er i forhold til sddan noget med data validereing og sadan
noget. Men ellers sa er det jo ikke noget vi ma bruge i andre
sammenhaenge, altsa vi ma ikke ga ind og kigge pa
personhenferbare data, og det betyder at nar vi bruger det sa
er det selfglgelig negletalsbaseret. (red. brugen af data og
beskyttelse af individ) (line 390)

Noget af det analyseenheden sidder og laver (red. KL's
enhed) [...] fra danmarks statistik [...] det er [...]
annonymiseret, hvor det er [...] PNR numre i stedet for CPR,
sa det er fuldsteendigt annonymiseret. (line 393)

vi har vildt mange overvejelser omkring det (red. persondata)
men vi bruger ikke personhenfarbare data nar vi laver de her
analyser. (line 396)

Sa i kan tro det er noget der er stort fokus pa. Sa vi har rigtigt
mange overvejser omkring det (line 406)

Vi keber nogle gange eksterne jurister ind til at vurdere dette.
Det er ogsa noget som hvor hvis der kommer en darlig sag,
er det bleest op i medierne og det kan edeleegge det
hele.(407)

i forhold til de koblede nagletal, der gar vi jo ind og kobler pa
i niveau. Altsa den her person har haft den her social
foranstaltning gar den her person i specialklasse eller hvilken
karakter fik den person ved folkeskolen afgangsprave. Sa der
gar vi jo ind og rer ved noget der er personhenfarbart, sa der
er vi nad til at ligge det her diskretionshensyn nedover
(line 398) [...] man ma ikke vise det hvis det er under 5
individer i et nagletal og derudover sa kan kommunen heller
ikke ga ned direkte og se hvad er det for nogle individer der
ligger bag det her nggletal. Og det har selfglgelig noget at
gere med at dem der sidder i socialforvaltningen de ma kun
se det der er i socialforvaltningen, dem som sidder i
skoleforvalningen ma kun se det der er i skoleforvaltningen
(line 402)

Jamen det er jo mest de der sma omrader... (i
164)

@

Sa ma vi sla omrader sammen, og det er sadan
set fint nok. Vi risikerer jo hurtigt at de far et
rygmaerke hvis vi ikke overholder. (line 166)

Selvfolgelig det kan man jo kun sige ja til, men
sadan er det teenker jeg. Vi skal jo ogsa veere
forsigtige med hvad vi kommer ud med. (line

[...] jeg reflekterer altid over det nar jeg
steder pa noget nar jeg ved her er der tale
om noget henfer bart. Der skal vi hvert fald

De (red. borgerne) indgar ikke lige preecist med
det her med det boligsociale, det holder vi som
en intern lesning fordi der er ikke fordi vi

kigge pa nogle eller nogle
databehandler aftaler osv. (line 166)

nogle lovgivninger (line 76)

Ja det er jo et rigtigt sveert omrade, for os ikke jurister om
man vil. Jeg synes ikke det har spillet meget ind, altsa i
forbindelsen med hele den her opstart af programmet har|
man brugt en del tid pa at kortlzegge hvad man egentligt
ville indsamle af data og pa hvilket niveau og hvad
formalet var, altsa der veeret nogle beskrivelser som man
skal bruge nar man vil anmelde til datatilsynet at man vil
anvende nogle data, persondata (line 333)

Det er et stort omrade at ga ind i, jeg vil tro at der al
steder i det offentlige institutioner ogsa hos staten selv

graver dybt nok i forhold til datalovgivningen, det kan jeg
ikke forestille mig er anderledes med alle de data der er
nu. (line 343)

Det jeg mener er at vi ikke har oplevet det som en szerlig
stor barrierer endnu. (line 346)

Persondatalovgivningen kan fungere som en barriere
for at nedbryde data til det enkelte individ

Der er generelt stort fokus og mange overvejelser pa
ivning og at man regler mv.

Der er pa nuveerende tidspunkt sat graenser for hvordan
man ma bruge de koblede nagletal - eks. Laese
(hedvig)

Den enkelte kommune ma ikke kigge pa tveers af
forvaltninger

Det er vigtigt at man ikke kan henfare direkte til det
enkelte individ.

Man vil gerne undga sager og eksempler der kan
edelaegge brugen af data til indsatser, beslutninger mv.

Data bliver annonymiseret sa det kan bruges.

Se eksempler

Og jeg er ret sikker pa at det (red. at arbejde
med data) er stadigvaek forholdsvis nyt det her at
det vil komme til at betyde mere og mere, helt
sikkert. (line 127)

Og det har de faktisk indtil videre ikke turdet ga i
gang med fordi det faler man sig ikke steerke nok
at kunne udlaegge teksten kan man sige

sige noget om det. (line 155)

[...] prover at lave det sadan keep it simple,
altsa have meget sméa dimensioner til at
starte med og prove at gere det godt. (line
81)

Vi kan jo vise alt, det er bare ikke alt der er
relevant. (line 86)

[...] Sa der har vi sa provet og har lige nu i gang i
en masse reklame eller oplysninger om hvad det
her det kan og hvordan vi kan bruge det, fordi
det skulle gerne vaere med til at skabe lidt bedre
brug af data ude blandt virksomhederne ogsa,
som selvfalgelig er til gavn for hele kommunen
(line 124)

Internt arbejder vi rigtigt meget med ogsa at fa
formidlet den gavn der er af at bruge data, sa det|
er sadan lidt mere det kommunikative aspekt vi
har fat i her, hvor vi forseger sadan at gore
opmaerksomme pa at det er vi t og hvorfor er
det vigtigt at vi registrerer det sa praecist osv.
(line 128)

Bange for den virkelighed, som arbejdet med data har
givet.

Nyt felt man arbejder - prever pa at holde det simpelt og|
heste de lavest hzengende frugterne, for senere at ga
dybere

Men altsa vi skal heller ikke, det er igen det der
med jeg taenker den store udfordring det ligger i
det her med at fa det koblet sammen med nogle
teorier eller hvad det egentligt betyder de her,
alle de her mange oplysninger vi far og der har vi
en keempe udfordring samtidigt. (line 188)

@

For meget data kan gere det kompleks
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Interviewer: Anders Martensson (AM) and Lasse Vinter (LV)
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Interviewer: Anders Martensson (AM) and Lasse Vinter (LV)
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Interviewer: Anders Martensson (AM) and Lasse Vinter (LV)
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Interviewer: Anders Martensson (AM) and Lasse Vinter (LV)
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Length: 46:03 min.
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