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Variable Selection with Group Structure: Exiting employment at retirement age - 

A Competing Risks Quantile Regression Analysis1 

 

Shuolin Shi, Copenhagen Business School, Department of Economics, ssh.eco@cbs.dk 

Ralf A. Wilke, Copenhagen Business School, Department of Economics, rw.eco@cbs.dk 

 

Abstract We consider the exit routes of older employees out of employment around retirement age. Our ad-

ministrative data cover weekly information about the Danish population from 2004 to 2016 and 397 variables 

from 16 linked administrative registers. We use a flexible dependent competing risks quantile regression model 

to identify how early and late retirement transitions are related to the information in the various registers. Our 

model selection is guided by machine learning methods, in particular statistical regularization. We use the 

(adaptive) group bridge to identify the relevant administrative registers and variables in heterogeneous and 

high dimensional data, while maintaining the oracle property. By applying state-of-the-art statistical methods, 

we obtain detailed insights into conditional distributions of transition times into the main pension programs in 

Denmark. 
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1 Introduction 

 

In an attempt to make the pension system fit for the future, politics in Denmark introduced more flexibility on 

the timing of retirement during the 2000s. This resulted for the employed in the possibility to decide on the 

retirement point once a certain age threshold has been passed. The point of retirement is then no longer deter-

ministic, but varies across individuals and is likely dependent on a wealth of individual, economic and institu-

tional factors. Previous analysis has mainly studied early retirement patterns. In this paper, we consider both 

early and late retirement. The event to withdraw from employment may be in the discretion of the employed 

but can be also due to factors out of her control such as invalidity or dismissal. To account for this complexity 

we choose a competing risks duration model, where each risk corresponds to a different exit route into retire-

ment. Because we expect early and late retirement pattern to differ, we require a flexible model for our analysis 

that allows the determinants of exiting employment to affect the conditional distributions differently for long 

and short durations. It is well known that quantile regression imposes milder restrictions on the covariate ef-

fects than conventional models such as proportional hazards (Koenker and Geling, 2001). While still relatively 

rarely used in economic application with survival data (e.g. Koenker and Bilias, 2001, Fitzenberger and Wilke, 

2010a), the method has enjoyed increasing popularity in biostatistics and a number of practical model exten-

sions have been developed which are summarized in Koenker et al. (2017). Competing risks duration models 
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are not identifiable without additional restrictions (Cox, 1962) and resulting identification bounds are typically 

wide and uninformative in applications (Peterson, 1976). The model becomes identifiable when imposing re-

strictions on the covariate structure and the role of the covariates (Heckman and Honoré, 1989), although these 

restrictions can be hardly verified in practice (Femanian, 2003). What can be identified and estimated without 

strong restrictions are cumulative incidences and subdistribution functions as these relate to the distribution of 

observed transitions. For the link between the models for the different hazards and distributions, compare 

Emura et. al. (2019). In our analysis, we adopt the competing risks quantile regression model for the cumulative 

incidence (Peng and Fine, 2009). Given our data structure with several hundred covariates, we combine the 

quantile regression approach with statistical regularization techniques to obtain a statistical learning based 

selection of the factors that make people leave their job earlier or later. These techniques possess the oracle 

property and therefore have desirable statistical properties. 

 There is an extensive literature that considers transitions out of employment into (early) retirement (e.g. 

Lindeboom, 1998, Duval, 2003). Motivated by the ageing of the societies and subsequent restraints for the 

financial situation of the pension funds (Gruber and Wise, 1998), the question is analyzed how the institutional 

system can be shaped in order to avoid incentives to retire early. Beside direct (early) retirement, people may 

choose other forms of exit routes, such as exits through a bridging period in unemployment or disability (see 

e.g. Miniaci and Stancanelli, 1998, Kyyrä and Wilke, 2007, Fitzenberger and Wilke, 2010b, Bingley et al., 

2012). Relevant literature for Denmark has considered general determinants of retirement (e.g. Filges et al., 

2012, Larsen and Pedersen, 2013, Kallestrup-Lamb et al., 2016). The use of duration models is limited to a 

couple of studies (An et al., 2004, Christensen and Kallestrup-Lamb, 2012, Gørtz, 2012) and based on annual 

data for years before 2008. Therefore, these analyses are about periods when a less flexible system was in 

place. Due to the low frequency of the annual data only discrete time or discrete choice models have been 

applied. 

Our analysis is based on weekly, monthly and annual observations of employees in Denmark for the period 

2004-2016. It uses administrative data provided by Statistics Denmark that links 16 different registers. We 

therefore face a complex data set with numerous partly highly collinear variables and group structure. In the 

context of our application, we define an administrative register as a group of variables as each register contains 

a set of variables on related statistics such as health, crime or labor market, and one variable can enter more 

than one groups. We use variants of the Lasso (Tibshirani, 1996) that accommodate these features of the data 

structure. In particular, we use group level and bi-level variable selection methods for competing risks quantile 

regression (Ahn and Kim, 2018). Developed for problems in medical sciences and tested with data on gene 

selection, these methods identify blocks of genes and individual genes that are in relation with diseases. We 

explore how these methods perform with our more heterogeneous linked administrative social sciences data. 

The use of the Lasso in economic problems is still not widespread but increasing, though most applications 

are for commonly used mean regression or discrete choice models and do not consider group or bi-level vari-

able selection. Our quantile regression model is more complex as it is estimated separately for different quan-

tiles. Therefore, the resulting set of variables changes by quantile. As the adaptive group bridge permits con-

sistent identification of non-zero groups and within-group variables, we explore how it is helpful in identifying 

relevant registers and within-register variables for the economic problem at hand. Our approach is therefore 

not only of interest to  empirical researchers how to include the relevant variables but also a relevant tool for 

data providers, as researchers should be only given access to the minimal set of relevant administrative regis-

ters due to data protection regulations.  

Our study contributes to the literature as follows: It is the first application of these methods to large-scale 
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administrative data. We are not aware that the (adaptive) group bridge has been applied in social science liter-

ature, economics in particular, or in combination with competing risks quantile regression for survival analysis. 

We therefore explore the practical properties of combining a flexible and complex distributional model with 

state of the art statistical regularization methods. For the analysis of Denmark, we contribute by using weekly 

data until the year 2016 to conduct a dependent competing risks duration analysis. Our analysis period is char-

acterized by a more flexible retirement system, which permits us to study early and late retirement in one 

model. 

 The rest of the paper is organized as follows. In Section 2, we briefly review the existing literature about 

determinants of retirement in Denmark. Section 3 gives an overview of the main retirement programs in Den-

mark. In Section 4, we describe the dataset. Section 5 briefly reviews the research methods. In Section 6, we 

present and analyze the empirical results. In Section 7, we give conclusions and discussions. 

 

2 Literature Review 

 

We briefly review the literature on transitions to (early) retirement in Denmark. Various studies have consid-

ered general determinants of retirement (e.g. Filges et al., 2012, Larsen and Pedersen, 2013, Kallestrup-Lamb 

et al., 2016), while others focus on a specific determinant (e.g. Danø et al., 2005, Christensen and Kallestrup-

Lamb, 2012). Most studies focus on individual retirement, while some focus on joint retirement of married 

couples (e.g. An et al., 2004, Bingley and Lanot, 2007). Some studies focus on pathways to (early) retirement 

(Larsen and Pedersen, 2005, Bingley et al., 2012), while others focus on late retirement (e.g. Amilon and 

Nielsen, 2010) and semi-retirement (e.g. Larsen and Pedersen, 2013). Most studies use discrete response mod-

els (e.g. Filges et al., 2012, Larsen and Pedersen, 2013, Bingley et al., 2016, Kallestrup-Lamb et al., 2016) or 

failure time models (e.g. An et al., 2004, Christensen and Kallestrup-Lamb, 2012), while few studies focus on 

aggregate statistics (e.g. Barslund, 2015, OECD, 2012a). Hardly any of the existing studies use data for years 

after 2008 and therefore they rely on annual data.  

The uses of duration models include An et al. (2004) and Christensen and Kallestrup-Lamb (2012). An et al. 

(2004) study the joint retirement decisions of Danish married couples. Specifically, they examine whether the 

retirement timing of married couple is determined individually or jointly. Results show that financial and health 

variables play significant roles in explaining both individual retirement and joint retirement decisions; com-

plementarities in leisure time explain joint early retirement decisions; correlation in unobserved heterogeneity, 

such as common tastes, plays a larger role than other observed heterogeneity in explaining joint late retirement 

decisions. Overall, retirement is a household decision. Christensen and Kallestrup-Lamb (2012) study the de-

terminants of duration until retirement, in particular the impact of changes in health status on early retirement 

behavior. Their study is based on annual panel data for working people from 1985 to 2001. Results show that 

health and other regressors have different effects on disability retirement, early retirement, unemployment 

followed by early retirement and by other programs. Gørtz (2012) uses a discrete-time proportional hazard 

model to study the early retirement behavior of female teachers in the day-care sector. 

Another interesting study by Kallestrup-Lamb et al (2016) focuses on the general determinants of retirement 

using the adaptive Lasso applied to logistic regression. The study is based on annual data for working people 

for the year 1980 and 1998 and is the first application of Lasso-type estimator to this type and scale of data. 

Their dataset includes 399 variables covering demographic, socioeconomic, financial, health, labor market 

status, lags of time-varying regressors, and characteristics of the spouse if the individual is married. All types 



 

4 

 

of retirement are pooled. The penalized logistic regression model uses both the Logit and the Lasso estimator 

as an initial estimator. Results show that the choice of initial estimator for adaptive Lasso matters in terms of 

the number of selected variables. Their analysis suggests that Lasso-type estimators produce reasonable results 

for the variable selection problem at hand. 

 

3 Institutional Setup 

 

Denmark as most European countries has introduced more flexibility on the timing of retirement during the 

2000s in order to motivate working longer through, e.g. semi-retirement or late retirement. In this section, we 

give an overview of the main retirement routes through public pension or labor market pension systems, as 

well as their main changes in the 2000s related to extending working life. 

Old age pension (OAP), or state pension, is a universal pension that applies to every Danish national who 

has lived in Denmark for at least three years between the age of 15 and 65, and aims to protect the elderly from 

poverty. Besides the pension itself, pensioners may be eligible for different benefits, such as housing benefit, 

heating benefit, health-related benefit, etc. The retirement age has gone through several changes. For people 

born before 1 July 1939, the retirement age is 67; for people born between 1 July 1939 and 1 January 1963, 

the retirement age is shown in Table 1; for people born after 1 January 1963, the retirement age is according 

to future life expectancy. 

The old age pension consists of a basic amount and a pension supplement and is means-tested. Although, 

the test against income was reduced in the 2006 welfare reform, it is still unattractive to work and receive the 

state pension at the same time, as there is no or a reduced entitlement for higher income levels. From 1 July 

2004, a pension deferral policy was introduced to motivate people to continue working after retirement age. 

People can postpone the state pension and get a higher payment afterwards if they work for at least 750 hours 

a year in the deferral period. Note that before 2011, the qualifying working hours were 1,500 in 2004 and 1,000 

in 2008. The maximum deferral period is ten years and people can defer the pension for two times. 

 

Table 1 Retirement Age of Old Age Pension and Early Retirement Pension 

Date of Birth Old Age Pension Early Retirement Pension 

1 Jul 1939 – 31 Dec 1953  65  60 

1 Jan 1954 – 30 Jun 1954  65.5  60.5 

1 Jul 1954 – 31 Dec 1954  66  61 

1 Jan 1955 – 30 Jun 1955  66.5  61.5 

1 Jul 1955 – 31 Dec 1955  67  62 

1 Jan 1956 – 30 Jun 1956  67  62.5 

1 Jul 1956 – 31 Dec 1958  67  63 

1 Jan 1959 – 30 Jun 1959  67  63.5 

1 Jul 1959 – 31 Dec 1962  67  64 

1 Jan 1963 –   68  65 

Source: Borger.dk (2019) 

 

Disability pension, or early Danish pension, is another universal pension in Denmark. It applies to Danish 

nationals who are between the ages of 18 and 65, have lived in Denmark for at least three years between the 

age of 15 and 65, and meet reduced work capacity criteria. After a disability pension reform in June 2012, the 
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minimal age for disability pension was increased to 40 and people under 40 years old can only receive disability 

pension under special circumstances. Pensioners receive a certain amount depending on income level and re-

ceive some other housing and healthcare benefits. 

Early retirement pension, or post-employment wage (PEW) program, is a voluntary labor market pension. 

People can choose to be fully insured or partially insured. The scheme was introduced in 1979 in order to 

balance the unemployment of young people and the employment of older people. Pensioners have the oppor-

tunity to retire before the state retirement age and maintain a decent income level. Eligibility requires mem-

bership of an unemployment insurance fund, continuous contributions for at least 30 years, employment higher 

than 1,924 working hours or income higher than 233,375 DKK within the last three years, and residence in 

Denmark. Similar to the state pension, the minimum retirement age for early retirement pension has changed 

several times as shown in Table 1. For people born before 1 January 1954, the early retirement age is 60, which 

means that the maximum duration of early retirement is 5 years; for people born later, the early retirement age 

gradually increases to 65 and the duration gradually reduces to 3 years. 

The payment of early retirement pension differs according to previous income and insurance level, and 

reduces if the pensioner has income from labor market pension, individual pension, work, etc. The maximum 

payment is the minimum of 90% of previous income and 91% of the unemployment insurance benefit. For 

people born before July 1 1959, they can choose to postpone pension by working for at least 1,560 hours per 

year for fully insured and 1,248 hours for partially insured, and receiving early retirement pension no more 

than three years before the state retirement age. By postponing, they can get 100% of the unemployment in-

surance benefit and a tax-free premium for wages. Those born before 1 January 1956 can additionally earn a 

set-off amount for other pension income. 

Other exit routes to early retirement include civil servants’ pension, partial pension. among others. We only 

consider the above-mentioned three retirement programs, as they are the main exit routes to retirement and 

due to data availability. 

 

4 Data 

We use register data from Statistics Denmark (DST) and the DREAM database, which contain weekly, monthly 

and annual observations for the population in the period 2004-2016. We use 397 variables from 16 registers of 

DST’s linked administrative data as regressors, and use DREAM to generate competing risks and durations. 

In our analysis, we restrict the sample to individuals born in 1949 who have stable employment history from 

2004 to 2008, and follow their employment and retirement status from 2009 to 2016. This leaves us with 8,178 

individuals who have not shown limited work ability or long-term illness before the age of 59. More details on 

the construction of our sample are given in Supplementary Material S.3. We consider two main exit routes 

from employment: 1. retirement (via disability pension, early retirement pension and old age pension); 2. other 

exits (via unemployment, illness, death, etc.). These routes define the two competing risks in our statistical 

model. Following Statistics Denmark classification system (Statistics Denmark, 2016), the exit or the end of 

employment is identified by not working for two consecutive months. We compute employment duration as 

the number of weeks from the first week of 2009 (aged 59) until an exit takes place. The exit route is determined 

by the post-employment status. However, if the status is retirement and the individual starts receiving retire-

ment pension before employment terminates, we define entrance into the retirement program as the end of the 

employment period.  

Because our data cover the whole period from 2009 to 2016 for all individuals in the sample, censoring only 
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occurs at the last week in 2016 (end of observation period) when no exit has taken place. Table 2 reports the 

number and share of observed transitions into the two risks in the sample. We can see that 86% of the sample 

enter a retirement program. Among those individuals, 3,272 (40.01%) enter the old age pension, 3,755 (45.92%) 

enter the early retirement pension, and only 16 (0.20%) enter the disability pension. The low occurrence of 

disability pension is quite reasonable due to the construction of our sample. More details on the construction 

of the duration and the determination of exit route are provided in Supplementary Material S.2. 

 

Table 2 Number and Share of Transitions into Risks 

Risk Number  Share (%) 

1 Retirement 7,043 86.12 

2 Others 944 11.54 

Right-censored 191 2.34 

Total 8,178 100.00 

 

By using weekly information for a period of 8 years, we have (nearly) continuous duration data. Figure 1 

Panel A shows the histogram of durations with exit to retirement and durations for right-censored observations. 

The minimum duration is 2 weeks, corresponding to the second week in 2009. The maximum duration is 418 

weeks, corresponding to the last week in 2016. The highest frequencies are for durations from 266 to 315 

weeks, which correspond to year 2014 when individuals in the sample turn 65 and satisfy the age requirement 

for old age pension. We can see that those who exit to old age pension all do so in 2014. Compared with old 

age pensioners, the distribution of duration for early retirement pensioners is sparser. The first peak corre-

sponds to year 2009 when the individuals turn 60 and satisfy the age requirement for early retirement pension. 

The second peak at around 130 weeks corresponds to year 2011 when the individuals turn 62, which is the 

shortest time (two years) for early retirement pension deferral. The longest duration, 418 weeks, corresponds 

to censored observations. They are those who defer old age pension from 2014 when they satisfy the age 

requirement until at least the end of 2016, suggesting that most individuals defer old age pension for either a 

long or a short period as the density in between is zero.  

 

 
Fig.1 Descriptive Statistics of the Distribution of Employment Durations 

 

Figure 1 Panel B shows the non-parametric estimates of the cumulative incidence curve for exit to retirement. 

This is the implied curve from the competing risks quantile regression model without regressors. The three 

sharp increases in Panel B correspond to the three peaks in Panel A. The estimated cumulative incidence almost 

doubles for duration from 266 weeks to 315 weeks, suggesting that almost half of the individuals in the sample 
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retire at these durations. The curve in Panel B cannot be obtained for durations longer than 315 weeks because 

the estimated cumulative incidence reaches its plateau level due to lack of observed transitions, which makes 

it non-invertible and the conditional quantile goes to infinity (see Section 5). 

Our data come from 16 linked administrative registers and contain information on various personal, house-

hold, and firm characteristics, including demographics, education, income, pension, employment, socioeco-

nomic status, health, criminal records and a wealth of company (employer) statistics. Figure 2 gives an over-

view of the registers. The second column shows the information that the register contains. The third column 

shows the names of the registers. The last column gives some examples of the variables within each register 

and shows the number of within-register variables, denoted by 𝐴. Each register forms a group of 2 to 58 

variables. We provide a detailed description of the data source in Supplementary Material S.1. The construction 

of the estimation sample is described in Supplementary Material S.3. Descriptive statistics for all variables are 

shown in Table S.1 and documentation of selected variables is given in Table S.2 in Supplementary Material 

S.4. 

 

 

Fig.2 Overview of the Structure of the Linked Register Data 

 

5 Methodology 

 

Our analysis applies the competing risks quantile regression framework by Peng and Fine (2009) to analyze 

exits routes out of the labor force. Our explained variable Y is employment duration as worked out in Section 

4. Let the conditional distribution of 𝑌  be 𝐹𝑌(𝑦|𝑋) = 𝑃𝑟(𝑌 ≤ 𝑦|𝑋)  and 𝑋  contains 𝐾  regressors. The 

𝜏’th conditional quantile of 𝐹𝑌(𝑦|𝑋) is 𝑄𝑌(𝜏|𝑋) = 𝐹𝑌
−1(𝜏|𝑋) = 𝑖𝑛𝑓{𝑦: 𝐹𝑌(𝑦|𝑋) ≥ 𝜏}. Koenker and Bassett 

(1978) consider a linear representation of the conditional quantile 𝑄𝑌(𝜏|𝑋) = 𝑋𝛽(𝜏), where 𝛽(𝜏) is a vector 

of unknown parameters with length 𝐾 . The estimator �̂�(𝜏)  can be obtained by minimizing ∑ (𝜏 −𝑁
𝑖=1

Register 
data

Population 
statistics

BEF 𝐴 = 24: Marital status, gender, location, etc.

FAM 𝐴 = 5: Number of children, etc.

Education 
statistics

UDDA 𝐴 = 27: Highest completed education, etc.

Health 
statistics

SGDP 𝐴 = 5: Sickness benefits payments, etc.

SYIN 𝐴 = 21: Diagnosis codes, etc.

Crime

statistics
KRIN 𝐴 = 8: Number of criminal cases, etc.

Income 
statistics

IND 𝐴 = 56: Wage, debt, wealth, etc.

LON 𝐴 = 48: Wage, number of hours paid, etc.

Pension 
statistics

INPI 𝐴 = 12: Contributions to pension schemes, etc.

Labor 
market 

statistics
AKM 𝐴 = 36: Socioeconomic status, etc.

Employment 
for 

employees

BFL 𝐴 = 58: Sector, industry, etc.

IDAN 𝐴 = 10: Employment duration, etc.

IDAP 𝐴 = 14: Working experience, number of jobs, etc.

Company 
(employer)

FIRM 𝐴 = 2: Assets, profit, etc.

FIDF 𝐴 = 47: Number of employees, ownership, etc.

IDAS 𝐴 = 24: Departure rate, etc.
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𝟙{𝑦𝑖≤𝑥𝑖
′𝑏(𝜏)}) (𝑦𝑖 − 𝑥𝑖

′𝑏(𝜏)) ≝ ∑ 𝜌𝜏(𝑦𝑖 − 𝑥𝑖
′𝑏(𝜏))𝑁

𝑖=1  with respect to 𝑏(𝜏), where 𝜌𝜏(𝑢) ≝ (𝜏 − 𝟙{𝑢≤0})𝑢 is 

known as the check function and 𝟙(∙) is an indicator function.  

Competing risks model refers to duration analysis with several potential failure types, or risks. In our appli-

cation we consider two risks 𝑟 = 1,2, which are retirement and other exits routes as described in Section 4. 

We also need to accommodate that our duration data are censored at the end of the observation period. Let 𝑇𝑟 

and 𝐶 denote event time and an independent censoring point respectively. Let the minimum duration be 𝑈 =

𝑚𝑖𝑛𝑟{𝑇𝑟} and the corresponding risk be 𝜖 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑟{𝑇𝑟}. The observed duration is 𝑇 = 𝑚𝑖𝑛(𝑈, 𝐶). The 

observed failure type is ∆= 𝟙{𝑈≤𝐶}𝜖. The competing risks model is plagued by non-identifability issues (Cox, 

1962), because only the shortest of the competing risks duration can be observed and the dependence structure 

between competing risks is unknown. The identification bounds for parameters of interest are typically wide 

(Peterson, 1976). By imposing additional restrictions, Heckman and Honoré (1989) show identifiability, but 

restrictions are difficult to verify in practice (Femanian, 2003). Instead of focusing on the distribution of the 

competing random variables, it is more practical to consider cause specific distributions or subdistributions, 

which describe observable transition patterns. For a link between these approaches, see Emura et al. (2019). 

Various models for cumulative incidences and subdistributions have been suggested, with one of the most 

popular being the Cox type semiparametric proportional hazards model by Fine and Gray (1999). It is im-

portant to mention that cumulative incidences and subdistributions are identifiable without knowledge of the 

dependence structure between competing risks. Peng and Fine (2009) suggest a competing risks quantile re-

gression model for the cumulative incidence, where the latter is 𝐹𝑟(𝑡|𝑋) = 𝑃𝑟(𝑇𝑟 ≤ 𝑡, ∆= 𝑟|𝑋) for risk 𝑟 =

1,2. Dlugosz et al. (2017) elaborate that the implied restrictions of partial regressor effects on cumulative 

incidences are less restricted in the quantile regression model than in proportional hazards models (e.g. Fine 

and Gray, 1999). Given that we expect in our empirical analysis a variety of effects on transitions at different 

durations due to the different retirement programs, we choose the competing risks quantile regression model 

to permit for sufficient flexibility. 

The focus in our analysis is on risk 1, the transition into retirement. Risk 2, in contrast, is a pooled exit state 

that contains everything else than retirement and therefore does not have a clear interpretation. Results for risk 

1 do not depend on whether the other risks are pooled or not, because we consider cumulative incidences. The 

𝜏’th conditional quantile of the cumulative incidence for risk 1, 𝐹1(𝑡|𝑋), is 𝑄1(𝜏|𝑋) = 𝑖𝑛𝑓{𝑡: 𝐹1(𝑡|𝑋) ≥ 𝜏}. 

Assume 𝑄1(𝜏|𝑋) = 𝑔(𝑋𝛽(𝜏)), where 𝑔(∙) is a known monotone link function and 0 < 𝜏𝐿 ≤ 𝜏 ≤ 𝜏𝑈 < 1. 

𝑄1 is therefore nonlinear in 𝛽(𝜏) but the direction of the partial effect of one regressor on the conditional 

quantile is determined by the sign of the relevant parameter. A positive parameter increases the conditional 

quantile, which corresponds to later transitions times into retirement. Moreover, the parameters are directly 

informative about the relative size of the effect of a regressor compared to other regressors. Looking at the 

parameters is therefore informative in this model, despite its complexity. 𝜏𝑈 is less than one because of the 

nature of competing risks models. It reflects that the share of observable transitions is less than one for each 

risk. The cumulative incidence has a plateau level and the conditional quantile does not exist above this level. 

This is not a disadvantage of modelling conditional quantile functions as they can still attain large values and 

explode at 𝜏𝑈. The model is therefore capable of producing results for long durations even if 𝜏𝑈 is consider-

ably below one. The sample analogue of (𝑇, ∆, 𝐶, 𝑋) is denoted as (𝑡𝑖 , 𝛿𝑖 , 𝑐𝑖 , 𝑥𝑖). In the case of no censoring, 

similar to the linear quantile regression model, the estimator �̂�(𝜏)  can be obtained by minimizing 

∑ 𝜌𝜏(𝑔
−1(𝑡𝑖

∗) − 𝑥𝑖
′𝑏(𝜏))𝑁

𝑖=1   with respect to 𝑏(𝜏) , where 𝑥𝑖  is a 𝐾 × 1  vector of regressors and 𝑡𝑖
∗ =
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𝟙{𝛿𝑖=1}𝑡𝑖 + 𝟙{𝛿𝑖≠1} ×∞, which is equivalent to solving equation 𝑁−
1

2∑ 𝑥𝑖
′ (𝟙{𝑔−1(𝑡𝑖)≤𝑥𝑖

′𝑏(𝜏),𝛿𝑖=1}
− 𝜏)𝑁

𝑖=1 = 0. 

In the case of independent censoring, �̂�(𝜏) is the solution to 𝑆𝑁(𝑏(𝜏), 𝜏) = 0, where 

𝑆𝑁(𝑏(𝜏), 𝜏) = 𝑁−
1

2∑ 𝑥𝑖
′ (

𝟙
{𝑔−1(𝑡𝑖)≤𝑥𝑖

′𝑏(𝜏),𝛿𝑖=1}

�̂�(𝑡𝑖)
− 𝜏)𝑁

𝑖=1 , 

and �̂�(∙) is the Kaplan-Meier estimator for 𝑃𝑟(𝐶 ≥ 𝑇|𝑋). Because 𝑆𝑁(𝑏(𝜏), 𝜏) = 0 may not have an exact 

solution due to noncontinuity, Peng and Fine (2009) define a generalized solution and show that it is equivalent 

to minimizing the following ℓ1-type convex function 

𝑈𝑁(𝑏(𝜏), 𝜏) = ∑ 𝟙{𝛿𝑖=1} |
𝑔−1(𝑡𝑖)−𝑥𝑖

′𝑏(𝜏)

�̂�(𝑡𝑖)
|𝑁

𝑖=1

+ |𝑀 − 𝑏(𝜏)′∑
−𝑥𝑖𝟙{𝛿𝑖=1}

�̂�(𝑡𝑖)
𝑁
𝑖=1 |

+|𝑀 − 𝑏(𝜏)′∑ 2𝑥𝑖𝜏
𝑁
𝑖=1 |

, 

where 𝑀 is a very large positive number. They prove consistency and asymptotic normality of �̂�(𝜏) under 

some regularity conditions. The former requires four regularity conditions, C1-C4 in Peng and Fine (2009). 

C1 is a standard assumption on the censoring. In our application, the censoring is due to the end of the obser-

vation period and is compatible with their restriction. C2 and C3 are two technical restrictions that are common 

for censored quantile regression: C2 is uniform boundedness of covariates, which also holds with our data. C3 

requires the QR coefficients to vary smoothly in 𝜏  and the derivative of the cumulative incidence to be 

bounded from above. While it is difficult to anticipate the former, the latter essentially rules out mass points 

that lead to jumps. This restriction is possibly violated with our data, because the descriptive analysis has 

shown that there are mass points in the distribution of observed durations (Figure 1 Panel A). Condition C4 is 

that the cumulative incidence reaches its plateau level at 𝜏𝑈 and rules out flat intervals before the final plateau 

level is reached. Given the evidence provided in Figure 1, this condition could be also violated, as the density 

between the mass points is quite low. In order to check whether our results are sensitive to the presence of 

mass points, we adopt the idea of Machado and Silva (2005) and smooth the distribution. This is done by 

adding an independent random noise to the discrete mass points and thus the distribution becomes continuous. 

Machado and Silva show that the conditional quantiles of the constructed variable have a one-to-one relation-

ship with those of the original variable, and the conditional quantiles of the original variable can be consistently 

estimated under mild assumptions. We follow their implementation, use uniform and truncated normal distri-

bution for the independent random noise and adapt the parameters to different intervals between mass points. 

By doing so, we find general robustness of our results. Moreover, 𝜏𝑈 does not change when employing their 

methods. These checks therefore do not provide evidence for our point estimates being adversely affected by 

the possible violations.  

Besides point estimates of coefficients and variance estimators, Peng and Fine (2009) suggest a trimmed 

mean statistic to summarize the effect over quantiles. The trimmed mean effect estimator is defined as 

∫ �̂�(𝜏)𝑑𝜏
𝜏𝑈
𝜏𝐿

(𝜏𝑈 − 𝜏𝐿)⁄ . It measures the mean of the estimated effect of a regressor on the conditional quantiles 

of cumulative incidence curve from 𝜏𝐿 to 𝜏𝑈 and thus can act as a summary statistic for the average effect 

of regressors over quantiles. In practice, we use Riemann sum to approximate the integral. They also suggest 

a Wald-type constant test on whether a regressor has a constant effect on the cumulative incidence quantiles. 

For the constant test, the null hypothesis is 𝐻0: 𝛽(𝜏) = 𝜌0, 𝜏 ∈ [𝜏𝐿 , 𝜏𝑈], where 𝜌0 is an unspecified constant, 

and the test statistic is derived on the grounds of the trimmed mean effect estimator. 
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In our analysis we use the exponential function as the link function 𝑔(∙). The model is estimated for 𝜏 ∈

[0.01, 𝜏𝑈] with a step size of 0.01, where 𝜏𝑈 is determined automatically as a value that corresponds to an 

cumulative incidence that is lower than its plateau value, resulting from condition C4 of Peng and Fine (2009). 

Statistics are computed in R 3.4.2 (R Core Team, 2017) using the cmprskQR (v0.9.2; Dlugosz et al., 2019) and 

the quantreg (v5.33; Koenker, 2017) packages. As it will be shown in Section 6, we obtain different 𝜏𝑈 when 

different regressors are included in the model, the reason is that violations of the regularity conditions occur at 

different quantiles for different regressors. In general, we find that the lower the number of regressors, the 

higher the 𝜏𝑈. As there are also some issues with the inference at the higher quantiles, we mainly focus on 

reporting the results for 𝜏𝑈 = 0.58  in the main text. Additional results along with additional robustness 

checks are presented in Supplementary Materials S.5-S.8. 

Given the high dimensionality of our regressor matrix, it is natural to apply variable selection methods for 

regularization due to its superiority over traditional sequential elimination methods.  

Due to increases in computing power and progress in methodology, penalized regression and shrinkage meth-

ods become increasingly developed and popular among practitioners in a wide range of statistical applications. 

The idea is to minimize a penalized objective function, where a penalty, 𝑃𝜆(𝛽(𝜏), 𝜏), is added to the original 

objective function. The penalized objective function depends on the parameters and an additional non-negative 

tuning parameter, or the regularization parameter 𝜆. A number of penalizations have been suggested, including 

ridge regression (Hoerl, 1962), the least absolute selection and shrinkage operator (Lasso) by Tibshirani (1996), 

ℓ1-penalized linear quantile regression (Belloni and Chernozhukov, 2011) and the adaptive Lasso (Zou, 2006). 

The (adaptive) Lasso estimator can select relevant individual variables, but does not perform well when vari-

ables have group structure, such as dummy variables formed from a categorical variable, or in our case, vari-

ables within one register. Rather than identifying relevant individual variables, sometimes the objective is to 

identify relevant variable groups and set the coefficients of all variables in the irrelevant groups to zero. Un-

fortunately, the (adaptive) Lasso also selects variables of irrelevant groups in this case. Yuan and Lin (2006) 

extend the Lasso to group variable selection and introduce the group Lasso, which either selects or drops all 

variables of a group. However, in many cases, only some variables within each group are relevant for the 

outcome and we want to include only those relevant individual variables in the analysis. In order to select 

relevant individual variables within groups, Huang et al. (2009) introduce the group bridge method and further 

extend the Lasso to bi-level selection. The penalty term of group bridge is a non-convex bridge penalty (Fu, 

1998) for groups and a ℓ1-type penalty for within-group variables. This method can select both relevant groups 

and relevant individual variables within those groups. Huang et al. (2009) prove the group selection consistency, 

but do not prove selection consistency for within-group individual variables. Due to the ℓ1-type penalty, the 

group bridge shares similar shortcomings of the Lasso. Similar to the change from the standard Lasso to the 

adaptive Lasso, the adaptive group bridge modifies the ℓ1-type penalty to a weighted ℓ1-type penalty. See 

Huang et al. (2012) for a survey on group selection and bi-level selection methods.  

Ahn and Kim (2018) study the behavior of (adaptive) group bridge applied to competing risks quantile 

regression. Suppose that the 𝐾 explanatory variables belong to 𝐽 groups. In each group there are 𝐴𝑗 explan-

atory variables denoted by 𝛽𝑗𝑘 where 𝑗 = 1,… , 𝐽 and 𝑘 = 1,… , 𝐴𝑗. The objective function of the penalized 

competing risks quantile regression with (adaptive) group bridge penalty is as follows, 

𝑊𝑁(𝑏(𝜏), 𝜏) = 𝑈𝑁(𝑏(𝜏), 𝜏) + 𝜆𝑁 ∑ 𝐴𝑗
1−𝛾

(∑ (
|𝑏𝑗𝑘(𝜏)|

|�̃�𝑗𝑘(𝜏)|
𝜈⁄ )

𝐴𝑗
𝑘=1

)

𝛾
𝐽
𝑗=1 . 

With the ℓ1-type penalty in the second term, an individual variable can be selected or dropped according to 
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the effects from both itself and its group. The (adaptive) group bridge penalty has four tuning parameters 

(𝜆𝑁 , 𝛾, 𝜈, �̃�). 𝛾 is the tuning parameter for the bridge penalty that is between zero and one. 𝐴𝑗
1−𝛾

 is the group 

level weight to adjust for sizes of groups. �̃�𝑗𝑘 is an initial consistent estimator for 𝛽𝑗𝑘. 𝜈 is the non-negative 

individual level weight parameter for the 𝑘𝑡ℎ variable within group 𝑗. There are some special cases for dif-

ferent values of the tuning parameters. When 𝜈 = 0, the adaptive group bridge becomes group bridge, as the 

variables within each group are treated with the same individual level weight, which is one. When 𝛾 = 1 and 

there is no group structure, the adaptive group bridge becomes a simple ℓ1-type penalized estimator, as the 

variables are not penalized based on the groups that they belong to. Specifically, it reduces to the Lasso when 

𝜈 = 0, and the adaptive Lasso when 𝜈 > 0. 

Minimization of 𝑊𝑁(𝑏(𝜏), 𝜏) itself is not easy due to the non-convexity of this function. Similar to Huang 

et al. (2009), Ahn and Kim (2018) propose that through variable augmentation, minimizing 𝑊𝑁(𝑏(𝜏), 𝜏) with 

respect to 𝑏(𝜏) is equivalent to minimizing �̃�𝑁(𝑏(𝜏), 𝜃, 𝜏) with respect to (𝑏(𝜏), 𝜃), 

�̃�𝑁(𝑏(𝜏), 𝜃, 𝜏) = 𝑈𝑁(𝑏(𝜏), 𝜏) + 𝜉𝑁 ∑ ((
𝜃𝑗

𝐴𝑗
)
1−

1

𝛾
∑ (

|𝑏𝑗𝑘(𝜏)|

|�̃�𝑗𝑘(𝜏)|
𝜈⁄ )

𝐴𝑗
𝑘=1

)
𝐽
𝑗=1 + 𝜉𝑁 ∑ 𝜃𝑗

𝐽
𝑗=1

𝜃𝑗 = 𝐴𝑗
1−𝛾

(
1−𝛾

𝛾
)
𝛾
(∑ (

|𝛽𝑗𝑘(𝜏)|

|�̃�𝑗𝑘(𝜏)|
𝜈⁄ )

𝐴𝑗
𝑘=1

)

𝛾
, 

where the tuning parameter 𝜉𝑁 is a reparameterization of 𝜆𝑁. They prove that under some conditions, the 

group bridge selects group variables consistently; the adaptive group bridge not only selects group variables 

consistently, but also selects within-group individual variables consistently, and thus possesses the oracle prop-

erty. In addition to conditions C1-C4 by Peng and Fine discussed above, it is required that the number of groups, 

the number of variables in groups and the magnitude of parameters are restricted as the number of observations 

goes to infinity. Given that we have a fixed number of variables and groups that are much smaller than the 

number of observations, we do not consider these restrictions as crucial in our application. 

There are different ways to set the values of the tuning parameters (𝜉𝑁 , 𝛾, 𝜈, �̃�). Ahn and Kim (2018) set 

(𝛾, 𝜈) = (1 2⁄ , 1). They use two initial estimators for �̃� – one is the group bridge estimator, and the other is 

the competing risks quantile regression estimator. Overall, they apply three methods – group bridge, adaptive 

group bridge with group bridge as an initial estimator, adaptive group bridge with competing risks quantile 

regression as an initial estimator. They use a BIC-type criterion to select the best tuning parameter 𝜉𝑁 for the 

three methods. Fu (1998) chooses 𝛾 among 40 equidistant values in [1,3] and selects (𝜆, 𝛾) using a two-

dimensional generalized cross-validation for bridge regression. Zou (2006) chooses 𝜈 from {0.5,1,2} and 

selects (𝜆, 𝜈) using a two-dimensional cross-validation for adaptive Lasso. He also mentions that one can 

treat the initial estimator �̃� as the third tuning parameter and perform a three-dimensional cross-validation to 

find an optimal triple (𝛾, 𝜈, �̃�). Motivated by the literature, we propose a four-dimensional selection procedure. 

Define a 4-dimensional grid 𝒢 = 𝜉𝑁 × 𝛾 × 𝜈 × �̃� for the tuning parameters. We use the BIC-type selection 

criterion proposed by Ahn and Kim (2018), 

2

𝑁
𝑈𝑁(�̂�(𝜏), 𝜏) + 𝑝𝑁 𝑙𝑛(𝐾)

𝑙𝑛(𝑁)

2𝑁
, 

where 𝐾 is the number of explanatory variables, 𝑁 is the number of observations, and 𝑝𝑁 is the number of 

nonzero coefficients, i.e. the selected variables, to model degrees of freedom. We choose 𝛾  from 

{0.25,0.5,0.75}, 𝜈 from {0,0.5,1,1.5,2}, and �̃� from group bridge estimator and competing risks quantile 

regression estimator. Due to the two choices of initial estimators for the adaptive group bridge, we have three 
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methods in total. We select the optimal tuning parameters (𝜉𝑁
∗ , 𝛾∗, 𝜈∗, �̃�∗) that lead to the smallest BIC-type 

selection criterion value. First we set (𝛾, 𝜈, �̃�) to a certain combination of the parameter values and find the 

optimal regularization parameter 𝜉𝑁, and then we continue this process for another combination of (𝛾, 𝜈, �̃�) 

until we find the optimal (𝜉𝑁
∗ , 𝛾∗, 𝜈∗, �̃�∗). Besides the optimal tuning parameters among all three methods, we 

also obtain the optimal tuning parameters for each method. The complete algorithm for the (adaptive) group 

bridge is given in Appendix 1. 

Inference for sparse estimators, such as Lasso type penalized regression, is still a rapidly developing area. 

These models are characterized by slower than √𝑁 rate of convergence, which can lead to sizable finite sam-

ple biases (Chernozhukov et al., 2018), in particular for K>N. In order to derive the asymptotic distribution of 

sparse estimators, it is typically assumed that only the correct variables have been selected by the algorithm. 

Usual bootstrap procedures may be invalid, because the asymptotic distribution of the estimators can be non-

smooth due to the selection process. For a discussion of these issues and valid inference procedures for sparse 

models see for example Van de Geer et al. (2014) and Zhang and Zhang (2014). Alternative approaches include 

sample splitting (Meinshausen et al., 2009), covariance test (Lockhart et al., 2014), exact post-selection infer-

ence (Lee et al., 2016), etc. See Taylor and Tibshirani (2015) for a survey on post-selection inference, or se-

lective inference. One naive inference method is to use unpenalized regression models with the selected vari-

ables. This is known as the OLS post-Lasso estimator for the linear mean regression model (Belloni and Cher-

nozhukov, 2013, Hastie et al., 2015: 301). Inference on the grounds of this approach is too optimistic because 

it ignores the uncertainty of the selection process and is only valid under strong assumptions. Modifications of 

the residual bootstrap have been developed for the penalized linear mean regression model (Chatterjee and 

Lahiri, 2011, 2013) and the wild residual bootstrap has been shown to be valid for penalized linear quantile 

regression (Wang et al., 2018). In econometrics, double machine learning has been shown to reduce finite 

sample bias and correct the distribution of the estimator (Chernozhukov et al., 2018). Chen and Tien (2019) 

suggest double machine learning for linear instrumental variable quantile regression and find in simulations 

that it gives efficiency of the estimate that is close to a model with known true regressor set. While all these 

approaches are promising, they have not yet been adapted to competing risks quantile regression for the cu-

mulative incidence and therefore cannot be directly applied in our analysis. We therefore report post-Lasso 

inference statistics as in Ahn and Kim (2018), where we consider asymptotic and nonparametric bootstrap 

statistics. Moreover, we report full model selection nonparametric bootstrap inference, although the latter only 

for one method and one quantile due to being computationally too demanding. It is well known that asymptotic 

inference for the quantile regression model can be sensitive to finite sample errors in estimated conditional 

error distributions. This is potentially an issue in our application due to intervals with low density of dependent 

variable (compare Figure 1). We report bootstrap statistics as a robustness check. Finite sample biases of sparse 

estimators should be less relevant the larger the sample and the smaller the number of regressors relative to the 

sample size. Given that our estimation sample has more than 8000 observations with “only” several hundred 

variables, we do not expect our results to contain large finite sample biases. 

 

6 Results 

 

In the following, we focus on the estimation results for three quantiles: 0.11, 0.25, and 0.31. For each of these 

three quantile, we select the best tuning parameters (𝜉𝑁 , 𝛾, 𝜈) according to the BIC-type selection criterion 

for three methods: group bridge, adaptive group bridge with group bridge as the initial estimator, and adaptive 
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group bridge with competing risks quantile regression as the initial estimator. We report selection results with 

estimated coefficients of both the penalized methods and the post-Lasso type unpenalized competing risks 

quantile regression model at the three quantiles in Table 3. For inference, we report nonparametric bootstrap 

p-value for the post-Lasso type estimation. Only variables selected by at least one method are shown in the 

table for each quantile. We provide a comparison of the asymptotic standard error and nonparametric bootstrap 

standard error for the post-Lasso type estimation, and the full model selection nonparametric bootstrap stand-

ard error for the non-post penalized methods, and discuss the empirically observed limitation of the post-Lasso 

type inference in presence of multicollinearity in Supplementary Material S.5. 

For 𝜏 = 0.11, each method selects 3 to 4 registers and around 10 within-register variables. For 𝜏 = 0.25, 

each method selects 3 registers and around 10 within-register variables. For 𝜏 = 0.31, each method selects 1 

to 2 registers and around 4 within-register variables. So, the number of selected variables decreases with 𝜏, 

and all methods reduce model dimension considerably – from 16 register to less than 5 registers, and from 397 

variables to less than 15 variables. For 𝜏 = 0.11, penalized methods are more likely to shrink the magnitude 

of the estimates compared to unpenalized estimation; however, this relationship is reversed for the other quan-

tiles. Regarding model size, group bridge tends to select slightly more variables than adaptive group bridge. 

The three methods agree on most selected registers and within-register variables, and the signs of the estimates. 

Most selected variables are significant according to the post-Lasso type bootstrap inference.  

Multicollinearity causes some problems for the selection and inference. Some registers and variables are 

selected by only one method. It is then less convincing that these registers and variables are important. The 

significance levels of the financial variables in the income register IND are considerably lower than variables 

in other registers. In addition, post-Lasso estimation and penalized methods give different signs to the esti-

mated coefficients of two variables in IND. We will explain these findings in relation to high multicollinearity 

later.  

Of the 16 registers, the education, health, and crime registers are not selected. Compared with Figure 2, we 

are only left with registers covering labor market, employment, population and financial statistics. This may 

partly contradict the selection results in previous studies, but it can be explained to some extent. First, education 

has ambiguous effects on retirement (Kallestrup-Lamb et al., 2016). Second, the sample of this study consists 

of rather healthy individuals and from the data we know that only few people have criminal records, which 

could explain the omission of health and crime information. For the definitions of selected within-register 

variables, we again refer to Table S.2 in Supplementary Material S.4 for links to the detailed documentation of 

selected variables on the relevant websites of Statistics Denmark. 

For the labor market register AKM, 4 occupation variables, 2 industry variables, and 2 socioeconomic status 

variables are selected. The three methods agree on most selected variables. Except for Industry: Energy supply, 

Occupation: Professional and Employed: High level, the other selected occupations and industries all have 

negative signs, suggesting shorter employment duration with exit to retirement and higher transition probabil-

ity from employment to retirement at the corresponding quantile. Among them, Occupation: Professional and 

Employed: High level indicate being employed in work that requires knowledge at the highest level in the 

respective fields. These two dummy variables are highly collinear – out of the 8,178 observations, only 9 

values are different. So we can see that at the 0.25 quantile, group bridge and adaptive group bridge with 

competing risks quantile regression as the initial estimator select Occupation: Professional, while adaptive 

group bridge with group bridge as the initial estimator selects Employed: High level. However, it seems that 

most industries and occupations are unimportant for transitions into retirement, as there are 9 occupations and 

18 industries before the selection. Employment history variables such as work experience and unemployment
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Table 3 Estimation Results for Employment Duration With Exit to Retirement 

Register Within-Register Variable 

GB  AGB-GB  AGB-CRQR 

Non-Post Post  Non-Post Post  Non-Post Post 

  Est.  Est. P-Value    Est.  Est. P-Value    Est.  Est. P-Value 

0
.1

1
 Q
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le

 

AKM 

Occupation: Operation/Transport      -0.178  -0.383 0.016      

Occupation: Manual -0.243  -0.573 0.000  -0.619  -0.742 0.000  -0.522  -0.607 0.000 

Occupation: Military -0.542  -1.038 0.000  -1.032  -1.149 0.080      

Occupation: Professional 0.261  0.240 0.016  0.253  0.236 0.032  0.239  0.234 0.004 

Municipal employment -0.225  -0.294 0.000           

Industry: Healthcare           -0.216  -0.226 0.000 

Employed: Basic level -0.207  -0.369 0.000  -0.448  -0.414 0.000  -0.469  -0.535 0.000 

BEF 

Date of birth 0.006  0.011 0.000           

Divorced      0.290  0.449 0.004      

Family reference person      -0.369  -0.456 0.000      

Male 0.151  0.316 0.000           

BFL 
Workplace sector: Municipally owned institutiona      -0.333  -0.464 0.000      

Workplace location: Copenhagen City      0.064  0.171 0.056      

FIDF Workplace sector: Municipally owned institutionb           -0.208  -0.363 0.000 

IDAP Insured      -0.734  -0.697 0.000      

IND 

AM-income (mil.) 0.692  0.684 0.000       0.985  0.665 0.000 

Other capital income (mil.) 0.710  0.769 0.220           

Contributions to union, unemp. insurance, and PEW (thous.) -0.013  -0.022 0.016           

ATP contributions (thous.)           0.078  0.088 0.004 

Contributions to PEW (thous.) -0.176  -0.143 0.000       -0.152  -0.185 0.000 

Bonded debt (mil.) 0.028  0.058 0.372           

Pension income (mil.)           0.788  0.567 0.604 

0
.2

5
 Q
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AKM 

Occupation: Operation/Transport      -0.183  -0.229 0.128      

Occupation: Manual -0.178  -0.067 0.032  -0.571  -0.269 0.000  -0.214  -0.061 0.012 

Occupation: Military -0.485  -1.232 0.000  -1.163  -1.346 0.020      

Occupation: Professional 0.233  0.025 0.032       0.340  0.014 0.172 

Municipal employment -0.204  -0.026 0.016  -0.293  -0.085 0.008  -0.199  -0.014 0.096 

(Continued) 
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Table 3 Estimation Results for Employment Duration With Exit to Retirement (Continued) 

Register Within-Register Variable 

GB  AGB-GB  AGB-CRQR 

Non-Post Post  Non-Post Post  Non-Post Post 

  Est.  Est. P-Value    Est.  Est. P-Value    Est.  Est. P-Value 

0
.2

5
 Q
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le

 
AKM 

Industry: Energy supply      0.281  0.144 0.648      

Industry: Healthcare           -0.036  -0.023 0.020 

Employed: High level      0.327  0.074 0.104      

Employed: Basic level -0.181  -0.022 0.076  -0.365  -0.126 0.000  -0.258  -0.023 0.020 

BEF 

Date of birth 0.009  0.006 0.000       0.009  0.006 0.000 

Divorced      0.326  0.146 0.008      

Family reference person      -0.365  -0.126 0.008  -0.040  -0.012 0.108 

Male 0.119  0.020 0.036           

IDAP Insured      -0.914  -0.622 0.000      

IND 

AM-income (mil.) 0.711  0.244 0.228       0.900  0.317 0.004 

Other capital income (mil.) 0.538  -0.100 0.560           

Contributions to union, unemp. insurance, and PEW (thous.) -0.015  -0.003 0.084           

Contributions to PEW (thous.) -0.197  -0.134 0.000       -0.203  -0.143 0.000 

Total capital income (mil.)           0.436  0.163 0.064 

Bonded debt (mil.) 0.033  0.027 0.580           

Taxable personal income (mil.) 0.059  0.069 0.736           

Interest expense on mortgage debt (mil.) 0.273  0.671 0.180           

0
.3

1
 Q

u
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le

 

BEF Date of birth 0.036  0.006 0.000  0.025  0.006 0.000  0.036  0.006 0.000 

IND 

AM-income (mil.) 0.916  0.722 0.000       0.965  1.293 0.004 

Contributions to PEW (thous.) -0.210  -0.128 0.000       -0.176  -0.133 0.000 

Rental value of own housing (mil.)           0.270  0.636 0.000 

Salary income (mil.)           0.147  -0.581 0.032 

Bonded debt (mil.) 0.092  0.092 0.016           

Note: GB refers to the group bridge estimator. AGB-GB refers to the adaptive group bridge using group bridge as the initial estimator. AGB-CRQR refers to the adaptive group bridge using 

competing risks quantile regression as the initial estimator. Non-Post refers to estimates from the penalized methods. Post refers to estimates from the post-Lasso type unpenalized competing 

risks quantile regression using selected variables from the respective penalized methods. We use nonparametric bootstrap p-values. Amounts in DKK. 
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experience are also unselected, possibly because the sample consists of employees with rather similar 

work experience and little unemployment experience. 

For the population register BEF, 1 marital status variable, 2 gender related variables, and 1 age related 

variable are selected. Since the sample consists of individuals born in 1949, they only differ in age in terms 

of the number of weeks from 1 Jan to the date when one is born in the given year. We compute Date of 

birth as the number of weeks from 1 Jan to the date when one is born in order to capture the effect of age-

related eligibility on entering a pension program. It is selected by almost all three methods and is signifi-

cant at all three quantiles. Later we will show that Date of birth is the only variable that is selected for the 

higher quantiles. The sign is always positive, suggesting that the employment duration with exit to retire-

ment is very sensitive to and positively affected by the eligibility of entering a pension program. The 

family reference person is taken to be the women in a heterosexual couple family and the oldest person in 

other families. So by definition, Male and Family reference person are highly negatively correlated 

dummy variables – indeed, more than 90% of the observations have opposite values. We can see that 

group bridge chooses Male and two adaptive group bridge methods choose Family reference person at the 

0.11 and 0.25 quantile, and they have opposite signs as well. These two gender related variables and Di-

vorced become unselected at the 0.31 quantile, suggesting that male and divorced individual is more likely 

to have an observed transition into retirement at lower quantiles.  

Some registers are selected by only one method. The dummy variables Municipal employment, Work-

place sector: Municipally owned institutiona, and Workplace sector: Municipally owned institutionb come 

from different registers – AKM, BFL and FIDF respectively. However, they are highly correlated – more 

than 90% of the observations have the same values. The three methods select one of the three variables 

respectively at the 0.11 quantile. Only adaptive group bridge with group bridge as the initial estimator 

selects the IDAP register. The selected within-register variable Insured indicates whether one is insured, 

including part-time and full-time insured. The pairwise correlation among Insured, Contributions to union, 

unemployment insurance, and PEW, and Contributions to PEW are around 0.6, the latter two of which 

belong to the register IND. Similar to the variable that indicates workplace sector, the other two methods 

select the variables in the income register IND instead of Insured. Although these methods give different 

opinions on the relevant registers and within-register variables, the selection can indicate what kind of 

information is important to some extent, because the selected variables are highly correlated and share 

similar information.  

For the income register IND, income related and debt related variables all have positive signs for all 

quantiles, suggesting that people with higher income and more debt tend to work longer. This finding is 

in line with Kallestrup-Lamb et al. (2016), who find that the effect of income variables on the retirement 

decision is dominated by substitution effect in the tradeoff between leisure and income. Contributions to 

PEW is a strong indicator of observed transition from employment into retirement, as this variable has 

strong and negative effects for all three quantiles. Multicollinearity is more prevalent for financial varia-

bles. Only group bridge and adaptive group bridge with competing risks quantile regression as the initial 

estimator select register IND for all three quantiles. The pairwise correlations among Other capital income, 

Rental value of own housing, Bonded debt, and Interest expense on mortgage debt are from 0.4 to 0.95. 

The pairwise correlation between Other capital income and Total capital income is around 0.92. The pair-

wise correlations among AM-income, Salary income and Taxable personal income are around 0.95. Group 

bridge selects two highly correlated variables at the 0.11 quantile, and more at the 0.25 quantile. The 

significance levels of these variables are lower than when only one of them is selected. Adaptive group 
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bridge using competing risks quantile regression as the initial estimator selects two highly correlated var-

iables at the 0.31 quantile. The post-Lasso type estimates have opposite signs compared with the penalized 

methods for two variables – Other capital income of group bridge at the 0.25 quantile, and Salary income 

of adaptive group bridge using competing risks quantile regression as the initial estimator at the 0.31 

quantile. 

In all, we find that all three methods perform well for registers except IND in the sense that they select 

only one of the highly collinear variables and the post-Lasso type estimation agrees with the penalized 

methods on the signs of the estimates. For the income register IND, group bridge suffers more from mul-

ticollinearity compared with adaptive group bridge. However, only the within-register variable selection 

performance is affected, as the group bridge and adaptive group bridge with competing risks quantile 

regression as the initial estimator both select this register. We can also compare the methods through the 

BIC-type criterion value. Table 4 shows the BIC-type selection criterion value for all combinations of 

(𝜉𝑁 , 𝛾, 𝜈, �̃�). We find that they do not have too large differences in terms of the criterion value. Adaptive 

group bridge with group bridge as the initial estimator performs worse than the other two methods for all 

three quantiles. Group bridge performs slightly better than adaptive group bridge with competing risks 

quantile regression as the initial estimator for the 0.11 and 0.31 quantile, and the relationship is reversed 

for the 0.25 quantile, showing that group bridge performs better when it is not largely affected by multi-

collinearity.  

 

Table 4 BIC-Type Selection Criterion Value for Various Models  

   GB  AGB-GB  AGB-CRQR  LASSO 

   Tuning Parameter 𝜈 

   BIC-Type Selection Criterion  CV 

   0  0.5 1 1.5 2  0.5 1 1.5 2  0  0 
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 0.25 15.5813  15.6136 15.6078 15.6065 15.6049  15.5797 15.5816 15.5805 15.5824     

0.5 15.5811  15.6108 15.6047 15.6040 15.6061  15.5829 15.5813 15.5819 15.5842     

0.75 15.5767  15.5984 15.6033 15.6069 15.6137  15.5804 15.5811 15.5794 15.5852     

1             15.5997  15.8598 
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 0.25 13.2559  13.2735 13.2827 13.2772 13.2774  13.2476 13.2486 13.2467 13.2461     

0.5 13.2503  13.2727 13.2712 13.2784 13.2766  13.2452 13.2478 13.2481 13.2467     

0.75 13.2511  13.2748 13.2766 13.2793 13.2905  13.2431 13.2457 13.2460 13.2491     

1             13.2621  13.5748 
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 0.25 13.0423  13.0447 13.0445 13.0450 13.0453  13.0367 13.0416 13.0397 13.0395     

0.5 13.0308  13.0445 13.0450 13.0463 13.0584  13.0360 13.0378 13.0380 13.0411     

0.75 13.0286  13.0446 13.0454 13.0620 13.0816  13.0339 13.0381 13.0403 13.0432     

1             13.0391  13.1884 

Note: The smallest criterion value of each method and each quantile is in bold, indicating the best model for the corresponding 

method and quantile. 

 

To check how the methods perform compared with a more parsimonious ℓ1-type penalty, and how the 

results change with a different selection criterion, we estimate the Lasso model. The tuning parameter is 

chosen via both the BIC-type selection criterion and cross validation. Table 4 shows that all three methods 

perform better than Lasso for all three quantiles, except that adaptive group bridge with group bridge as 

the initial estimator performs worse than Lasso with BIC-type selection criterion for the 0.25 and 0.31 

quantile. Results show that the Lasso with BIC-type selection criterion selects around 5 variables for all 
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three quantiles, less than half of the three methods. The selected variables belong to register AKM, BEF, 

IND, and LON. They are not entirely subsets of the selected registers of the three methods, but share 

similar information like the above-mentioned financial variables. The Lasso with cross validation selects 

50 to 150 variables for all three quantiles, much more than the three methods (see also Table 5). The post-

Lasso type inference shows that more than 60% of the selected variables are insignificant, showing evi-

dence for the over selection pattern of cross validation. These results are unreported but available on re-

quest. 

The choices of the tuning parameters play an important role in the selection process. Figure 3 shows the 

BIC-type criterion value for 100 values of 𝜉𝑁. The corresponding model is adaptive group bridge using 

competing risks quantile regression as the initial estimator with (𝛾, 𝜈) = (0.75,0.5) for the 0.25 quantile. 

There exists a global minimum at 𝜉𝑁
∗ = 29.07, and the corresponding BIC-type criterion value is 13.2431. 

In this way, we obtain one data point in Table 4. We run this process for all possible models. As shown in 

Table 4, the differences in criterion values are small for different combinations of (𝛾, 𝜈) for each method 

and each quantile. The curve in Figure 3 is also rather flat for the range of 𝜉𝑁 between 20 and 40, which 

suggests that the identification of the optimal 𝜉𝑁
∗  for the corresponding model is not strong either.  

 

 

Fig.3 BIC-Type Criterion Value of AGB-CRQR for the 0.25 Quantile 

Note: The corresponding model is AGB-CRQR with (𝛾, 𝜈) = (0.75,0.5). The dotted line indicates the smallest criterion value. 

 

To check whether the results are rather insensitive to different combinations of (𝛾, 𝜈), and different 

values of 𝜉𝑁, we add two robustness checks. Table 5 contains the overlap fraction of the selection results. 

The reference model is the optimal one according to the BIC-type criterion value for each method and 

each quantile as shown in Table 4. The fraction is calculated as the number of covariates that are both 

selected or both unselected between the reference model and the model considered divided by the total 

number of the covariates, which is 397. We see that the overlap fractions for the three methods and three 

quantiles are around 99%, which are very high. Table 6 contains the selection results with estimated coef-

ficients at 20 values of 𝜉𝑁 between 20 and 40 for the model in Figure 3. Only variables selected by at 

least one value of 𝜉𝑁 are shown in the table. Results show that the selected variables are the subsets of 

the previous ones as 𝜉𝑁 increases. The selected variable set changes slowly over the range of 𝜉𝑁, and 

the selected variables at the optimal 𝜉𝑁
∗  are selected at almost all values of 𝜉𝑁 between 20 and 40. The 

signs of the estimates stay the same over the range of 𝜉𝑁, while the magnitudes decrease for most varia-

bles. According to Tables 5 and 6, the selection results are rather robust to different combinations of (𝛾, 𝜈) 
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for all three methods and quantiles and different values of 𝜉𝑁 in the rather flat area of the BIC-type cri-

terion value curve, supporting that the optimal tuning parameters are rather reliable. 

 

Table 5 Overlap Fraction for Various Models 

   GB  AGB-GB  AGB-CRQR  LASSO 

   Tuning Parameter 𝜈 

   BIC-Type Selection Criterion  CV 

   0  0.5 1 1.5 2  0.5 1 1.5 2  0  0 
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 0.25 0.990  0.982 0.980 0.980 0.992  0.990 0.980 0.985 0.982     

0.5 0.992  0.982 0.987 0.992 0.982  0.990 0.987 0.997 0.982     

0.75 1.000  1.000 0.990 0.992 0.987  0.977 0.997 1.000 0.990     

1             1.000  0.724 
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 0.25 0.992  0.985 0.990 0.985 0.987  0.995 0.992 0.987 0.987     

0.5 1.000  0.982 1.000 0.995 0.990  1.000 0.992 0.987 0.987     

0.75 1.000  0.990 0.997 0.985 0.987  1.000 0.987 0.985 0.985     

1             1.000  0.686 
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 0.25 0.990  1.000 1.000 1.000 1.000  0.995 0.987 0.990 0.990     

0.5 1.000  1.000 1.000 1.000 0.990  1.000 0.992 0.987 0.990     

0.75 1.000  1.000 1.000 0.985 0.997  1.000 0.992 0.987 0.985     

1             1.000  0.874 

Note: Bold indicates the reference model of each method and each quantile. 

 

We refer once again to the post-Lasso type competing risks quantile regression model for an overview of 

the determinants of retirement transitions. We estimate a group bridge model with (𝛾, 𝜈) = (0.5,1) at a 

grid of quantiles that are equally spaced from 0.01 to the upper bound with a step size of 0.01. We find 

that for 𝜏 > 0.31 quantile, only the variable Date of birth is selected. Using Date of birth as the only 

variable, 𝜏𝑈 is 0.85. Therefore, if we use selected variables only at each corresponding quantile for the 

post-Lasso type estimation, we obtain estimates for quantiles between 0.01 and 0.85. The number of se-

lected variables for each quantile is between 1 and 15, and the number of selected registers is between 1 

and 3. We report estimated coefficients with 95% bootstrap confidence intervals in Figures S2.a and S2.b 

in Supplementary Material S.7. It is apparent that plots look very incomplete for some variables as the 

selection procedure jumps between (strongly correlated) variables when 𝜏 varies and most variables are 

unselected for 𝜏 > 0.3. We therefore report the results for the union of the selected variables over all 

quantiles. The union includes 20 variables from 3 registers – labor market register AKM, population reg-

ister BEF, and income register IND. 𝜏𝑈 is 0.58 when we use the union of the selected variables. This is 

below 0.85, resulted from the conditional nature of condition C4 in Peng and Fine (2009) (see Section 5). 

In the following, we report estimated coefficients with 95% asymptotic confidence intervals, which are 

displayed in Figures 4a and 4b. In addition, we report estimated coefficients with 95% bootstrap confi-

dence intervals in Figures S.1a and S.1b in Supplementary Material S.6 for comparison and as a robustness 

check. When comparing them it actually turns out that the two are very similar for quantiles lower than 

0.50. For higher quantiles, however, the bootstrap confidence intervals explode, which could be due to 

violations of regularity conditions required for the validity of the bootstrap. 

Figures 4a and 4b show the estimated coefficients of the 20 variables at a grid of quantiles that is equally 

spaced on [0.01, 0.58] with a step size of 0.01. The magnitudes, signs and significance levels change with 

𝜏 for most variables. For the labor market register AKM, Occupation: Operation/Transport, Occupation:
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Table 6 Estimation Results of AGB-CRQR for the 0.25 Quantile 

 Within-Register Variable 
Tuning Parameter 𝜉𝑁 

20.08 21.08 22.08 23.08 24.08 25.08 26.07 27.07 28.07 29.07 30.07 31.07 32.07 33.07 34.07 35.07 36.06 37.06 38.06 39.06 
A

K
M

 

Occupation: Manual -0.301 -0.270 -0.263 -0.256 -0.250 -0.230 -0.228 -0.221 -0.217 -0.214 -0.181 -0.175 -0.167 -0.168 -0.156 -0.138 -0.107 -0.109 -0.099  

Occupation: Professional 0.350 0.326 0.336 0.330 0.339 0.341 0.344 0.340 0.344 0.340 0.362 0.348 0.346 0.347 0.351 0.351 0.297 0.278 0.283  

Municipal employment -0.218 -0.220 -0.218 -0.224 -0.228 -0.226 -0.228 -0.227 -0.205 -0.199 -0.180 -0.176 -0.175 -0.170 -0.152 -0.146 -0.125 -0.121 -0.121  

Industry: Education -0.048 -0.029 -0.028 -0.001                 

Industry: Healthcare -0.040 -0.034 -0.031 -0.020 -0.020 -0.020 -0.018 -0.014 -0.035 -0.036 -0.042 -0.037 -0.039 -0.040 -0.039 -0.039 -0.034 -0.027 -0.016  

Employed: Basic level -0.308 -0.292 -0.289 -0.275 -0.272 -0.268 -0.267 -0.267 -0.257 -0.258 -0.242 -0.237 -0.236 -0.233 -0.216 -0.205 -0.191 -0.190 -0.181  

B
E

F
 

Date of birth 0.012 0.011 0.011 0.010 0.010 0.010 0.009 0.009 0.009 0.009 0.009 0.008 0.008 0.008 0.008 0.007 0.006 0.005 0.005  

Divorced 0.091 0.053                   

Family reference person -0.103 -0.093 -0.086 -0.079 -0.075 -0.060 -0.051 -0.049 -0.035 -0.040 -0.025 -0.030 -0.029 -0.030 -0.032 -0.020     

Male 0.012 0.015                   

IN
D

 

AM-income (mil.) 0.901 0.900 0.897 0.898 0.915 0.899 0.905 0.899 0.910 0.900 0.950 0.958 0.963 0.959 0.948 0.952 0.980 0.978 0.965 1.154 

ATP contributions (thous.) 0.009 0.004 0.009 0.002                 

Contributions to PEW (thous.) -0.193 -0.196 -0.198 -0.198 -0.197 -0.202 -0.200 -0.201 -0.203 -0.203 -0.201 -0.201 -0.198 -0.198 -0.202 -0.202 -0.212 -0.214 -0.211 -0.209 

Taxable capital income (mil.) -0.324 -0.158 -0.079 -0.140 -0.077                

Total capital income (mil.) 0.457 0.542 0.609 0.649 0.590 0.533 0.538 0.524 0.403 0.436 0.213 0.153 0.168 0.167 0.156 0.170 0.186 0.190 0.215 0.662 

Pension income (mil.) 0.308 0.327 0.281 0.258 0.128 0.178 0.198 0.196 0.167            

Total interest expense (mil.) 0.056 0.067 0.058 0.069 0.060 0.049 0.054 0.058 0.060            

Note: The model considered is AGB-CRQR with (𝛾, 𝜈) = (0.75,0.5). Bold indicates the optimal tuning parameter 𝜉𝑁 according to the BIC-type selection criterion as shown in Figure 3. 
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Fig.4a Post-Lasso Estimated Coefficients With 95% Asymptotic Confidence Interval for GB 
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Fig.4b Post-Lasso Estimated Coefficients With 95% Asymptotic Confidence Interval for GB  
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Manual and Occupation: Professional are significant only for lower quantiles, while Occupation: Military 

and Municipal employment are significant for almost all quantiles. Employed: Basic level is significant 

for lower and the higher quantiles, not the middle quantiles. The signs do not change, and the magnitudes 

first increase and then decrease with 𝜏 for most variables. For the population register BEF, 5 variables 

are included in the union. Among them, Family: Married couple or registered partnership and Household: 

Married couple are highly correlated – more than 95% of the observations share the same values. They 

are selected by group bridge at different quantiles. So taking the union reduces the significance levels of 

these two variables to some extent. Divorced is significant for only lower quantiles, while Date of birth 

and Male are significant for almost all quantiles. The effects of Date of birth and Divorced are decreasing 

for most quantiles, suggesting that people with lower employment durations with exit to retirement are 

more sensitive to age requirement and marital status conditional on the covariates, and the longer the 

durations, the smaller the effects. On the contrary, Male has an increasing effect for people with both 

shorter and longer durations. For the income register IND, as mentioned earlier, multicollinearity is more 

prevalent. AM-income and Taxable personal income have a pairwise correlation around 0.93. The pairwise 

correlations among Other capital income, Rental value of own housing, Bonded debt, Total debt, and In-

terest expense on mortgage debt are from 0.4 to 0.95. Contributions to union, unemp. insurance, and PEW 

and Contributions to PEW have a pairwise correlation around 0.65. Comparing the estimation results with 

Figures S.2a and S.2b in Supplementary Material S.7, where only the selected variables are used at the 

corresponding quantiles, we find that taking the union considerably reduces the significance levels for 

almost all variables – most highly correlated variables are insignificant at almost all quantiles. AM-income 

is significant for the lower and middle quantiles, and Contributions to PEW is significant for all quantiles. 

The effect of Contributions to PEW is decreasing for the middle and higher quantiles, suggesting that 

contributions to early retirement scheme matter less for people who retire later ceteris paribus. Income 

related and debt related variables have positive effects on observed retirement transitions for most quan-

tiles, same as Table 3. 

 Comparing Figures 4a and 4b with Figures S.2a and S.2b, we also find that group bridge does not select 

some variables that are significant if they are included in the post-Lasso type estimation at the correspond-

ing quantiles. For example, the variable Occupation: Manual is significant at most quantiles between 0.08 

and 0.36 in the post-Lasso type estimation, yet it is only selected at quantiles from 0.11 to 0.14, 0.23 and 

0.24 by group bridge. The selection does not work well for quantiles between 0.16 and 0.22, because only 

less than or equal to 5 variables are selected at these quantiles, less than half of the numbers for the quan-

tiles nearby. It could be due to the steepness or flatness of the cumulative incidence as discussed in Section 

5. In all, we think that the selection results at each quantile indicate the important variables for the question 

in mind, yet it is safer to use the union of all selected variables for the post-Lasso type estimation, as the 

selection could be affected by many factors. The disadvantage is that the significance levels may be con-

siderably reduced due to high multicollinearity. 

Table 7 shows estimated trimmed mean effects and the constant test for these variables. The sign of a 

trimmed mean estimate shows the direction of the respective covariate effect on average over the quantiles. 

For example, the negative sign of Occupation: Manual suggests that individuals with manual occupation 

on average tend to have ceteris paribus shorter employment durations with exit to retirement. Most of the 

signs are the same as in Table 3. The trimmed mean effects for almost all variables in the labor market 

register AKM and population register BEF are highly significant, while more than half of the financial 

variables in the income register IND are not. The constant test suggests that most variables in AKM have 
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varying effects over quantiles, while the opposite is the case for BEF and IND. The results are in line with 

the graphical patterns of the coefficient estimates in Figures 4a and 4b – the estimates change either sig-

nificantly or insignificantly across quantiles. For example, the test result and graph on Occupation: Man-

ual show that having a manual occupation significantly shortens the employment durations with exit to 

retirement only at shorter durations. At longer durations, this effect becomes insignificant. Because the 

variables of the BEF and IND registers possess multicollinearity patterns, the resulting estimates show a 

lack of significance and it is difficult to trace out the covariate effects sharply. A failure to reject a trimmed-

mean effect or a constant effect should be therefore interpreted with some caution in these cases. Overall, 

the results support the relevance of the quantile regression model in providing detailed information on the 

heterogeneous effects of covariates on the conditional quantiles of cumulative incidences. 

 

Table 7 Trimmed Mean Effects and Constant Test Results 

Register Within-Register Variable 
Trimmed Mean Effect   Constant Test 

    Est. P Value   P Value 

AKM 

Occupation: Operation/Transport -0.186 0.023   0.003 

Occupation: Manual -0.223 0.000   0.000 

Occupation: Military -0.894 0.000   0.130 

Occupation: Professional 0.073 0.001   0.000 

Municipal employment -0.112 0.000   0.000 

Employed: Basic level -0.102 0.001   0.018 

BEF 

Date of birth 0.009 0.000   0.000 

Divorced 0.073 0.024   0.005 

Family: Married couple or registered partnership -0.005 0.910   0.630 

Household: Married couple -0.085 0.030   0.750 

Male 0.117 0.000   0.380 

IND 

AM-income (mil.) 0.562 0.002   0.370 

Other capital income (mil.) 0.109 0.800   0.370 

Contributions to union, unemp. insurance, and PEW (thous.) -0.006 0.042   0.250 

Contributions to PEW (thous.) -0.123 0.000   0.000 

Rental value of own housing (mil.) 0.044 0.940   0.640 

Bonded debt (mil.) 0.031 0.380   0.840 

Taxable personal income (mil.) 0.045 0.790   0.180 

Total debt (mil.) 0.016 0.460   0.690 

Interest expense on mortgage debt (mil.) 0.939 0.095   0.620 

 

Figure 5 shows the kernel density estimates of the implied conditional quantiles of the cumulative inci-

dence function for each quantile from 0.01 to 0.58 for all individuals in the sample. We use the estimates 

from the post-Lasso type estimation to compute the estimated conditional quantiles. Panel A shows the 

difference (in weeks) between the estimated conditional quantiles and the duration from the first week of 

2009 until one reaches age of 65. Remember that 65 is the official retirement age, so a positive value 

indicates that an individual is estimated to retire late, i.e. to retire after the official retirement age, and a 

negative value indicates that an individual is estimated to retire early, i.e. to retire before the official re-

tirement age. Panel B shows the estimated conditional quantiles. The estimated conditional quantiles cover 

the range of observed durations, where the longest durations in the sample are right-censored and are 418 

weeks (compare Figure 1). The higher the quantiles, the more the curves are to the right, where we observe 

longer employment durations with exit to retirement. The estimated conditional quantiles for the lower 
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and middle quantiles capture the first two peaks in Figure 1. The estimated conditional quantiles for the 

higher quantiles not only capture the third peak, but also cover the right-censored durations in the sample, 

where individuals are still employed and not retired yet. Additionally, we provide Figure S.3 in Supple-

mentary Material S.8, where only the selected variables at each quantile are used to compute the estimated 

conditional quantiles at the corresponding quantiles. In this case, the model is estimated for 𝜏 from 0.01 

to 0.85. The results are quite different. We no longer obtain fitted values that correspond to late retirement, 

as the differences between the estimated conditional quantiles and the duration until one reaches age of 

65 are centered at zero for quantiles from 0.47 to 0.85 (Panel A of Figure S.3). At the same time, the 

estimated conditional quantiles are concentrated at around 300 weeks for these quantiles (Panel B of Fig-

ure S.3). The strongly reduced variation in the fitted values is because the selected variable sets become 

smaller and smaller for the higher quantiles. Overall, this also points to the results for the union of selected 

variables being more convincing, because the estimated conditional quantiles cover the full range of the 

observed durations, and some unselected variables appear significant at the corresponding quantiles. 

 

 
Fig.5 Distribution of Fitted Conditional Quantiles 

 

7 Conclusions and Discussion 

 

We present how machine learning, in particular, (adaptive) group bridge is helpful for bi-level variable 

selection in the competing risks quantile regression. To our knowledge, this is the first application of 

(adaptive) group bridge variable selection techniques in economics or social sciences and the first appli-

cation of (adaptive) group bridge with competing risks quantile regression in high-dimensional linked 

administrative data. A union of 6 out of 16 registers and 32 out of 397 within-register variables are selected 

in Table 3 and 7. The selected variables contain demographic, socioeconomic, financial, and labor market 

information, have reasonable interpretation, and are significant in the unpenalized competing risks quan-

tile regression. From the competing risks quantile regression model, we find that the magnitudes and sig-

nificance levels of most estimated coefficients change strongly across quantiles, suggesting heterogeneous 

effects on transitions from employment into retirement for different durations and thus different retirement 

programs. All in all our results appear plausible and suggest that the (adaptive) group bridge can drastically 

reduce the dimensionality of the model, while maintaining a good model fit. We therefore suggest it should 

be included in the statistical toolbox of applied economic research. Our results should be also of interest 

to data providers of similar data. Linked administrative data are highly confidential and only access to 
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relevant information should be granted. Our results suggest that many highly sensitive variables are unse-

lected and therefore actually do not contribute to the analysis. Therefore, data providers could use such 

tools in the initial stages of a project to restrict data access to relevant pieces of information. 

Although, we do not analyze other exit routes out of employment, the quantile regression results provide 

differentiated evidence for the role of variables to change with retirement program. If we used a mean 

regression or a binary response model, the diversity of effects could not be revealed. In our analysis, most 

people enter into either early retirement pension or old age pension, which are clearly separated in terms 

of durations, and the quantile regression technique enables us to distinguish the heterogeneous effects of 

variables on different cumulative incidence quantiles.  

However, we do face some challenges. The potential multicollinearity and misclassification in our data 

and selection issues in data preparation possibly affect our results. Another problem associated with mul-

ticollinearity is that we cannot trace out the role of a register if relevant within-register variables are 

dropped due to their high correlation with variables from other registers. (Adaptive) group bridge allows 

the same variable to appear in different groups, but in our case, we have different but highly correlated 

variables. So, additional work is required to handle this problem. To generalize the validity of the bootstrap 

inference, it would be of interest to carry over the wild bootstrap procedure of Wang et al. (2018) to the 

penalized competing risks quantile regression model. 
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Appendix 1  

 

Complete algorithm for the (adaptive) group bridge: 

1. Choose a certain quantile. 

2. Set up a 4-dimensional grid 𝒢 = 𝜉𝑁 × 𝛾 × 𝜈 × �̃� = 𝜉𝑁 × {0.25, 0.5, 0.75} × {0, 0.5, 1, 1.5, 2} × �̃�

for the tuning parameters. Following Friedman et al. (2010), we choose 100 uniformly spaced values 

for 𝜉𝑁. The upper bound is the smallest value where none of the variables is selected and the lower 

bound is the upper bound divided by 1000. For the initial estimator �̃�, we use the group bridge esti-

mator or the unpenalised competing risks quantile regression estimator to compute the individual 

weights for the adaptive group bridge. 

3. Choose one grid point of the tuning parameters (𝛾, 𝜈, �̃�). For each value of the tuning parameter 𝜉𝑁, 

repeat the following steps for 𝑡 = 1,…  until practical convergence indicated by ‖�̂�𝑡(𝜏) −

�̂�𝑡−1(𝜏)‖
1
< 0.001, and save the estimated coefficients �̂�(𝜏) after practical convergence: 

a) Compute 𝜃𝑗
(𝑡)

= 𝐴𝑗
1−𝛾

(
1−𝛾

𝛾
)
𝛾
(∑ (

|𝛽
𝑗𝑘
(𝑡−1)

(𝜏)|

|�̃�𝑗𝑘(𝜏)|
𝜈⁄ )

𝐴𝑗
𝑘=1

)

𝛾

 for all groups 𝑗 = 1,… , 𝐽, where for 

the first iteration 𝛽𝑗𝑘
(0)(𝜏) = �̃�𝑗𝑘(𝜏). 

b) Solve the minimization problem of (adaptive) group bridge 

�̂�𝑡(𝜏) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑏(𝜏)

 𝑈𝑁(𝑏(𝜏), 𝜏) + 𝜉𝑁 ∑ ((
𝜃𝑗
(𝑡)

𝐴𝑗
)

1−
1

𝛾

∑ (
|𝑏𝑗𝑘(𝜏)|
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𝐴𝑗
𝑘=1

)
𝐽
𝑗=1

= 𝑎𝑟𝑔𝑚𝑖𝑛
𝑏(𝜏)

 𝑈𝑁(𝑏(𝜏), 𝜏) + 𝜉𝑁 ∑ ∑ 𝑤
𝑗𝑘
(𝑡)

|𝑏𝑗𝑘(𝜏)|
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𝑘=1

𝐽
𝑗=1

, 

where 𝑤𝑗𝑘
(𝑡)

= (
𝜃𝑗
(𝑡)

𝐴𝑗
)

1−
1

𝛾

×
1

|�̃�𝑗𝑘(𝜏)|
𝜈. 

4. Now we have estimates �̂�(𝜏) for 100 values of the tuning parameter 𝜉𝑁. Then we compute the BIC-

type criterion proposed by Ahn and Kim (2018), 

2

𝑁
𝑈𝑁(�̂�(𝜏), 𝜏) + 𝑝𝑁 𝑙𝑛(𝐾)

𝑙𝑛(𝑁)

2𝑁
.  

Choose the optimal 𝜉𝑁 that leads to the smallest criterion value and save the criterion value. 

5. Repeat (3)-(4) for all grids points of (𝛾, 𝜈, �̃�). The tuning parameters (𝜉𝑁
∗ , 𝛾∗, 𝜈∗, �̃�∗) that leads to 

the smallest criterion value gives the optimal estimates �̂�(𝜏). 


