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Abstract

This thesis concerns financial markets and monetary policy. It consists of three chapters

on the topics of insurance pricing, asset pricing and the economic effects of monetary

policy respectively. The chapters can be read independently.

The first chapter considers the investment strategies of insurance companies and their

impact on the pricing of insurance contracts. Our paper proposes and tests a new theory

of insurance pricing, which we call “asset-driven insurance pricing”. Consistent with

the theory, we show empirically that (1) insurers with more stable insurance funding take

more investment risk and, therefore, earn higher average investment returns; (2) insurance

premiums are lower when expected investment returns are higher, both in the cross section

of insurance companies and in the time series. Our findings indicate that the assets and

liabilities of insurance companies are more connected than previously thought.

The second chapter presents a new decomposition approach for stock returns that is

based on the sensitivity of the stock price with respect to expected returns and dividends

at various horizons. Our method splits unexpected stock returns into news about cashflows

and news about discount rates using observables. This decomposition, which is computed

from the prices of traded financial products, avoids many of the model-implied assumptions

associated with standard decomposition approaches. We apply our new decomposition in

2020, shedding light on the evolution of the return on US stocks during the COVID crisis.

The third chapter considers the effects of monetary policy on the economy. I document

rich heterogeneity in business cycles across U.S. states. As a result, state-level Taylor rules

imply very different optimal monetary policies across states. To exploit the cross-sectional

variation, I present a granular approach to monetary policy identification. The intuition

behind the approach is that shocks to economic activity in one state can lead to changes

in monetary policy, which are exogenous monetary policy shocks from the perspective of

other states. I implement this approach in the United States and find large effects of
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monetary policy changes on future unemployment rates.
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Summaries in English

Asset-Driven Insurance Pricing

Insurance companies receive premiums from consumers at the start of insurance contracts,

and, in exchange, promise to pay claims on the contracts at future dates. There are

two important features of these contracts. The first is that the claims are uncertain,

which creates risk for the insurance company. To compensate themselves for this risk,

insurers can charge contract prices that are greater than the expected claims, and thus

generate insurance underwriting profits. The second feature is the timing of the cashflows.

Insurance companies receive premiums at the start of contracts and paying claims later.

In effect, they are borrowing money from their consumers. Insurance companies can thus

generate investment profits on insurance contracts by investing premiums before claims

come due.

This chapter of the thesis considers the impact of insurance company investment strate-

gies on their pricing of insurance contracts. A growing body of evidence in the literature

has shown that there is significant risk in the asset portfolios of insurers (Ellul et al.

(2011), Becker and Ivashina (2015), Becker et al. (2020), Ge and Weisbach (2020), Ellul

et al. (2020)). However, the implications of these risky asset portfolios for insurance pricing

is under-explored. To help bridge this gap, we propose and test a new theory of insur-

ance pricing, which we call “asset-driven insurance pricing”. This pricing behaviour shows

that insurance companies set insurance premiums lower when their expected investment

returns on risky assets are higher.

The previous assumption in the literature was that all the profits from risky investment

strategies should go to the owners of the insurance company (i.e. the shareholders).

However, we show that some of these risky investment profits instead go to the consumers

of the insurance company (i.e. the policyholders). To explain this pricing behaviour, we

argue that insurance companies have a competitive advantage investing into illiquid asset

7



markets due to the stable funding that insurance underwriting provides. Consistent with

this interpretation, we find that the insurance companies with the most stable insurance

funding (a) invest a larger faction of their assets into illiquid assets, and (b) set lower

premiums relative to their competitors when returns to illiquid assets are higher.

In summary, we contribute to the literature by uncovering a new stylized fact and

presenting theory that explains this fact: insurance premiums are asset driven.

A Stock Return Decomposition Using Observables

What news drives fluctuations in the price of the stock market? This chapter of the thesis

contributes to this central question in the asset pricing literature.

In theory, the price of the stock market is the present value of all its future dividends.

A fall in the price can therefore be due to investors expecting future dividends to be

lower (cashflow news), or the value of the dividends to investors decreasing (discount rate

news). Standard approaches to decomposing these two sources of variation are based

around methods first proposed by Campbell and Shiller (1988). However, as shown by

Chen and Zhao (2009), there are several problems with these approaches that arise due

to the sensitivity of results to the inputs used in the models.

To overcome the issues, we show that one can get a long way towards a decomposition

of unexpected stock market returns into cash flow news and discount rate news using the

prices of traded financial products. Our contribution is therefore to provide a model-

free method of decomposition that does not require some of the assumptions usually

made in the literature. Our approach has been made possible by the introduction of

many new financial products to financial markets in recent decades, including index-linked

government bonds, dividend futures and equity options. We show how to convert the prices

of these products into an overall stock market return decomposition.

We use our approach to understand the evolution of the stock market over the COVID

crisis in 2020. Our decomposition reveals three key facts. First, risk premium increased

sharply as the crisis intensified in March, contributing 14 percent of the 26 percent market

decline up to March 18. Second, the market recovery was heavily influenced by declining

real rates, which contributed a positive 18 percent to the realized stock return for the year.

Third, news about dividends out to 10 years had a modest effect with a larger role for a

decline and subsequent recovery of expectations for more distant dividends.
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A Granular Identification of Monetary Policy

Monetary policy is action that a country’s central bank takes to influence how much money

is in the economy and how much it costs to borrow. Conventional wisdom is that monetary

policy decisions matters qualitatively for the economy. However, the quantitative impact

of monetary policy changes is still poorly understood.

In this chapter of the thesis, I contribute to the literature by presenting a new approach

for identifying the quantitative impact of monetary policy on the economy. Any identifi-

cation approach needs random variation in monetary policy, and the idea behind mine is

to use cross-sectional variation in economy activity within a currency union. A shock to

the economic growth of one region in a currency union can lead to a change in monetary

policy, with this change in monetary policy in effect random from the perspective of the

other regions.

There are many monetary policy identification methods that have been applied pre-

viously in the literature,1 which all rely on truley random variations in monetary policy.

However, Ramey (2016) highlights that monetary policy shocks are small and rare due to

the predictable nature of monetary policy decisions, which makes identification this way

challenging. An appealing contribution of my approach is therefore that it works even in

the extreme case where monetary policy is completely predictable.

I implement the approach in the U.S. and find a strong effect of monetary policy on

unemployment rates. When the central bank increases the interest rate by 1 percentage

point, I find that unemployment increases by 1.8 percentage points over the next 15

months. The effect is larger than existing estimates in the literature, indicating a more

important role of monetary policy than previously estimated.

1including narrative methods (Friedman and Schwartz (1963)), VAR model’s (Christiano et al. (1999)),

deviations from Taylor rules (Romer and Romer (2004) Coibion (2012)), and high-frequency methods

(Gertler and Karadi (2015) Nakamura and Steinsson (2018))
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Summaries in Danish

Aktiv-drevne Forsikringspræmier

Ved indg̊aelsen af en forsikringskontrakt modtager forsikringsselskabet en forsikringspræmie

fra kunden mod et løfte om en fremtidig udbetaling. En s̊adan forsikringskontrakt har to

vigtige kendetegn. For det første er størrelsen p̊a den fremtidige udbetaling usikker, hvilket

udgør en risiko for forsikringsselskabet. Som kompensation for denne risiko kan forsikrings-

selskabet kræve en forsikringspræmie som overstiger det forventede tab p̊a kontrakten, og

s̊aledes generere en profit. Det andet kendetegn er timingen af betalingerne. Forsikringssel-

skabet modtager forsikringspræmien umiddelbart efter kontrakten er indg̊aet, og udbetaler

først senere. Det betyder at forsikringsselskaber i praksis l̊aner penge af deres kunder. For-

sikringsselskaber kan s̊aledes generere en profit ved at investere forsikringspræmien inden

en eventuel udbetaling indtræffer.

Dette kapitel i afhandlingen omhandler forsikringsselskabers investeringsstrategier og

hvordan disse p̊avirker prisen p̊a forsikringer. Et stadigt stigende antal akademiske artik-

ler har p̊avist at forsikringsselskaber p̊atager sig betydelige risici i forbindelse med deres

investeringer ((Ellul et al. (2011), Becker and Ivashina (2015), Becker et al. (2020), Ge and

Weisbach (2020), Ellul et al. (2020)). Hvordan dette p̊avirker prisen p̊a forsikringer er dog

et uudforsket spørgsm̊al. Vi besvarer spørgsm̊alet i denne artikel ved b̊ade at fremlægge

en ny teori for prissætning af forsikringskontrakter, og ved at teste denne teori empirisk.

Vi kalder denne nye teori for ”aktiv-drevne forsikringspræmier”. Vi viser b̊ade teoretisk

og empirisk at forsikringsselskaber sætter lavere priser p̊a deres forsikringer n̊ar de har

højere forventede afkast p̊a deres aktiver.

Den akademiske litteratur p̊a omr̊adet har tidligere antaget at al profit fra risikable

investeringer ville tilfalde forsikringsselskabets ejere (dvs. aktionærerne). I modsætning

til denne antagelse p̊aviser vi at en del af den profit der generes gennem forsikringssel-

skabets investeringer, tilfalder selskabets kunder gennem lavere forsikringspræmier. Vi
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argumenterer i artiklen for at denne prissætning kan forklares ved at forsikringsselskaber

har en konkurrencemæssig fordel n̊ar det kommer til at investere i illikvide aktiver p̊a

grund af den stabile finansieringskilde som forsikringspræmierne udgør. Vi finder, i ov-

erensstemmelse med denne fortolkning, at forsikringsselskaber med stabil finansiering fra

forsikringspræmier (a) investerer en større andel af deres portefølje i illikvide aktiver, og

(b) sætter lavere præmier end deres konkurrenter n̊ar de forventede afkast p̊a illikvide

aktiver stiger. For at opsummere, vi bidrager til litteraturen p̊a omr̊adet ved at fremlægge

et nyt stiliseret faktum, og en teori som forklarer dette faktum: forsikringspræmier er

aktivdrevne.

En dekomposition af aktieafkast ved brug af handlede aktiver

Hvilke nyheder driver ændringer af prisen p̊a aktiemarkedet? Dette kapitel i afhandlingen

besvarer til dette centrale spørgsm̊al i litteraturen om prissætning af finansielle aktiver.

I teorien er prisen p̊a det samlede aktiemarked den nutidige værdi af alle fremtidige

dividender. Et fald i aktiemarkedet kan derfor skyldes et fald i investorernes forventninger

til de fremtidige dividender (dividendenyheder), eller et fald i nutidsværdien af de frem-

tidige dividender (diskonteringsnyheder). Den klassiske tilgang til adskillelse af disse to

kilder til variation i aktiepriser er baseret p̊a metoder som blev introduceret første gang

af Campbell and Shiller (1988). Der er dog, som vist i Chen and Zhao (2009), adskillige

problemer med den klassiske tilgang grundet resultaternes følsomhed over for modelinput.

Vi viser i dette papir at man i høj grad kan overkomme problemerne med den klassiske

tilgang ved at bruge priser p̊a handlede finansielle aktiver til at adskille dividendenyheder

fra diskonteringsnyheder. Vores bidrag er at udvikle en modelfri dekompositionsmetode,

som ikke beror p̊a de antagelser som litteraturen traditionelt set har gjort brug af. Vores

metode er muliggjort af en række finansielle aktiver som er blevet introduceret i løbet af

de sidste årtier s̊asom indekserede statsobligationer, dividendefutures og aktieoptioner. Vi

viser hvordan man kan anvende priserne p̊a disse produkter til en dekomposition af det

samlede aktiemarked.

Vi bruger vores nye metode til at forst̊a bevægelserne i aktiemarkedet under Covid-

krisen i 2020. Vores dekomposition afslører tre centrale observationer. Den første observa-

tion vi gør er at risikopræmien steg dramatisk i marts da krisen intensiveredes. Konkret

udgjorde stigningen i risikopræmien 14 af de 26 procent som markedet faldt frem mod

den 18 marts. Den anden observation er at markedets genopretning efter den 18 marts
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var stærkt p̊avirket af en faldende realrente som alene bidrog med 18 procent til årets

realiserede aktieafkast. Den tredje og sidste observation vi gør er at nyheder om dividen-

der til udbetaling inden for de næste ti år havde en moderat effekt p̊a markedets fald og

dets efterfølgende genopretning, mens nyheder om dividender med længere tidshorisonter

spillede en større rolle.

En granulær identifikation af pengepolitik

Pengepolitik er handlinger som et lands centralbank foretager for at p̊avirke pengemæng-

den i økonomien, og de overordnede l̊aneomkostninger. Den konventionelle visdom har

hidtil været at pengepolitik har en kvalitativ betydning for økonomien, mens den kvanti-

tative betydning af pengepolitik endnu ikke har været tilstrækkeligt forst̊aet.

I dette kapitel af afhandlingen bidrager jeg til den akademiske litteratur ved fremlægge

en ny tilgang til at identificere pengepolitikkens kvantitative indflydelse p̊a økonomien.

Enhver identifikation beror p̊a variation i pengepolitikken, og idéen bag min tilgang er at

benytte variation i økonomisk aktivitet p̊a tværs af medlemsstater i en valutaunion. En

ændring i den økonomiske vækst i en medlemsstat kan føre til en ændring i pengepolitikken

for hele valutaunionen. Denne ændring i pengepolitikken kan betragtes som fuldstændig

tilfældig af de andre medlemmer i valutaunionen.

Den akademiske litteratur har tidligere forsøgt at identificere effekten af pengepolitik.

,2 som alle gør brug af ren eksogen variation i pengepolitikken. Ramey (2016) pointerer

dog at denne slags ren eksogen variation i pengepolitik er sjælden og lille i størrelse. Dette

skyldes at pengepolitik i høj grad er forudsigelig, hvilket besværliggør identifikationen.

Min metode har den tiltalende egenskab at den fungerer selv i det ekstreme scenarie hvor

pengepolitikken er fuldt ud forudsigelig.

Jeg implementerer min tilgang p̊a data fra USA og finder at pengepolitikken har en

stærk effekt p̊a arbejdsløsheden. N̊ar den amerikanske centralbank øger renten med et

procentpoint, stiger arbejdsløsheden med 1.8 procentpoint over de følgende 15 m̊aneder.

Denne effekt er større end hvad man tidligere har kunnet p̊avise i den akademiske litteratur,

hvilket indikerer at pengepolitik er vigtigere end hidtil antaget.

2Disse inkluderer narrativ metoder (Friedman and Schwartz (1963)), VAR modeller (Christiano et al.

(1999)), afvigelser fra Taylor reglen (Romer and Romer (2004) Coibion (2012)), og metoder der gør brug

af højfrekvens data (Gertler and Karadi (2015) Nakamura and Steinsson (2018))
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Chapter 1

Asset-Driven Insurance Pricing

Benjamin Knox and Jakob Ahm Sørensen1

We develop a theory that connects insurance premiums, insurance compa-

nies’ investment behavior, and equilibrium asset prices. Consistent with the

model’s key predictions, we show empirically that (1) insurers with more sta-

ble insurance funding take more investment risk and, therefore, earn higher

average investment returns; (2) insurance premiums are lower when expected

investment returns are higher, both in the cross section of insurance compa-

nies and in the time series. We show our results hold for both life insurance

companies and, using a novel data set, for property and casualty insurance

companies. Consistent findings across different regulatory frameworks helps

identify asset-driven insurance pricing while controlling for alternative expla-

nations.
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for the helpful comments from Peter Feldhütter, Robin Greenwood, Sam Hanson, Sven Klingler, Ralph

Koijen, David Lando, Stefano Rossi, Andrei Shleifer, David Sraer, Daniel Streitz, Tuomas Tomunen (discus-

sant) and Annette Vissing-Jorgensen, as well as seminar participants at Berkeley Haas, BI Oslo, Bocconi,

Boston University, Copenhagen Business School, ESSEC, ESPC, Federal Reserve Board, London School

of Economics, Harvard Business School, Queen Mary, South Carolina, Stockholm School of Economics,

Tilburg University and University Carlos III de Madrid, as well as participants at the Nordic Finance

Network Young Scholars Conference. The authors gratefully acknowledge support from the FRIC Center

for Financial Frictions (grant no. DNRF102).
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1.1 Introduction

This paper proposes and tests a new theory of insurance pricing, which shows that in-

surance premiums are lower when insurance companies have higher expected investment

returns. We call this way of setting premiums “asset-driven insurance pricing”. Our the-

ory and evidence connects two important functions of the insurance industry, namely the

pricing of insurance products and the allocation of its assets. Insurance products facilitate

risk-sharing for 95% of all US households, and the premiums fund large asset portfolios,

with US insurers holding marketable asset worth $11.2 trillion as of Q4 2019.2 Hence,

insurance companies are both economically important asset allocators and facilitators of

risk sharing, and we show that these two functions are more connected than previously

thought.

The traditional view of insurers is that their main business – and therefore their main

source of risk and return - is insurance underwriting. Such a view has little consideration

for insurer’s asset allocation decisions in the context of insurance premium pricing. How-

ever, recent evidence shows that there is significant risk in the asset portfolios of insurers

(Ellul et al. (2011), Becker and Ivashina (2015), Becker et al. (2020), Ge and Weisbach

(2020), Ellul et al. (2020)). Indeed, contrary to the traditional view, risk-free assets make

up only 10% of investment portfolios, with insurers instead investing heavily in illiquid

credit markets. This behaviour in their investment portfolios motivates our two main

research questions: (1) Why do insurers have such high exposure to credit and liquidity

risk in their asset portfolios? (2) Do the expected investment returns on these portfolios

affect how they set premiums?

We address these questions by considering a model of insurance premiums and illiq-

uid asset prices and by presenting consistent empirical evidence. We show asset-driven

insurance pricing holds in both the time series and the cross section of insurance compa-

nies, in good and bad times, and for both life insurance companies and the property and

casualty (P&C) industry. The P&C results use novel data, which, due to the industry’s

distinct regulatory framework relative to the Life Insurance industry, helps us to identify

asset-driven insurance pricing from alternative mechanisms of insurance pricing. We also

present evidence of asset-driven insurance pricing following changes to investment returns

2For a sense of the order of magnitude, note that the total value of insurer marketable assets is in excess

of 40% of the US Treasury and corporate bond markets combined. Data sources: Insurance Information

Institute, Financial Accounts of the United States (Fed Reserve), SIFMA Fact Book.
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due to mergers.

Our model features two types of agents, investors and insurance companies. There

are also two assets, one liquid and one illiquid. All agents face an exogenous cost from

selling the illiquid asset before maturity, and, in the spirit of Diamond and Dybvig (1983),

investors are ex-ante uncertain whether they are early or late consumers. These assump-

tions combine to generate an endogenous liquidity risk premium. The key insight of the

model is that insurers enjoy relatively more certainty on the timing of cash flows due to

the diversification benefit of underwriting many homogeneous insurance policies. This

diversification creates stable insurance funding, which is an advantage when investing in

illiquid assets.

Insurance companies with more stable insurance funding are able to extract more value

from illiquid assets and therefore allocate a greater fraction of assets to illiquid investments

(Proposition 1). In the time series, when the excess return on the illiquid asset is higher, the

marginal cost of supplying insurance is lower, insurers compete for funding, and insurance

premiums are set lower in the aggregate (Proposition 2). In the cross section, insurance

companies that take more investment risk and have higher expected returns are able to set

lower premiums relative to competitors (Proposition 3). The model’s predictions rest on a

violation of the Modigliani and Miller (1958) capital irrelevance theorem. We argue that

an investor’s funding structure matters when a illiquidity return premium is available in

asset markets, and insurers’ funding choices determine their ability to earn the illiquidity

return premium.

To test Proposition 1, we calculate rolling 5-year estimates of the standard deviation

of insurer’s underwriting profitability. Using data from 2001-2018, we find that insur-

ers with more stable underwriting profitability have lower allocations to cash assets and

higher allocations to credit assets (and take more credit risk within their credit portfolios).

Our results extend on Ge and Weisbach (2020), who show that large insurers take more

investment risk. Assuming large insurers have more diversification benefits in their un-

derwriting businesses, this initial result is consistent with our model prediction. However,

our findings take this a step further, showing that, even when comparing firms of equal

size, the insurer with less volatile underwriting performance takes more investment risk.

The finding provides evidence that insurer’s asset allocation decision depends on firm-level

characteristics, and specifically on the stability of cash flows in their underwriting busi-

ness. According to our model, the explanation is that insurers use the stability of the

19



insurance funding to earn liquidity premium on their assets.

To test Proposition 2 and the time series of premiums, we use credit spreads as a

proxy for industry-wide expected investment returns. Figure 1.1 presents an illustrative

example in the life insurance industry, plotting the industry average insurance premium

against credit spreads (on an inverse axis scale). The figure shows that insurance premiums

are lower when insurance companies have higher expected investment returns. Our main

dependent variable in the Life Insurance industry are annuity markups as calculated in

Koijen and Yogo (2015). Across products, we find a 100bp increase in credit spreads leads

to a 50bp decrease in an annualised annuity markup on average, with a t-statistic of 4.03

controlling for other effects. The average markup is 1%, and hence the 50bps decrease

mean insurers drop their markups by half when they can earn 100bp more buying corporate

bonds. This sensitivity is an economically significant effect. In the P&C industry, we

use insurers’ reported underwriting profitability as the main dependent variable. This

measure is the ratio of their insurance underwriting profit to their insurance underwriting

liabilities. We interpret lower underwriting profit as evidence of lower premiums. We find

that the industry average underwriting profitability ratio falls by 1.31 standard deviations

(t-statistic of 4.68 with full controls) when lagged credit spreads increase by one standard

deviation.

To test Proposition 3, we use insurer’s reported accounting investment returns to mea-

sure cross sectional variation in investment opportunities. The analysis utilizes a rich

heterogeneity in investment portfolios across insurers. At any point in time, we show that

the level of credit risk in credit portfolios explains the majority of variation in accounting

returns, and that this variation predicts future returns, consistent with our interpretation

that accounting returns captures insurers’ expected investment returns.3 We consistently

find that the insurers with higher expected investment returns set lower insurance prices.

In the life insurance industry, an insurer with an expected investment return one stan-

dard deviation higher than competitors reduces their relative markup by 0.05 standard

deviations (t-statistic 2.77). In the P&C industry, we find an insurer with a one standard

deviation higher expected investment return has an underwriting profitability ratio 0.03

standard deviations lower than competitors (t-statistic 5.45). The magnitudes are not as

large as in the time series, showing that investment returns have more affect on industry

3Anecdotal evidence from market participants also tells us that insurers consider accounting returns

to reflect future expected investment returns.
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average premium, rather than relative pricing in the cross section of premiums.

We provide further evidence of asset-driven insurance pricing with three extensions to

our analysis. First, in the cross section of P&C insurers, we implement an instrumental

variable estimation, using underwriting funding volatility and firm size (from the test of

Proposition 1) as instruments for insurer’s investment returns. We show that when in-

strumented investment returns are 100bps higher, insurance premiums are 0.3 percentage

points lower. Second, in the cross section of life insurers, we use a series of shocks to

investment return due to mergers. When insurer companies are purchased by other insur-

ers, their investment returns change as their portfolios adapt to the investment strategy of

their acquiring insurance company. Using a difference in difference analysis, we show how

insurance premiums fall (rise) in response to increases (decreases) in investment returns

that are driven specifically by merger events. Third, in the time series, we show that the

sensitivity to credit spreads is driven by expected excess return on bonds, as proxied by

the Gilchrist and Zakraǰsek (2012) excess bond premium, rather than the component of

credit spreads that reflects expected default risk.

To understand our contribution, it useful to think of insurance premiums as the product

of:

Premium =
E [Claim]

1 +RF︸ ︷︷ ︸
Actuarial price:

(Hill, 1979)
(Kraus and Ross, 1982)

× Markup︸ ︷︷ ︸
Imperfect competition
(Mitchell et al., 1999)

× Shadow Cost︸ ︷︷ ︸
Regulatory capital constraints
(Froot and O’Connell, 1999)

(Koijen and Yogo, 2015)
(Ge, 2020)

× 1 +RF

1 +RI︸ ︷︷ ︸
Asset-driven insurance pricing

(this paper)

The first term is the expected claim discounted at the risk free rate. It is typically

considered to be the insurers’ marginal cost of underwriting a policy. The basic intuition is

that an insurer can invest premiums received in a portfolio of Treasury bonds that replicate

the expected liabilities. Due to the time value of money, the marginal cost is therefore

lower than the expected claim. The second term results from imperfect competition, and

the third term rests on theories of financial frictions. When insurers are capital constrained

and their access to external finance is costly, they deviate from their optimal unconstrained

premium price in order to improve their regulatory capital position. The contribution of

this paper is to return to the fundamental question of what insurance companies consider

to be their time value of money. We challenge whether it is the risk-free rate, as the

actuarial price suggests, instead arguing that insurers’ also use the liquidity premium in

their expected investment return, RI , such that the discount rate is higher than the risk-

free rate. The rational is based on there being a liquidity friction in asset markets, with
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insurance companies able to take advantage of this due to their unique funding source.

We consider the other channels of insurance pricing in our analysis, with particular

focus on capital constraints (Froot and O’Connell (1999), Koijen and Yogo (2015), Ge

(2020)), which has previously been shown to drive insurance prices. To guide the empirical

analysis, we first extend the model with a statutory capital constraint that, in the spirit of

Koijen and Yogo (2015), shows how insurance premiums can change when the constraint

is binding. To rule out this mechanism capital constraints as the driver of our empirical

results, we show that asset driven insurance pricing is present in the P&C markets industry,

where binding capital constraints should result in higher premiums, thus alleviating the

confounding variable problem. We further show that our results hold in periods where

insurance companies are unlikely to have been capital constrained. We therefore argue

that while capital constraints play an important role in insurance pricing, they are not

the only factor. Instead, insurance companies also account for expected returns when

setting prices, and this mechanism is especially important when insurance companies are

unconstrained by regulatory capital requirements.

Two other alternative mechanisms we consider empirically are differences in the demand

for insurance and also reinsurance activity. A possible explanation of our cross sectional

results is that the insurance companies which take more investment risk are more likely

to default themselves. Lower insurance premiums could thus be driven by relatively lower

demand for insurance relative to their competitors. To rule out this alternative mechanism,

we use AM Best capital strength ratings, showing that our results hold for the subset of

highly rated firms in the life industry. The results also hold after controlling for measures

of balance sheet strength in the full sample of P&C insurers. Regarding reinsurance

activity, a potential alternative hypothesis is that insurance companies that are better

able to reinsure their liabilities are therefore able to set lower premiums.4 We show our

results are robust to controlling for the fraction of an insurer’s underwriting premiums

that are reinsured.

Our paper is also related to Stein (2012), Hanson, Shleifer, Stein, and Vishny (2015),

and Chodorow-Reich, Ghent, and Haddad (2020) who also study the comparative advan-

tage of intermediaries investing in illiquid assets. As in our paper, these theories rest on a

violation of the Modigliani and Miller (1958) capital irrelevance theorem, with an asset’s

value dependent on the funding structure of the investor. In particular, intermediaries are

4We thank Stefano Rossi for this observation.
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able to earn excess returns relative to other investors. However, in the referenced papers,

the value generated flows to the equity holder of the intermediary by assumption. The key

contribution of our paper is to document that the value from stable funding can flow to

the insurer’s policy holders, rather than just the equity holders. Our finding has potential

welfare implications, with insurers offering cheaper insurance to households when financial

markets are distressed.

Novy-Marx and Rauh (2011) and Rauh (2016) document how US pension funds increase

the discount rate on their existing liabilities to reduce the present value of their reported

liabilities. We instead study how insurance companies set the price on new liabilities,

highlighting the interconnectedness of an insurer’s assets and liabilities. In this sense, our

paper relates to Kashyap, Rajan, and Stein (2002), who show study the synergies of banks

assets and liabilities. While their paper focuses on how banks provide immediate liquidity

on both liabilities and assets (i.e. credit lines), we argue insurer’s stable liabilities mean

they can take liquidity risk on their assets.

More broadly, our results relates to the intermediary asset pricing literature. Con-

straints on the liability side of intermediary’s balance sheets affect their asset preferences

(Brunnermeier and Pedersen (2009) He and Krishnamurthy (2013) and Brunnermeier and

Sannikov (2014)) which ultimately ends up changing asset prices (Ellul et al. (2011),

Adrian et al. (2014), He et al. (2017) and Greenwood and Vissing-Jorgensen (2018)) due

to intermediary’s position as marginal investors in segmented markets. We not only study

how intermediaries affect asset prices, but also consider how asset markets affect inter-

mediary liability prices. The findings of our paper therefore sheds further light on the

interdependencies of intermediaries and asset markets that has been widely discussed post

financial crisis.

In summary, we contribute to the literature by uncovering a new stylised fact and

presenting theory that explains this fact: insurance premiums are asset driven.

1.2 Model of Insurance Premiums and Illiquid Asset Prices

The economy has three periods, t = 0, 1 and 2, two types of agents, investors and insur-

ance companies, and two asset markets.

Assets. There is a liquid asset with exogenous return RF , and an illiquid asset with fixed
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supply S. The illiquid asset pays one unit of wealth at maturity t = 2, and the price at

t = 0 is determined endogenously. The defining characteristic is that the illiquid asset

incurs a cost if sold before before maturity (i.e. sold at t = 1). The seller of the asset

receives their initial investment less a cost of 1
2λx

2 dollar for every x dollar sold. The

parameter λ therefore captures liquidity conditions in the secondary market of the illiquid

asset.

Investors. A continuum of risk-neutral investors, each endowed e, are identical at t = 0.

In the spirit of Diamond and Dybvig (1983), they learn at t = 1 if they are early or late

consumers. Early consumers only care about consumption at t = 1, while late consumers

only care about consumption at t = 2. Each investor knows at t = 0 the probability ω of

being an early consumer.

If the investor chooses to a buy dollar amount θ of the illiquid asset their consumption

is

c =


e
(
1 +RF

)
− 1

2λθ
2 with probability ω (early consumer)

e
(
1 +RF

)
+ θR with probability 1− ω (late consumer)

(1.1)

where

R =
1

Asset Price
−
(
1 +RF

)
(1.2)

is the equilibrium excess return on the illiquid asset.

In the first case of equation (1.1), the investor learns they are an early consumer and

sells all assets at time 1, paying the associated transaction costs on their illiquid asset

holdings. In the second case, the investor learns they are a late consumer and holds all

assets to maturity, earning the excess return on their illiquid asset holdings.

The problem facing the investor is to choose θ to maximise expected consumption

max
θ

E [c] = e
(
1 +RF

)
+ (1− ω) θR− 1

2
ωλθ2. (1.3)

Insurance Companies. The economy’s other agent is a representative insurance com-

pany. The risk-neutral insurer receives premiums on insurance policies at t = 0 and pays

the policy claims at either t = 1 or 2. The premium P is set by the insurance company,
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and the number of policies sold is determined by the exogenously given downward sloping

demand curve

Q (P ) = kP−ε (1.4)

where ε > 1 is the elasticity of demand.

The insurer is endowed with equity capital E at t = 0 such that their total liabilities

L = E +QP (1.5)

are the sum of equity and the funding generated from the insurance underwriting business.

The total future claims underwritten are defined

C = QC̄. (1.6)

where C̄ is the policy claim on each individual contract.

We assume that the insurance business is sufficiently diversified that we can think of

total claims, C, as being a known constant. Insurance companies are thus not worried

about the size of the claims to be paid, but instead face liquidity risk as claims can

arrive at either t = 1 or t = 2. We define the fraction of total claims arriving time 1 as

τ ∈ {τ̄−σ, τ̄+σ} and assume that each state occurs with equal probability. The remaining

fraction of claims, (1− τ), arrive at time 2. Claims are on insurance products such as car

or household insurance, which are not related to the investment liquidity risk, λ, and are

held by households outside of the model.

The insurer buys dollar amount Θ ≥ 0 in the illiquid asset and puts remaining wealth

L − Θ ≥ 0 in the liquid asset. We assume both allocations are greater than or equal to

zero, so the insurer’s only source of balance sheet leverage is the funds generated from

insurance underwriting.

The insurer’s final wealth depends on the dollar amount τC of claims to be paid at

t = 1 relative to the dollar amount L−Θ invested in the liquid asset. If the insurer holds

more liquid assets than early claims, there is no sale of illiquid assets at t = 1. However, if

early claims exceed liquid asset holdings, the insurer is forced to sell a fraction of illiquid

assets before maturity. The final wealth is thus expressed with two cases

W =


L
(
1 +RF

)
− C + ΘR if τC ≤ L−Θ

L
(
1 +RF

)
− C + (L− τC)R− 1

2λ (τC − (L−Θ))2 if τC > L−Θ.

(1.7)

The first case shows the simple outcome in which the insurer holds enough liquid assets to

cover early claims and all illiquid asset holdings therefore earn the liquidity premium R.
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In the second case, the insurer sells all their liquid assets plus a portion of their illiquid

asset portfolio to cover remaining t = 1 claims. Dollar amount τC − (L−Θ) of illiquid

assets are sold before maturity and incur the associated sale cost, which we assume is paid

at t = 2. The dollar amount of unsold illiquid assets is the initial holdings minus the

sold holdings: Θ− (τC − (L−Θ)) = L− τC. These illiquid assets still earn the liquidity

premium.

The insurer’s objective function is to choose P and Θ to maximise their expected final

wealth

max
P, Θ

E [W ] (1.8)

where wealth W is defined in equation (1.7).5

Equilibrium. We conclude this section by defining the equilibrium in the economy.

The competitive equilibrium in the illiquid asset market is given by the market clearing

condition

θ∗ + Θ∗ = S (1.9)

where investor demand θ∗ and insurer demand Θ∗ are given by the optimisation problems

(1.3) and (1.8) respectively. Supply S of the illiquid asset is exogenously given. Equilib-

rium in the insurance market is also where demand equals supply, with supply given by

the insurers profit maximisation (1.8) and demand exogenously given from demand curve

(1.4).

1.3 Theoretical Results

We begin by considering the asset allocation decision of the two agents in the model. All

proofs are in Appendix 1.11.

Proposition 1 (illiquid asset allocations).

1. The investor’s equilibrium dollar investment in the illiquid asset is

θ∗ =
(1− ω)

ω

R

λ
. (1.10)

5We could also have insurance equity bought by investors,and insurance companies maximising the

present value of final wealth. As along as the discount rate is a fixed required return (for example, the

liquid return RF or the illiquid return RF + R), it is therefore independent of the insurance company’s

asset allocation, and the qualitative results of the model are unchanged. A fixed required return results

from the fact that agents are risk-neutral.
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2. The insurer’s equilibrium dollar investment in the illiquid asset is

Θ∗ = L− (τ̄ + σ)C +
R

λ
. (1.11)

The investor and insurer both increase their illiquid asset allocation in the illiquid asset

excess return, R, and reduce their illiquid asset allocation in the cost λ of selling the illiquid

asset in secondary markets. The investor and insurer also decrease their illiquid allocation

in the probability of early consumption ω and the expected fraction of claims τ̄ to be paid

early. These parameters increase the chance of costly t = 1 sales of the illiquid asset. For

the insurer, the variance σ of claims arriving early also matters for the illiquid investment

allocation. The more volatile an insurer’s funding (i.e. higher σ), the less illiquid assets

they hold.

We next consider the insurer’s pricing decision on insurance policies. We assume that

the insurer treats the excess return on the illiquid asset R as a fixed constant — that is,

they do not internalize the incremental impact of their choices on the magnitude of the

excess return. First-order conditions of equation (1.8) with respect to P therefore yields

the following proposition.

Theorem 1 (asset-driven insurance pricing). The equilibrium insurance premium P

of a policy with claim C̄ is

P =
C̄

1 +RF

(
ε

ε− 1

)(
1 +RF

1 +RI

)
(1.12)

where RI is the insurer’s expected investment return on their asset holdings that are funded

by premiums

RI =
1 +RF +R

1 + (τ̄ + σ)R
− 1 > 0. (1.13)

We can see that the insurance premium is the product of three components. The first

term, the actuarial price, is the claim discounted by the risk-free rate. The second term,

ε
ε−1 > 1, is the markup the insurer can charge due to imperfect competition.6 The final

term, 1+RF

1+RI < 1, is related to the insurer’s expected excess return on their illiquid asset

holdings. Given that the fraction of claims τ ∈ {τ̄ − σ, τ̄ + σ} arriving at t = 1 can not

exceed one, we know that RI > 0. This means that insurers set lower premiums when

illiquid investment returns are higher. We call this asset-driven insurance pricing.

6As the elasticity of demand for insurance tends to infinity, the insurer has no market power and the

markup tends to one.
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Asset-driven insurance pricing means that the premium depends on the illiquid asset

excess return R, and the funding characteristics (τ̄ and σ) of the insurer. The insurer’s

borrowing costs through insurance underwriting are now dependent on their asset alloca-

tion and funding decisions. This Modigliani and Miller (1958) violation occurs because

insurance companies can earn a risk-free liquidity premium on illiquid investments due to

their stable funding.

To understand the mechanism, note that the maximum amount of claims to be paid

by the insurer at t = 1 is (τ̄ + σ)C. This observation leads to the lower bound Θ on the

insurer’s illiquid asset holdings

Θ = L− (τ̄ + σ)C. (1.14)

Investing less than this in illiquid assets would mean forgoing liquidity premium that is

available to the insurer risk-free, so Θ∗ ≥ Θ. Other investors in the economy, on the other

hand, face the risk of selling all assets at t = 1. The Θ component of the illiquid allocation

is therefore the insurer’s source of competitive advantage relative to other investors in

the illiquid asset market. Indeed, as Θ investments earn insurers R with zero risk, these

investments lower the insurer’s marginal cost of underwriting . Insurers therefore compete

for funding and insurance premiums are set lower when R is higher.

The special case where τ̄ + σ = 1 illuminates the point. In this case, the insurer faces

the risk that all claims arrive at t = 1 and they thus have no competitive advantage. The

expected investment return on the asset holdings funded by premiums is RI = RF , and our

result nests Modigliani and Miller (1958). The insurance premium is priced by discounting

the claim by the exogenously given liquid risk-free rate, and is no longer dependent on the

insurer’s illiquid asset allocation Θ or the equilibrium liquidity premium R.

The model’s next prediction follows directly from the partial derivative of insurance

premium with respect to illiquid asset returns. While insurance companies take the illiquid

asset return as a fixed constant in their pricing decision, we also show how the illiquid

asset return moves in equilibrium with respect to exogenous shocks to liquidity.

Proposition 2 (time series of insurance premiums and illiquid asset returns).

Insurance companies set lower premiums when the expected excess returns on illiquid asset

are higher
∂P

∂R
< 0, (1.15)

with increases in equilibrium illiquid asset returns resulting from
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1. an exogenous increase in transaction costs for the illiquid asset ∂R
∂λ > 0; or

2. an exogenous increase in demand for liquidity from other investors ∂R
∂ω > 0.

Proposition 2 allows us to make predictions for the average insurance premium price,

which we expect to fluctuate over time in response to expected illiquid asset returns. When

illiquid asset returns increase, either due to exogenous shocks to liquidity or exogenous

shocks to liquidity demand from investors, insurers reduce premiums and increase funding.

Note that this behaviour makes the insurer a counter-cyclical liquidity investor. When

liquidity conditions deteriorate, insurers increase their balance sheet and illiquid asset

holdings, dampening the impact of negative liquidity shocks on equilibrium returns.

We now consider the cross section of insurance premiums. We introduce a small insurer

to the model, which we will denote with subscript i. We assume that they have mass zero,

such that they do not affect equilibrium, and that the small insurer has less stable funding

relative to competitors (i.e. σi > σ). We can see from equation (1.13) that this means

RIi < RI . The next proposition follows from this observation.

Proposition 3 (cross section of insurance premiums and illiquid asset returns).

For insurer i, with an expected investment return on illiquid investments lower than that

of the industry average (RIi < RI), the insurance premium will be set higher relative to

competitors (Pi > P ).

Proposition 3 allows us to make predictions for the cross section of insurance premi-

ums, which we expect to vary in relation to individual insurer expected investment returns

relative to their competitors.

Numerical Example. We conclude the model by illustrating how insurers’ stable fund-

ing, σ, and exogenous shocks to asset market liquidity, λ, affect insurance premiums by

way of a numerical example. We choose parameters as follows: asset supply is S = 1, in-

vestors have ω = 0.2 probability of being early consumers, insurance claims arrive at t = 1

with probability τ̄ = 0.5, elasticity of insurance demand is ε = 15, the fixed parameter in

the demand function is k = 1, claims are C̄ = 1, and the insurer is endowed with equity

capital E = 0.25.

In Figure 1.2, Panels A, we investigate how the expected return on the illiquid asset, R,

depends on the transaction costs of selling the illiquid asset, λ. We show the solution for
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three choices of funding stability of the insurer: σ = 0.1, σ = 0.3 and σ = 0.5. A lower σ

means the insurer has more stable insurance funding. We see that the illiquid asset return

increases as transaction costs increase in the secondary market. However, the sensitivity

is less steep when insurer’s funding is more stable and σ is lower.

In Panel B, we see that insurer’s illiquid asset allocation also increases in λ, as the

higher expected return encourages them to increase their exposure to the asset. The effect

is stronger the more stable the insurer’s funding is. The insurer’s stable funding therefore

makes them a counter-cyclical investor, increasing allocations when expected returns are

higher. This feedback affects the equilibrium return, explaining why the return on the

illiquid asset is less sensitive to λ when the insurer has more stable funding. The insurer

absorbs more of the illiquid asset when liquidity conditions deteriorate, dampening the

effect of liquidity on the equilibrium illiquid asset return.

Panel C shows that the insurance premium markup falls as λ increases. The insurer

is able to extract more illiquid investment returns on their assets, and thus the marginal

cost of underwriting the claim C̃ falls. In the case σ = 0.5, the insurer has no funding

advantage, with τ̄ + σ = 1 meaning they face the risk that all claims arrive at t = 1.

The premium markup and insurer asset allocation are no longer dependent on λ, with our

model nesting Modigliani and Miller (1958). The equilibrium return R is also now a linear

function of λ, with no dampening impact of a counter-cyclical insurer allocation to the

asset.

1.4 Data and Methodology

1.4.1 Measuring Insurance Prices

Life Insurance. To measure the price of life and term annuities we use the markups,

which are defined as the percent deviation of the quoted price to the actuarial price. The

actuarial price is defined as the expected claims discounted at the risk-free rate:

Actuarial Pricet =

T∑
k=1

Et [Ct+k](
1 +Rft+k

)k (1.16)

where Ct+k is the policy’s claim k periods from its inception t, and Rft+k is the k-period

risk-free rate at time t.

In addition to absolute markups, we also use annualised markups in our study. These
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are the markup divided by the duration of the expected cash flows of the product. Follow-

ing Koijen and Yogo (2015), we calculate expected cash flows and present values based on

appropriate mortality table from the American Society of Actuaries and the zero-coupon

Treasury curve Gürkaynak, Sack, and Wright (2007).

P&C Insurance. For most types of P&C contracts neither actual nor actuarially fair

prices are readily available, making it impossible to calculate a markup. However, P&C

insurers do track their pricing and underwriting performance through a measure called

combined ratio, which is reported quarterly to the market. It is defined as:

Combined Ratio =
Losses + Expenses

Premium Earned
(1.17)

where losses are the claims paid out on policies in the quarter (plus any significant re-

visions to future expected claims), expenses are the operating expenses of running the

underwriting business and premium earned are the premium received on policies spread

evenly over the life of the contracts. For example, if an insurer receives premium Pt,n

at time t on a policy that has a life of n quarterly reporting periods, then the reported

premium earned on this contract in future reporting periods t′ will be

Premium Earnedt′ =


Pt,n
n
, if t < t′ ≤ t+ n.

0, otherwise.

(1.18)

Premium earned is used in the combined ratio to ensure that realised claims are offset

against the premiums that were received to cover their payment, and prevents the measure

from being biased by changes in an insurers’ underwriting volume. If an insurer doubles

the size of their underwriting business, premiums received, Pt,n, double immediately while

realised claims, at that time, are unaffected. Calculating the combined ratio with premi-

ums received would therefore suggest a sudden improvement in underwriting (high inflows

to outflows) even though the profitability of the underwriting business is unchanged. Pre-

mium earned, on other hand, increase in future periods, at the same time that claims are

increasing due to the increased volume of business.

In our empirical analysis, we define underwriting profitability as:

Underwriting Profitabilityt =
Premium Earnedt − Lossest − Expensest

Insurance Liabilitiest−1
(1.19)

which is the profit from underwriting divided by the size of the underwriting business.

Insurance liabilities are reported by insurance companies and are the sum of “manage-

ment’s best estimate” of future losses and reinsurance payables (Odomirok et al., 2014).
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An increase in an insurer’s underwriting profit can either be created by higher premiums

relative to expected claims, or realised claims that are lower than insurer expectations.

The latter generates some noise in our measure of insurance premiums, but we assume the

noise from claim risk is uncorrelated with investment returns for our empirical analysis.

Our theory states that the predictive variables for premiums should reflect expected

investment returns at the time the policies are written, not when the earning from these

policies are reported. In our regression analysis, we therefore use annual averages over the

preceding 12 months, since the Property and Casualty insurance is usually short maturity

contracts. For example, auto-mobile insurance policies (42% of the total P&C market)

are typically standardised to have one year duration. We therefore only need expected

returns over the previous four quarters for our regression analysis.

1.4.2 Data

Life Annuity Pricing. Koijen and Yogo (2015) collate data on annuity products prices

from WebAnnuities Insurance Agency over the period 1989 to 2011. There is pricing for

3 types of annuities: term annuities (i.e. products that provide guaranteed income for a

fixed term), life annuities (i.e. products that provide guaranteed income for an unfixed

term that is dependent on survival) and guarantee annuities (i.e. products that provide

guaranteed income for fixed term and then for future dates dependent on survival). The

maturity of term annuities range from 5 to 30 years, whilst guarantees are of term 10 or

20 years. Further, for life and guarantee annuities, pricing is distinguished for males and

females, and for ages 50 to 85 (with every five years in between). The time series consists

of roughly semi-annual observations, except for the life annuities (with and without guar-

antees) which is also semi-annual, but with monthly observations during the years around

the financial crisis, 2007-2009, which is the focus of Koijen and Yogo (2015). To summarize

we have 96 insurers quoting prices on 1, or more, of 54 different annuity products at 73

different dates, which gives us 1380 company-date observations.

P&C Insurer Financial Statements. Insurance entities are required to report financial

statements to regulatory authorities on a quarterly basis. S&P Global: Market Intelligence

collates and provides this data. Our sample period is 2001 to 2018 for both Life Insurance

and P&C Insurance companies.

In total, there are 3,951 individual P&C insurance entities in our sample. Large insur-
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ance groups often have many separately regulated insurance entities under their overall

company umbrella. We aggregate the entities up to their P&C insurance groups. For

example, the two largest P&C insurance groups in our sample, State Farm and Berkshire

Hathway, have been aggregated from 10 and 68 individual insurance entities respectively.

To aggregate dollar financial variables we sum across entities. To aggregate percentages

and ratios (such as investment yield) we use the asset-value weighted average.

Our final P&C sample consists of 1,070 insurance groups running P&C businesses over

68 quarters from March 2001 through to December 2017. In total we have 44,780 firm-

quarter observations, with a minimum of 184 insurance groups available in any given

quarter and a maximum of 735. To get to this final sample we have excluded insurance

companies with less than 4 years of data, companies who never exceed $10 million in net

total assets, company-year observations where the company has less than $1 million in

earned premium over the year, and observations with non-positive net total assets and net

premium earned. We do this to ensure that the companies we are looking at are relatively

large and active. All financial statement variables are winsorized at the 5th and 95th

percentiles in each quarterly reporting period.

The financial statements provides balance sheet and net income variables. For cross

sectional analysis, our main variable is the accounting investment returns as described in

Section 1.5. We also use their average credit portfolio rating7, asset allocations and various

measures of balance sheet strength: Size (log of total assets), Asset Growth (annual change

in total assets), Leverage Ratio, Risk-Based Capital, Amount of Deferred Annuities (Life

insurers only)8, Unearned Premium to Earned Premium ratio9 and reinsurance activity

(net premiums reinsured / net premiums received). The last two are for P&C insurers

only.

For cross sectional analysis on life insurance companies, we merge S&P Global financial

statement data with the annuity markup data provided in Koijen and Yogo (2015). In the

period 2000 to 2011, the intersection of our two datasets, we are able to merge both data

with investment yields and annuity markups for 16 companies. Consistent with the P&C

data construction, we have excluded insurance companies with less than 4 years of data.

7The insurance regulator assigns bonds into six broad categories (categories 1 through 6) based on

their credit ratings, with higher categories reflecting higher credit risk. Level 1 is credit AAA-A, level 2 is

BBB, level 3 BB, level 4 is B, level 5 CCC and level 6 is all other credit.
8these unprofitable products caused constraints in the financial crisis
9this gives an indication of the remaining unpaid liabilities relative to current volume of business
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Financial Market and Macroeconomic Variables. To measure the credit spread

we use Moody’s Seasoned Baa corporate bond yield relative to 10-Year Treasury and re-

trieved from St. Louis Fed’s website (fred.stlouisfed.org). We also use the excess bond risk

premium portion of credit spreads as provided in (Gilchrist and Zakraǰsek (2012)). Other

right-hand side variables include the 6-Month to 10-Year Treasury Constant Maturity

Rates and TED spread (downloaded from St. Louis Fed’s website), to proxy for fund-

ing costs and the shadow cost of funding respectively. The TED spread is the difference

between the three-month Treasury bill and the three-month LIBOR based in US dollars.

The CAPE ratio, which is real earnings per share over a 10-year period, is retrieved from

the Robert Shiller website.

Mergers and Acquisitions. We have hand collected data on mergers and acquisitions

across our sample of life insurers with annuity pricing. The insurer net yields on invested

assets around these assets are taken from our S&P Global: Market Intelligence dataset

(where available) or directly from insurer financial reports on line. The list of events that

we use in our analysis is shown in table (1.12).

1.4.3 Summary Statistics

Table 1.1 presents summary statistics for the key variables in our empirical analysis. The

average annuity markup on an absolute basis is 6.75%, 5.31% and 4.24% for fixed term, life

and guarantee annuities respectively. On an annualised basis, these markups are 1.03%,

1.12% and 0.50% respectively. Our main dependent variable in P&C markets is under-

writing profitability, which across this sample has a mean of 0.31% and standard deviation

of 3.24%. The average 5-year rolling standard deviations of underwriting profitability at

an insurer-level is 2.35%. In our cross sectional analysis, the main independent variable

is insurance companies investment return. This averages 2.75% in the P&C industry and

5.97% in our sub-sample of life insurers.

1.5 Preliminary Evidence

Before testing the model propositions in section 1.6, in this section we provide preliminary

evidence that shows the importance of investment returns to the insurance business model.
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Table 1.2 presents the aggregated industry balance sheets for the Life Insurance industry

and P&C Insurance industry. There are two key takeaways that are relevant for our

analysis. First, we see that the large asset portfolios are predominately funded by insurance

underwriting. The Life Insurance industry has an average equity ratio of 9% and the P&C

industry has an equity ratio of 38%, with the dominating source of leverage in both cases

being insurance liabilities. Second, we see that insurance companies take lots of investment

risk in their asset portfolios. Risk-free asset allocations (cash and Treasuries) are only 8%

for the Life Insurance industry and 14% for the P&C industry. Instead, insurers invest in

risky and often illiquid assets. Corporate bonds, mortgage loans and other credit (such as

MBS, RMBS and municipal bonds) make up 75% and 42% of the balance sheets for the

Life and P&C industries respectively.

Figure 1.3 next presents the P&C industry’s aggregated net income. The total net

income is split between the earnings reported from the asset portfolio investments, the

earnings reported on the insurance underwriting business and (the residual) other income.

The striking feature of Figure 1.3 is that the industry often loses money through insurance

underwriting, and is only profitable once investment income is included. It should be

noted that the underwriting losses shown in Panel A do not take time value of money

into account. The industry standard for reporting on their underwriting is to ignore

this. In Panel B, we adjust for this, increasing (decreasing) underwriting (investment)

income by the value of insurance liabilities multiplied by the risk-free rate. Even after this

adjustment, we see that returns on investment portfolios are of first order importance to

the insurance business model.10

Figure 1.4 presents boxplots of insurers’ investment returns in each reporting quarter

of our sample, highlighting both the time series trends in insurer investment returns, and

the rich heterogeneity in investment returns in the cross section of insurers. In any given

quarter in our sample, the range between the 25th and 75th percentiles of investment re-

turns is in excess of 150 bps. These investment returns are insurer’s accounting investment

returns, which are reported on a quarterly basis. For fixed income assets, the accounting

treatment of investment returns is to report the yield at purchase amortised smoothly

over the life of the bond. If the bond defaults or the insurer sells with a gain/loss, this

10Life industry insurance companies don’t report underwriting profits is the same way as P&C insurers,

so the equivalent analysis is not possible in this industry. Refer to Appendix 1.10.1 for a discussion of

profitability in the Life Insurance Industry.
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is also included in their investment return. However, so long as the insurer does not sell

or the issuer does not default on the bond, the investment return methodology protects

the insurer from mark-to-market volatility on their credit assets.11 This treatment re-

flects insurers’ long-term buy and hold approach to investing,12 and is consistent with

Chodorow-Reich, Ghent, and Haddad (2020) view of insurers as “asset insulators” that

can ride out transitory dislocations in market prices. It is also consistent with our model

of insurers being able to earn liquidity premium on illiquid investments.

Table 1.3 Panel A shows how variation in insurers’ asset allocations explain cross sec-

tional variation in insurer investment returns. We regress insurer investment returns (in

bps) on asset allocations (in percent) with controls for time fixed effects. We see that in-

surers with large credit allocations have higher investment returns, while large allocations

to treasuries and cash mean lower investment returns. For example, column 1 shows that a

1 percentage point increase in credit and cash allocations result in a 1.25 bps increase and

1.50 bps decrease in investment returns respectively. In column 2 of Table 1.3 we interact

credit allocations with the credit portfolios value-weighted average credit rating.13 We can

see that the effect of credit allocations on investment returns is largely driven by the level

of credit risk in these portfolios. Finally, in column 3 of Table 1.3, we interact credit rating

interacted with credit allocation with the previous quarter’s credit spread. The effect of

credit portfolios on investment returns is larger when credit spreads are higher.

Table 1.3 Panel B explains the time series variation in individual insurance company’s

investment returns. Columns 1-2 show that there is a high degree of persistence in in-

surer investment returns, with an insurer’s current quarter investment return explaining

37% of their next quarter investment return. Given insurer accounting returns predict

next periods investment returns, we interpret cross sectional variation in this measure as

cross sectional variation in insurer’s expected investment return. The auto correlation of

investment returns at an insurer level is not surprising given the accounting treatment of

investment returns on fixed income assets.

Columns 3-4 of Table 1.3 Panel B show the macro-level time series drivers of invest-

11Refer to 1.10.2 for a more detailed description of how accounting investment returns are calculated

by insurers.
12Schultz (2001) and John Y. Campbell (2003) estimate that insurers hold between 30% and 40% of

corporate bonds and yet account for only about 12% of trading volume
13The insurance regulator, NAIC, assigns credit into six broad categories (level 1 through 6) based on

their credit ratings, with higher categories reflecting higher credit risk. Level 1 bonds are rated AAA-A,

level 2 is BBB, level 3 BB, level 4 is B, level 5 CCC and level 6 is all other credit
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ment returns. We see that the large fixed income allocations in insurer portfolios make

the risk-free rate, the slope of the yield curve and the credit spread on corporate bonds

all very significant drivers of investment returns. On the other hand, the CAPE ratio

(capturing expected equity returns) and the TED spread (capturing financial market dis-

tress) are unimportant. Our finding that credit spreads predict insurer investment returns

is consistent with previous work that show that corporate bonds deliver excess returns

to treasuries over the long-term (Krishnamurthy and Vissing-Jorgensen (2012), Gilchrist

and Zakraǰsek (2012)). In the long-term, the insurers accounting return on investments

must equal their economic return. If credit spread only reflected default losses, then credit

spreads would have no predictability for insurer investment returns on average.

1.6 Empirical Results

1.6.1 Stable Insurance Funding and Illiquid Asset Allocations

We first test Proposition 1’s prediction for insurance companies asset allocation decision:

insurers with more stable insurance funding hold more illiquid assets. We take this pre-

diction to the data using P&C insurers’ historical volatility on insurance underwriting as

a proxy for stable funding. For each insurer, we calculate rolling 5-year volatility esti-

mates of insurance underwriting profitability (as defined in equation (1.19)). We then use

volatility lagged one quarter as the independent variable. Our two variables for capturing

insurer investment risk is their cash allocation and their credit allocation multiplied by

the average credit rating of this portfolio.14 We report the results in columns 1-6 of Table

1.4 Panel C.

We see that stable funding predicts low cash allocations and large allocations to risky

credit. For example, an insurer with underwriting profitability volatility 1 standard devi-

ation higher than competitors has a 0.22 standard deviations (or by 3 percentage points)

higher cash allocation compared to competitors. Following Ge and Weisbach (2020), we

include firm size and other variables that capture insurers balance sheet strength as con-

trols. Consistent with their work, we find strong evidence that the size of an insurer is a

determinant in the amount of risk in an insurer’s investment portfolios. Assuming large

insurers have more diversified and stable underwriting businesses, this result is consistent

with our model prediction. However, our results take this a step further, showing that

14We use a numeric measure of average credit rating, as assigned by the insurance regulator.
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even when comparing firms of equal size, the insurer with less volatile underwriting per-

formance takes more investment risk in their credit portfolio. This finding also holds after

controlling for a vector of balance sheet strength variables.

Columns 7-9 of Table 1.4 show that large insurers and those with stable underwriting

cash flows also realise higher investment returns. In other words, the increased investment

risk translates into higher investment returns. To give a sense of the order of magnitude,

an insurer with funding volatility one standard deviation lower than competitors has an

investment return that is 21bps higher than it’s competitors.

In summary, in this subsection we have documented a relationship between the stability

of the funding generated by insurance underwriting and the asset allocation decisions of

insurance companies. Insurance companies that are large and have more stable funding

take more investment risk and earn higher investment returns. According to our model,

the explanation is that insurers use the stability of the insurance funding to earn liquidity

premium on their assets.

1.6.2 Investment Returns Drive the Time Series of Premiums

We next test Proposition 2’s prediction for insurance prices and illiquid investment returns

in the time series: high expected asset returns mean lower insurance premiums. We take

this prediction to the data using credit spreads as a proxy for illiquid investment expected

returns.

Figure 1.1 illustrates our central time series finding using our longest available sample.

The figure presents the industry average markup on a 10 year fixed term annuity against

the 10 year BAA credit spread from 1989 to 2011. Markups are defined as the quoted price

relative to their actuarially fair price. The negative correlation between the markup (left

hand axis) and credit spreads (right side axis, inverse) is obvious. In fact, the R-squared

from the single variable regression of markups on credit spreads is as high as 77%.

We now show the relationship between annuity markups and credit spreads is present

across different life products and sample periods, and robust to controls for other market

returns and macroeconomic variables. Motivated by our theory, we focus on the impact

of expected investment returns. We control for the global financial crisis using a dummy

variable, as it was a period where financially constrained life insurers charged very low

markups Koijen and Yogo (2015), which may confuscate our results.15 We also control for

15Section 1.7 considers the impact of capital constraints within the context of asset-driven insurance
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unemployment rate to proxy for shifts in the demand for insurance.

Table 1.5 reports the parameter estimates from the following regression:

mikt = βc · CSt + βGFC · 1GFC + βcGFC · CSt × 1GFC +B′ ·Xt + FEi + FEk + εikt

where mikt is the annualised markup set by insurer i at time t for an annuity which is

in subproduct category k. Subproducts vary depending on age, sex and maturity of the

annuities. CSt is Moody’s credit spread of BAA corporate bonds, and 1GFC is an indicator

variable set to one over the global financial crisis (November 2008 through February 2010).

We include a vector of time series controls, Xt, which includes the risk-free rate, the slope

of the yield curve, the TED spread, the CAPE ratio (to capture other drivers of expected

investment returns) and US unemployment rate (to capture time variation in the demand

for insurance). We also include lagged markups in the control vector to control for potential

autocorrelation in the dependent variable. Columns 1-3 report the parameter estimates

from time series regressions where for the dependent variable, mt, we have averaged across

insurers and subproduct categories in each time period. Columns 4-5 report full panel

specifications. Panel A, B and C show the results for markups on life, guarantee and

fixed-term annuity products respectively.

Across specifications, we see that a 100bps increase in credit spreads lowers annualised

markups by 52bps (t-statistic of 5.34). Given that annualised markups are 1% on average,

this means that markups fall by 50% when insurers can earn more on their credit port-

folios.16 The explanatory power is also very large. Taking life annuities as an example,

the credit spread alone explains 80% of the variation in levels (see the adjusted r-squared

in column 1 of Panel A). The main result of this section is also robust to including the

vector, Xt, of time series controls. We report estimates for all variables in vector Xt in

Appendix Table 1.13. Note that the risk-free rate is not significant as the effect of risk-free

rates on premiums is captured in the actuarial price (equation 1.16), which is used in our

dependent variable.17

pricing in detail.
16We use annualised markups (rather than absolute markups) so that it is easier to interpret coefficients

across products with different durations. However, all results are qualitatively consistent to specifications

with absolute markups.
17Table 1.15 in the appendix presents results from identical specifications as table 1.5, but with markups

and investment returns in changes rather than levels. Our results are robust to this specification, with

estimated sensitivities of similar magnitudes. We proceed with analysis in levels throughout the rest of

the empirical results.
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Koijen and Yogo (2015) highlight that the financial crisis saw a dramatic fall in markups

from November 2008 through to February 2010. Figure 1.1 shows the annualised 10yr

annuity markup fell from 1.25% to -0.75% across the dates. In Columns 3 and 5 we

interact credit spreads with 1GFC , which is an indicator variable set to one over the same

period. The estimated coefficient on the interaction is positive, and generally we find it

to be statistically significant. The positive interaction coefficient shows that the baseline

coefficient is less negative in the financial crisis. Said differently, the negative relationship

between premiums and credit spreads is stronger outside of the global financial crisis

period. Nevertheless, our results suggests that credit spreads were still important in this

period, with roughly 40% of this drop in markups due to sensitivity of markups to credit

spreads. The remaining 60% was due other factors such as capital constraints.18 We

therefore argue that while capital constraints play an important role in insurance pricing,

they are not the only factor. Instead, insurance companies also account for expected

returns when setting prices, and this mechanism is especially important when insurance

companies are unconstrained by regulatory capital requirements.

Table 1.6 shows how insurance premiums in the P&C industry vary with credit spreads.

The table has the same five column specifications as the previously discussed Table 1.5. In

the P&C industry we do not observe prices directly but instead use underwriting profitabil-

ity (1.19) as the main dependent variable. This measure is the ratio of their underwriting

profit relative to their insurance liabilities. We interpret lower underwriting profitability as

lower prices. Given that underwriting profitability reflects insurance premium pricing over

the previous year, we use lagged credit spreads on the right hand side of the regression.

We find a statistically significant impact of credit spreads, with a 100bps increase in credit

spreads lowering underwriting profitability by one percentage point. For a one standard

deviation increase in credit spreads, the industry’s underwriting profitability decreases by

1.3 standard deviations. Table 1.14 presents full specification results, including the control

vector coefficients.

In summary, in this subsection we find an economically and statistically significant

negative relationship between the time series of insurance premiums and the investment

returns insurance companies expect to earn on their investment portfolios.

18Credit spreads and markups changed by 320bps and -200bps respectively. The credit spread coefficient,

adjusting for the interaction coefficient, is −0.59 + 0.36 = −0.23 in the global financial crisis, and thus we

see credit spreads account for 0.23 ∗ 320 = 74bps of the markup change.
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1.6.3 Investment Returns Drive the Cross Section of Premiums

We next test Proposition 3’s prediction for insurance prices and investment returns in the

cross section of insurers: insurers with higher expected investment returns set relatively

lower prices. As with the time series results, we begin with an illustration of our core

finding. We use the P&C industry because it is our richest cross section, grouping the

1,240 insurers into 20 portfolios ranked on their investment return. For each portfolio, we

then calculate equal weighted underwriting profitability and investment returns. Figure

1.5 presents a binned scatter graph of the portfolio averages with underwriting performance

on the vertical axis and investment returns on the horizontal axis. There is a clear negative

correlation with insurers with higher investment yields also reporting lower underwriting

profitability.

We now formally test the relationship between insurance prices and the investment

returns for both the Life Insurance industry and P&C industry, beginning with the Life

Insurance. Table 1.7 reports the parameter estimate from the following panel regression

using the cross section of life insurers:

mikt = βy · yit + βyFC · yit × 1GFC +B′ ·Xit−1 + FEi + FEk + FEt + εikt

where mikt is the annualised markup set by insurer i at time t for an annuity which is

in sub-product category k, yit is the insurer’s expected investment return, and Xit is a

vector of lagged variables that have been shown to capture balance sheet strength (Koijen

and Yogo (2015)). The control vector includes variables squared to capture any non-linear

effects of capital constraints. We additionally control for date fixed effects, product fixed

effects and firm fixed effects, and report within group R-squared. Panel A, B and C show

the results for markups on fixed-term, guarantee and life annuity products respectively.

Columns 4-5 interact investment return with an indicator variable 1GFC set equal to one

during the financial crisis. Across specifications and products, we see that an insurer with

a investment return 100bps higher than competitors sets annualised markups 3bps lower.

In the majority of specifications the relationship is statistically significant.

Table 1.8 tests the cross sectional relationship between insurance pricing and insurers’

expected investment returns in the P&C industry. The table follows the same structure as

Table 1.7, but with insurer underwriting profitability replacing markups as the dependent

variable. We also include a variable that controls for the level of reinsurance activity by

insurance companies. In the P&C industry, we find that an insurance company with a
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100bps higher expected investment return compared to competitors reports underwriting

profitability that is 10bps lower. To compare the cross sectional results in both the life

industry and P&C industry, we have also calculated standardized coefficients. In the life

insurance industry, a one standard deviation higher insurer investment return reduces an

insurer’s relative markup by 0.05 standard deviations. In the P&C industry, we find an

insurer with a one standard deviation higher insurer investment return has an underwriting

profitability ratio 0.03 standard deviations lower than competitors.

Table 1.9 extends the P&C cross sectional analysis with an instrumental variable es-

timation. We use the analysis from Section 1.6.1 as the first stage, instrumenting the

expected investment returns of insurance companies by their underwriting volatility (Ta-

ble 1.9 Column 1) and both underwriting volatility and firm size (Table 1.9 Column 2). As

previously discussed, the stability of insurance underwriting allows insurers to take more

investment risk and earn higher investment returns. Columns 3 and 4 report the parame-

ter estimate from regressing instrumented investment returns on insurance premiums. We

see that, with full controls, the insurance premiums fall by 0.27 percentage points when

investment returns are 100bps higher. The coefficients in Table 1.9 are more negative than

those estimated in Table 1.8. This is likely because the instrumented investment returns

provide a cleaner estimate of the impact of investment strategy on insurance premiums.

Table 1.9 reports the Cragg-Donald Wald F-statistic, and in the case where we have

two instrumental variables (Column 4), we report the p-value from the Sargan’s χ2 test

of overidentifying restrictions. The large F-statistics indicate that our instruments do

not have weak instrument concerns. Running the specification with controls but only

volatility as the instrument results in weak instrument concerns Stock and Yogo (2005).

We therefore add firm size as an additional instrument. As discussed in Section 1.6.1, we

view this variable as another proxy for the stability of insurance underwriting fund that

insurers enjoy. The large p-value in the Sargan test indicates that the instruments are also

uncorrelated with the structural error term.

In summary, in this subsection we have shown that the negative time series relationship

between insurance premiums and expected investment returns is also present in the cross

section of insurance companies. Insurance companies that expect to earn higher returns

on their investment portfolios set lower premiums relative to their competitors.
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1.6.4 Evidence from Mergers and Acquisitions

In this section, we present evidence on how changes in investment returns due to merger

and acquisition affect insurance premiums. We argue that these exogenous shocks to the

insurance companies allow us to extract a cleaner estimates of the cross sectional relation-

ship between premiums and investment returns. Figure (1.6) presents a representative

example from our sample. American Heritage was acquired by AllState Insurance in Oc-

tober 1999. In the 12 months proceeding the acquisition, American Heritage earned a

return of 7.22% on their investment portfolio and AllState Insurance earned 5.80%. The

figure shows that American Heritage’s investment returns fell post acquisition, reflecting

the more defensive strategy of their acquirer. Critically, the figure also shows an adjust-

ment in pricing on 10yr fixed term annuities. American Heritage were consistently selling

annuities at a discount to the industry pre-acquisition. However, following the acquisition,

their markup pricing increased significantly.

We next show evidence consistent with the case study but with multiple merger events

in Table 1.10. We have five merger events in our sample, and study the premium impact

on three products: 20yr fixed term annuity, life annuity for males aged 50, and 10 year

guarantee life annuity for a male aged 50. In a difference-in-differences approach, we

use life insurance companies involved in a merger and acquisition event as our treatment

group, and other insurance companies as the control group. The treatment period is the

two years after the merger event, and the control period is the two years before the merger

event. Table 1.10 reports the parameter estimate from the following regression:

mikt = βD ·Dit + FEi + FEk + FEt + εijt

where mikt is the markup set by insurer i at time t on product k. Our explanatory variable,

Dit, is the investment return differential between the treatment group insurance company

and the other insurance company involved in the transaction. It is set equal to this value

for the treatment insurer and treatment time period (i.e. in the two years following the

merger for the treatment insurer), and set to zero in all other cases (i.e. two years pre

merger event for the treatment group, and in all observations for control group insurers).

The interpretation of a positive investment return differential is that insurer i is being

acquired by an insurer with a more risky investment strategy, and thus going forward

their own investment returns are expected to be higher. In each of our observations, we

confirm that investment return differential do indeed lead to a change in the insurers
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investment returns post transaction in-line with this interpretation. This is illustrated in

Figure 1.6 with the American Heritage example.

By controlling for time and firm fixed effects in the regression, the coefficient βD cap-

tures the impact of the merger induced change in investment return on the treatment

insurer’s relative markup pricing as compared to the industry average. We see from Table

1.10 that a 1% increase in investment return following merger activity results in a 0.22%

fall in an insurers markup relative to the industry. The t-statistic is 3.44. The coefficient

is larger than in Table 1.8, suggesting the merger sample is better able to identify the

relationship between investment returns and insurance premiums. We also note that the

sample includes examples of where the investment return differential is both negative and

positive. This helps rule out competing interpretations of the results. For example, one

could imagine insurers discount products ahead of a merger to increase the value of the

merger, which would lead to an increase in markups post merger. However, this can’t

explain the observations in the sample with an increase in investment returns and fall in

markups.

In summary, in this subsection we extend our analysis to show the negative relation-

ship between insurance premiums and expected investment returns in the cross section of

insurance companies holds following exogenous shocks to returns and premiums that are

due to merger activity.

1.6.5 Evidence from Excess Bond Returns

Credit spreads can be split into spread that compensates investors for expected default

losses and a premium in excess of this. It is the latter component, the excess return, that

our model predicts is driving the correlation between credit spreads insurance premiums.

Insurance companies use their stable insurance funding to extract liquidity premium on

their asset portfolios, with some of the excess return passed on to policyholders through

lower premiums.

We test this interpretation in Table 1.11 by re-estimating the regression specifications

in Table 1.5, but splitting credit spreads between excess bond premium and the fair credit

spread given the underlying default risk (Gilchrist and Zakraǰsek (2012)). As per our

previous analysis, we run specifications with time series averages and the full panel of

insurers, as well as specifications with / without an interaction with the financial crisis

period. We see that negative correlation between premiums and credit spreads is driven
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entirely by the excess bond return component of credit spreads, with 100bps increase

in excess bond returns reducing the markup by 50bps depending on specification and

product. The default risk component of credit is statistically significant only in the panel

C (fixed-term annuities). The coefficient on the excess bond return suggests that insurance

companies pass back 50bps of excess returns on their credit portfolios to policyholders,

and maintain 50bps for equity holders.

In summary, in this subsection we extend our analysis to show the time series correlation

between credit spreads and insurance premiums are driven by the excess bond return

component of credit spreads. This finding is strong evidence in support of asset-driven

insurance pricing.

1.7 Introducing Insurer Capital Constraints

1.7.1 Theoretical Background

Capital constraints also affect insurance premiums (Gron (1994), Froot and O’Connell

(1999), Koijen and Yogo (2015) andGe (2020). We embed this additional premium pricing

mechanism into our existing framework by subjecting the insurer to a statutory capital

constraint. The statutory value of each insurance policy is

V̄ =
C̄

1 +RS
(1.20)

where RS is the statutory discount rate for claims. The total statutory value of all Q claims

is therefore V = QV̄ . In the spirit of Koijen and Yogo (2015), the insurance company

faces a capital constraint
V

L
≤ φ (1.21)

where φ ≤ 1 is the maximum statutory leverage ratio and L is their total liabilities

(equation 1.5). The likelihood of this constraint binding is decreasing in the statutory

discount rate RS . A higher discount rate reduces the statutory value of each policy and

therefore reduces statutory leverage.

The first-order condition of equation (1.8) with respect to P when the insurer is subject

to (1.21) yields the following proposition.

Proposition 4 (insurance premium with capital constraints). In equilibrium, a

45



policy with claim C̄ will be underwritten with premium

P̂ =
C̄

1 +RI

(
ε

ε− 1

)(1 + (τ̄ + σ)R+ η
φ(1+RS)

1 + (τ̄ + σ)R+ η
(1+RI)

)
. (1.22)

where η ≥ 0 be the Lagrange multiplier on the capital constraint (1.21).

Note that when the capital constraint is not binding, then η = 0 and therefore P̂ = P

as defined in (1.12). However, our interest in this section is for the case η > 0, which we

explore in detail below.

Proposition 5 (capital constraints vs. no capital constraints). When an insurer is

capital constrained so eq. (1.21) holds with equality, the optimal price P̂ relative to optimal

price in the unconstrained case P depends on the relationship between the insurers time

value of money RI , the statutory discounting of claims RS, and the maximum statutory

leverage ratio φ. In particular:

(i) When
(
1 +RI

)
< φ

(
1 +RS

)
then P̂ < P

(ii) When
(
1 +RI

)
> φ

(
1 +RS

)
then P̂ > P

(iii) When
(
1 +RI

)
= φ

(
1 +RS

)
then P̂ = P

This three case proposition extends the main theoretical result of Koijen and Yogo

(2015), showing that the impact of insurer investment returns RI is also important when

the regulatory constraint binds. We describe the economic mechanisms below.

Case 1:
(
1 +RI

)
< φ

(
1 +RS

)
. In this case the discount rate applied to statutory

liabilities is higher than the expected return on assets multiplied by a factor of φ−1 >

1. A new policy increases liabilities by V̄ φ−1 and increases assets by the premium

received P . A higher RS reduces V̄ through the statutory discounting, and if RS

is sufficiently high it can mean new policies create an instantaneous improvement

in an insurers statutory capital position. The result is that constrained insurers

write policies at cheaper prices than an unconstrained competitor. Although writing

policies cheaper reduces final wealth, insurer do it due to the temporary statutory

capital relief it creates. Koijen and Yogo (2015) provide a detailed description of

the calculation of RS for different products in the life industry, showing that it was

particularly high in the financial crisis. Consistent with their model prediction, they

find constrained life insurers reduced annuity and guarantee markups significantly

during the financial crisis.
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Case 2:
(
1 +RI

)
> φ

(
1 +RS

)
. In this case capital constraints lead to an increase

in insurance prices. If the insurer sets the unconstrained premium price P , a new

policy creates more statutory liabilities than assets, as Ṽ φ−1 > P . Constrained

insurers are therefore forced to increase prices to a level such that the premium

received offsets the increase in liabilities. Froot and O’Connell (1999) provide an

example of such a case by documenting how supply of catastrophe insurance fell

following a negative shock to insurers’ capital.

Case 3:
(
1 +RI

)
= φ

(
1 +RS

)
. This is a special case where the mechanisms

underlying case 1 and 2 offset each other. It means that a binding capital constraint

has no impact on an insurer’s optimal premium.

Our main time series empirical implementation uses credit spreads, which are likely to

be positively correlated with capital constraints, to proxy RI . Proposition 2 predicts lower

premiums when credit spreads (expected returns) increase. At the same time, proposition 5

case 1 predicts lower premiums with higher credit spreads (assuming higher credit spreads

mean more financial constraints and lower insurance capital). The predicted impact of

capital constraints on premiums is therefore the same as asset-driven insurance pricing,

which makes it hard to empirically separate the two channels. However, in case 2 of

proposition 5, the sign of the effect of capital constraints is reversed. This means that the

asset-driven insurance pricing and capital constraint effects move in opposite directions.

1.7.2 Controlling for Capital Constraints Empirically

The financial crisis was a period of particularly high capital constraints in the Life Insur-

ance industry (Koijen and Yogo (2015)). We have therefore been careful to separate out

the financial crisis in all of our previously discussed results. We show that our findings

are robust across periods and apply in normal times only. In fact, in most specifica-

tions, we find the negative relation between insurance prices and investment returns is

less strong in the financial crisis. Said differently, the asset-driven insurance pricing effect

holds stronger in normal times where capital constraints are less prevalent. To see this,

note the coefficient on credit spreads interacted with the financial crisis indicator is posi-

tive and statistically significant. For example, in Table 1.5 Panel A, we find a coefficient

of 0.31 (t-statistic 2.85).

Proposition 5 highlights that the impact of capital constraints on the insurance pre-
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miums depends on the level of statutory discount rates relative to expected investment

returns. In the second case of the proposition 5, capital constraints predict higher premi-

ums in times of stress, while asset-driven pricing predicts premiums are lower when credit

spreads are higher. Empirical settings where insurers are in case two therefore makes it

easier to disentangling capital constraints and asset-driven pricing empirically. For P&C

markets, liabilities are not discounted (RS = 0) for typical products such as car insurance,

with the regulator making no adjustment for the premium’s time-value of money (NAIC

(2018)). This regulatory feature of the industry means case two always applies in this mar-

ket. Our time series empirical results in the P&C industry, as documented in Table 1.6,

therefore help to identify asset-driven insurance pricing while controlling for the potential

impact of capital constraints.

In the cross sectional analysis, the result that insurer-specific asset portfolios affects

relative insurance pricing across insurers is evidence that insurer investment portfolios

matter for insurance pricing. However, it is possible that insurers with higher investment

returns are also financially constrained and gambling on resurrection. To control for this

potentially confounding factor, we include standard controls for insurer capital constraints

(i.e. leverage, risk-cased statutory capital, asset growth). The results are once again

robust.

1.8 Alternative Mechanisms

1.8.1 Insurer Default Risk

An alternative interpretation of our cross sectional results is that the insurers taking

increased investment risk have higher probability of default, and thus face less demand

for the insurance contracts they offer. In respect to this possible channel of insurance

pricing, it is important to first note that the insurance industry is tightly regulated from

a capital standpoint, with the key purpose of minimising the risk of insurer defaults on

policyholders. Insurers are regulated on a risk based capital measure, and have to hold

more capital when taking increased risk (including in their investment portfolios). In fact,

the measure of investment portfolio credit risk that we use on the right hand side in Table

1.3 Panel A is the variable used by regulators when assessing how much capital insurers

must hold for their credit portfolio investment risk. This means an increase in investment

returns is also associated with an increase in the regulatory capital buffer an insurer must
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hold. All else equal, this should reduce the probability of default.

Finally, A.M. Best provide all insurers with a financial strength rating that ranges from

A++ to C-. A lower rating would signify a higher probability of default. The life insurance

data we have, taken from from Koijen and Yogo (2015), is for the subset of insurers with

an A rating. The fact that we see a sensitivity between investment returns and insurance

premiums within this group is further evidence of asset-driven insurance pricing at play,

controlling for default risk. Further, our cross sectional specifications control for financial

variables that demonstrate balance sheet strength. These should also absorb the impact

of insurer default risk.

1.8.2 Reinsurance

Insurance companies use reinsurance markets to hedge or remove some of the underly-

ing risk on the contracts they write. The level of reinsurance activity could therefore

be expected to affect profitability of insurance underwriting. To rule out this alternative

hypothesis as a driver of our results in Table 1.8, we include the fraction of underwrit-

ing premiums which are reinsured as a control variable. We find that while premiums

are significantly lower when an insurer’s reinsurance activity is higher (Table 1.16), our

main result that insurance premiums are lower when investment return are higher is still

robust to the inclusion of this variable. The negative effect of reinsurance on premiums

suggest that insurance companies that hedge more of the risks on their liabilities through

reinsurance are able to charge lower premiums.19

1.9 Conclusion

Asset-driven insurance pricing is a new channel of insurance pricing, which shows that

insurance premiums are lower when insurance companies have higher expected investment

returns. In a violation of the Modigliani and Miller (1958) capital irrelevance theorem,

the pricing of insurer liabilities depends on the expected returns on their asset portfolios.

Specifically, insurance companies use the stable nature of insurance funding to take ad-

vantage of liquidity premium in illiquid asset markets. When expected returns are higher,

insurers compete for funding, and insurance premiums fall.

A recent directive in Solvency II insurance regulation20 means life insurers can now ap-

19We thank Stefano Rossi for this observation.
20see Solvency II, art. 77b and 77c
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ply for a matching adjustment on some products, which allows them to apply to discount

liabilities with the expected return on assets:

“The matching adjustment is an adjustment made to the risk-free interest rate when

the insurer sets aside a portfolio of assets to back a predictable portion of their liabilities.

It is based on the yield spread over the risk-free rate credit spread of the assigned portfolio

of matching assets, minus a fundamental spread that accounts for expected default and

downgrade risk. It is designed to reflect the fact that long-term, buy-and-hold investors

only bear downgrade and default risks as they seek to hold assets to maturity, and allows

them to capture other aspects of the spread such as the liquidity premium” – The Actuary 21

The matching adjustment directive shows that insurers also think about their funding

and investing in a similar manner to the arguments put forth in this paper.

We conclude by noting that asset-driven insurance pricing has two potential welfare

implications. Firstly, insurers act as pro-cyclical investors, increasing asset allocations to

illiquid investments when liquidity premium are higher, dampening asset market volatil-

ity. Second, insurers provide households with cheaper access to insurance when financial

markets are distressed. These interesting macroeconomic implications of our findings offer

interesting avenues for future research.

21https://www.theactuary.com/features/2016/06/2016/05/23/matching-adjustment-

fit?fbclid=IwAR1GqbTH3ZrG5zaxWJz34YJNMhoip054u-IBRxsHFBda5EwePlmvfNm69tc
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Figure 1.1: Expected investment returns drive the time series of insurance
premiums. This figure shows the relation between insurance premiums and insurer
expected investment returns as proxied by credit spreads. Panel A plots the two time
series in levels. Panel B plots a scatter plot of the two time series in changes. Insurance
premiums are measured as the percent deviation of the quoted price from actuarially fair
value. We use the industry average 10 year fixed term annuity markup of Koijen and Yogo
(2015). The credit spread variable is Moody’s BAA 10-year corporate bonds yield over
10-year treasury yield (fred.stlouisfed.org).

(a) Time-Series Graph (Levels)

(b) Scatter Plot (Changes)

51



Figure 1.2: Model predictions. This figure presents numerical solutions of the model
with the parameters: asset supply S = 1, investors have ω = 0.2 probability of being
early consumers, insurance claims arrive at t = 1 with probability τ̄ = 0.5, elasticity of
insurance demand is ε = 15, the fixed parameter in the demand function is k = 1, claims
are C̃ = 1, and the insurer is endowed with equity capital E = 0.25. Panel A, B and C
plot the expected return on the illiquid asset, R, the insurance company’s share in illiquid
asset, Θ/S, and the premium markup relative to the expected claim, P/C̄−1, respectively.
In each panel the variable is plotted as a function of of the asset market illiquidity, λ, with
three choices of funding stability, σ.

(a) Return on the Illiquid Asset (b) Insurer Illiquid Asset Allocation

(c) Premium Relative to Actuarial Fair
Price
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Figure 1.3: Investment income drives total net income. This figure plots the
P&C industry’s aggregate net income split between the main contributing sources. The
three components are earnings generated from i) insurance underwriting, ii) investment
portfolios, iii) other. Together they constitute the total net income of the industry. In
Panel A, the profits on insurance underwriting are the premiums earned minus losses and
expenses. As per the industry reporting standard, it does not include any adjustment for
the time-value of money of underwriting. In Panel B, we increase (decrease) underwriting
(investment) income by the value of insurance liabilities multiplied by the risk-free rate.
The data comes from US insurance company statutory filings and is provided by SNL
Global. Individual company data has been aggregated to show the industry-wide net
income.

(a) Net Income as reported by insurance companies

(b) Adjusting for the time-value of money of underwriting funding
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Figure 1.4: Variation in the expected investment returns of insurance com-
panies. This figure illustrates variation in the expected investment returns of insurance
companies in both the time series and cross section. In each reporting quarter of our
sample, the figure presents a boxplot of expected investment returns. Our sample includes
firm-level data for 1,104 P&C insurers in total. Expected investment returns are measured
as the net yield on invested assets, as reported in insurance company financial accounts.
The data comes from US insurance company statutory filings and is provided by SNL
Global.

median

p75

p25

max

min
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Figure 1.5: Expected investment returns drive the cross section of insurance
premiums. This figure presents a binned scatter plot of insurer’s insurance premiums
against their expected investment returns. Insurance companies have been grouped into 20
equal sized portfolios based on the ranking of their investment portfolio returns. The figure
plots each portfolio’s average premium against its average investment return. Insurance
premiums are measured as the ratio of an insurer company’s insurance underwriting profit
to their insurance liabilities. The sample includes firm-level data for 1,104 Property &
Casualty (P&C) insurers over the period Q1 2001 to Q4 2017, with a total of 44,780
observations. The data is reported in US insurance company statutory filings and is
provided by SNL Global.
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Figure 1.6: Mergers & acquisitions evidence - american heritage acquisition
case study. This figure plots American Heritage’s excess markup on a 10yr annuity and
their investment portfolio return. The sample period is 1995/2001. On October 1999
American Heritage was acquired by AllState Insurance. The acquisition is denoted by
vertical line in the figure. A markup mikt for insurer i at time t on product k is the
percentage deviation of the insurer’s quoted price relative to the actuarial fair price. The
excess markup mex

ikt = mikt − m̄kt is the insurer’s markup minus the industry average
markup at time t on product k. The investment return is the investment portfolio income
over the total value of invested assets. Markup data is provided by Koijen and Yogo (2015)
and investment returns are collected this from insurer financial statements.
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Table 1.1: Summary statistics

This table presents summary statistics of the variables used in the empirical analysis. The markups
on life insurance are available biannually from 1989 through 2011 (Koijen and Yogo (2015)). Finan-
cial variables (for both P&C and Life insurance) are available quarterly from March 2001 through
December 2017. The financial market and macroeconomic variables are available at monthly fre-
quencies and have been collected from various sources.

Count Mean SD p05 p25 p50 p75 p95

Annuity Markups
Life 19,923 6.75 7.07 -24.49 2.45 7.12 11.37 32.34
Life (ann.) 19,923 1.03 0.98 -1.92 0.38 0.96 1.62 4.36
Term 2,927 5.31 5.00 -17.32 2.65 5.79 8.41 32.64
Term (ann.) 2,927 1.12 1.06 -1.73 0.37 0.99 1.81 5.55
Guarantee 10,221 4.24 6.43 -24.70 0.41 4.94 8.34 32.35
Guarantee (ann.) 10,221 0.50 0.68 -2.00 0.05 0.52 0.94 2.93

Property& Casualty Financial Variables
Underwriting Profitability 44,780 0.31 3.24 -5.09 -1.27 0.14 1.70 6.23
Underwriting Profits Volatility 27,787 2.35 1.34 0.58 1.25 2.17 3.23 4.85
Investment Return 44,780 3.08 1.29 0.95 2.13 3.08 3.97 5.22
Credit Allocation 44,780 54.09 22.40 13.17 37.68 57.98 72.58 84.68
Credit Risk 44,780 1.72 0.97 1.04 1.19 1.38 1.81 3.77
Cash Allocation 44,780 13.59 13.38 1.26 4.29 8.65 17.78 46.58
Treasuries Allocation 44,780 15.98 15.02 0.22 4.33 11.25 23.70 48.59
Stocks Allocation 44,780 11.57 11.38 0.00 1.34 8.72 17.98 36.31
Other Allocation 44,780 3.77 4.90 0.00 0.00 1.76 5.79 14.78
Size (t-1) 41,589 4.92 1.87 2.40 3.33 4.63 6.19 8.53
Asset Growth (t-1) 37,044 6.32 20.61 -11.78 0.00 5.63 11.78 27.29
Leverage (t-1) 41,589 42.54 14.44 21.17 31.62 40.51 52.24 70.58
Risk Based Capital (t-1) 41,589 4.74 2.95 1.32 2.56 3.96 6.03 11.75
Unearned Premia (t-1) 41,589 1.94 0.84 0.36 1.50 1.97 2.31 3.56
Reinsurance Activity (t-1) 41,589 0.13 0.40 -0.73 0.00 0.13 0.33 0.76

Life Financial Variables
Investment Return 258 5.97 1.68 4.15 5.19 5.62 6.42 8.49
Size 258 16.36 1.12 14.69 15.36 16.38 17.36 18.10
Asset Growth 258 8.30 12.86 -7.99 0.11 7.34 12.91 30.98
Leverage 258 90.86 4.22 83.00 88.19 91.35 93.99 96.97
Risk Based Capital 258 14.60 45.86 -39.00 -24.00 2.00 50.00 102.00
Deferred Annuities 258 11.03 14.24 0.49 1.77 5.87 14.34 45.41

Financial Market and Macroeconomic Variables
Credit Spread (BAA) 403 2.33 0.72 1.29 1.77 2.20 2.76 6.01
Risk Free (1yr) 469 4.65 3.73 0.10 1.30 4.63 6.64 16.72
Risk Free (5yr) 469 5.54 3.52 0.62 2.54 5.09 7.71 15.93
Slope (5yr - 1yr) 469 0.89 0.74 -1.63 0.38 0.87 1.46 2.50
TED Spread 403 0.57 0.42 0.12 0.26 0.46 0.73 3.35
Excess Bond Risk Premia 434 0.06 0.55 -1.14 -0.31 -0.04 0.28 3.00
US Unemployment Rate 469 6.22 1.68 3.60 5.00 5.70 7.30 10.80
CAPE ratio 469 22.35 8.43 6.64 16.43 22.42 26.79 44.20
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Table 1.2: Insurance funding is invested in illiquid credit assets

This table shows the aggregated balance sheets of the Life Insurance industry and the P&C Insur-
ance Industry as of December 2017. The assets are split by the largest investment allocations, and
the liabilities are split into insurance liabilities and other liabilities. The shaded regions highlight
two important observations: a) there is a significant amount of credit and liquidity risk taken in
insurer asset portfolios, and b) the asset portfolios are predominantly funded by insurance liabili-
ties. The data comes from US insurance company statutory filings and is provided by SNL Global.
Individual company data has been aggregated to show the industry-wide balance sheet.
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Table 1.3: Understanding the investment returns of insurance companies

This table explains variation in the investment returns of insurance companies. Panel A reports
the parameter estimate from the following panel regression:

yit = B′Wit + βr · riskit + βwcr · wcredit
it × riskit + βwcrCS · wcredit

it × riskit × CSt−1 + FEt + εit

where yit is insurer i’s investment return at time t and Wit is a vector of asset allocations including
the allocation to credit, wcredit

it . We also include a numeric measure of the credit risk in the insurer’s
credit portfolio, riskit, and the previous period credit spread, CSt−1. All specifications in Panel
A include time fixed effects FEt. Investment returns are measured in bps, asset allocations are
in percent, and the measure of credit risk range from 1-6 (and are as assigned by the insurance
regulator).
Panel B reports the parameter estimate from the following panel regression:

yit = βy · yi,t−k + B′ ·Xt + FEi + εit

where yi,t−k is lagged insurer returns, Xt is a vector of time series variables that capture insurer
investment opportunities or macroeconomic conditions, and FEi captures firm fixed effects. All
variables in panel B are measured in percent. The sample consists of quarterly observations from
March 2001 through March 2018. t-statistics are reported in the brackets and are calculated using
standard errors clustered by date and firm. *, **, and *** indicate statistical significance at the
10%, 5% and 1% level, respectively.

Panel A: Investment Returns: Asset Allocation and Credit Portfolio Risk

Investment Return (bps)

(1) (2) (3)

Credit Allocation 1.25∗∗∗ 0.54∗ 0.50∗

(11.24) (1.90) (1.81)

Cash Allocation -1.50∗∗∗ -1.42∗∗∗ -1.41∗∗∗

(-7.89) (-6.02) (-5.96)

Credit Risk 14.62∗∗∗ 14.12∗∗∗

(4.99) (4.90)

Credit Allocation × Credit Risk 0.93∗∗∗ -0.11
(5.61) (-0.42)

Treasuries Allocation -0.99∗∗∗ -1.00∗∗∗

(-3.06) (-3.16)

Stocks Allocation -0.19 -0.20
(-0.61) (-0.66)

Other Allocation -0.81∗ -0.74∗

(-1.94) (-1.81)

Credit Allocation × Credit Risk × Credit Spread (t-1) 0.40∗∗∗

(4.50)

Date FE yes yes yes
Adj R-sq (Within) 0.168 0.202 0.207
Observations 44,780 44,780 44,780
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Panel B: Investment Returns: Persistence and Time Series Variation

Investment Return (it)

(1) (2) (3) (4)

Investment Return (i,t-1) 0.61∗∗∗ 0.47∗∗∗

(17.46) (16.63)

Investment Return (i,t-5) 0.19∗∗∗

(9.21)

Credit Spread (t-1) 0.39∗∗∗ 0.25∗

(7.14) (1.85)

Risk-free Rate (t-1) 0.52∗∗∗ 0.51∗∗∗

(17.36) (13.68)

Slope (t-1) 0.45∗∗∗ 0.48∗∗∗

(6.19) (6.53)

TED (t-1) 0.10
(0.61)

CAPE (t-1) -0.03
(-1.31)

Firm FE yes yes yes yes
Adj R-sq (Within) 0.371 0.395 0.341 0.346
Observations 37,044 37,044 37,044 37,044
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Table 1.4: Insurers with stable funding take more investment risk

This table shows the relation between insurer’s investment allocation and their insurance funding. The table reports the standardized parameter
estimates from the following panel regression:

yit = βvol ·Volatilityi,t−1 + βSize · Sizei,t−1 +B′ ·Xi,t−1 + FEt + εit

where yit is either insurer i’s cash allocation at time t (columns 1-3), insurer i’s credit asset allocation at time t multiplied by a numeric measure of
the credit risk in these portfolios at time t (columns 4-6), or insurer i’s investment return at time t (columns 7-9). Independent variables include,
the historical 5-year volatility of insurer i’s underwriting profitability up to time and including time t − 1, Volatilityi,t−1, the insurers size (log
assets), and a vector of other balance sheet measures, Xit, that capture balance sheet strength. All specifications include time fixed effects FEt.
Asset allocations and funding volatility are measured in percentage and investment returns are measured in bps. Credit risk is insurer i’s credit
portfolio value-weighted average credit rating, with bonds assigned a number from 1-6 dependent on their credit risk (as assigned by the insurance
regulator, NAIC). The sample consists of quarterly observations from March 2001 through December 2017. t-statistics are reported in the brackets
and are calculated using standard errors clustered by firm. *, **, and *** indicate statistical significance at the 10%, 5% and 1% level, respectively.

Cash Allocation (perc.) Credit Assets × Risk Investment Return (bps)

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Underwriting Volatility (i,t-1) 0.22∗∗∗ 0.06∗ -0.26∗∗∗ -0.09∗∗∗ -0.16∗∗∗ -0.06∗∗∗

(7.56) (1.79) (-8.91) (-2.97) (-7.18) (-2.66)

Size (t-1) -0.34∗∗∗ -0.30∗∗∗ 0.36∗∗∗ 0.31∗∗∗ 0.21∗∗∗ 0.17∗∗∗

(-12.57) (-9.40) (11.61) (8.95) (9.80) (7.22)

Reinsurance Activity (t-1) 0.08∗∗∗ -0.00 -0.04∗∗

(2.75) (-0.13) (-2.25)

Risk Based Capital (t-1) -0.14∗∗∗ 0.03 0.05∗∗

(-5.28) (1.07) (2.43)

Asset Growth (t-1) 0.05∗∗∗ -0.03∗∗∗ -0.02∗∗

(4.63) (-2.71) (-2.29)

Unearned Premia (t-1) -0.05∗ 0.01 -0.00
(-1.76) (0.47) (-0.11)

Date FE yes yes yes yes yes yes yes yes yes
Adj R-sq (Within) 0.048 0.114 0.146 0.067 0.128 0.135 0.036 0.065 0.075
Observations 25,091 25,091 25,091 25,091 25,091 25,091 25,091 25,091 25,091
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Table 1.5: Investment returns drive the time series of premiums: life insurance

This table shows the time series relation between insurance premiums, as measured by the markups
on annuities issued by life insurers, and credit spreads. It reports the parameter estimates from
the following regression:

mikt = βCS · CSt + βGFC · 1GFC + βcsGFC · CSt × 1GFC +B′ ·Xt + FEi + FEk + εikt

where mikt is the annualised markup set by insurer i at time t for an annuity which is in
sub-product k. Sub-products vary depending on age, sex and maturity of the annuities. CSt is
Moody’s credit spread of 10 year BAA corporate bonds yields over treasuries, and 1GFC is an
indicator variable set to one over the global financial crisis (November 2008 through February
2010). We include a vector of time series controls Xt which includes the risk-free rate, the slope
of the yield curve, the TED spread, the CAPE ratio and US unemployment rate. We also include
lagged markups in the control vector. Columns 1-3 report the parameter estimates from time
series regressions where mt is the average markup across insurers and sub-product categories in
each time period. Columns 4-5 report full panel specifications. Panel A, B and C show the results
for markups on life, guarantee and fixed-term annuity products respectively. The sample consists
of biannual observations from January 1989 through July 2011. The t-statistics in the time series
regressions are calculated using Newey and West (1987) standard errors with automatic bandwith
selection. The panel regression also includes firm and fixed effects and standard errors clustered
by date and firm. *, **, and *** indicate statistical significance at the 10%, 5% and 1% level,
respectively.

Panel A: Life Annuity Markups and Credit Spreads

mt mikt

(1) (2) (3) (4) (5)

Credit Spread -0.44∗∗∗ -0.38∗∗∗ -0.50∗∗∗ -0.29∗∗∗ -0.44∗∗∗

(-11.49) (-5.66) (-5.47) (-4.58) (-4.03)

1GFC -1.01∗ -0.66
(-1.93) (-1.51)

Credit Spread × 1GFC 0.23∗ 0.21∗

(1.83) (1.80)

Time Series Controls Vector yes yes yes yes
Entity FE yes yes
Product FE yes yes
Adj R-sq (Within) 0.800 0.871 0.876 0.596 0.603
Observations 72 72 72 12,460 12,460

[table continued on next page...]
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Panel B: Guarantee Annuity Markups and Credit Spreads

mt mikt

(1) (2) (3) (4) (5)

Credit Spread -0.46∗∗∗ -0.32∗∗∗ -0.43∗∗∗ -0.26∗∗∗ -0.41∗∗∗

(-12.97) (-5.43) (-4.21) (-4.93) (-3.99)

1GFC -1.06∗∗∗ -0.66
(-3.18) (-1.60)

Credit Spread × 1GFC 0.24∗∗ 0.20∗

(2.43) (1.82)

Time Series Controls Vector yes yes yes yes
Entity FE yes yes
Product FE yes yes
Adj R-sq (Within) 0.799 0.875 0.883 0.655 0.664
Observations 53 53 53 14,529 14,529

Panel C: Fixed-Term Annuity Markups and Credit Spreads

mt mikt

(1) (2) (3) (4) (5)

Credit Spread -0.54∗∗∗ -0.40∗∗ -0.62∗∗∗ -0.31∗∗∗ -0.57∗∗∗

(-9.20) (-2.62) (-4.50) (-2.89) (-4.83)

1GFC -0.87 -1.13∗∗∗

(-1.56) (-2.72)

Credit Spread × 1GFC 0.37∗∗ 0.44∗∗∗

(2.47) (3.58)

Time Series Controls Vector yes yes yes yes
Entity FE yes yes
Product FE yes yes
Adj R-sq (Within) 0.861 0.857 0.873 0.432 0.458
Observations 45 45 45 2,557 2,557
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Table 1.6: Investment returns drive the time series of premiums: P&C Insur-
ance

This table shows the time series relation between insurance premiums, as measured by P&C
insurer’s underwriting profitability, and credit spreads. It reports the parameter estimates from
the following time series regression:

uit = βcs · CSt + βGFC · 1GFC + βcsGFC · CSt × 1GFC +B′ ·Xt + FEi + εit

where uit, is the underwriting profitability for insurer i in quarter t. Underwriting profitability
is defined as underwriting profits (premiums earned minus losses and expenses) divided by the
premiums earned. ct is the 1-year rolling average of Moody’s credit spread of BAA corporate
bonds, 1GFC is an indicator variable set to one over the financial crisis (November 2008 through
February 2010), and Xt is a vector of time series controls including 1-year rolling averages
of investment returns and macroeconomic variables. Columns 1-3 report parameter estimates
from the time series regression where the dependent variable, ut, is the average underwriting
profitability in quarter t across all insurers. Columns 4-5 report parameter estimates from
panel regressions with insurer fixed effects. The sample consists of quarterly observations from
March 2001 through December 2017. t-statistics are reported in the brackets and are calculated
using Newey and West (1987) standard errors in the time-series specifications, and standard
errors clustered by date and firm in the panel specifications. *, **, and *** indicate statistical
significance at the 10%, 5% and 1% level, respectively.

ut uit

(1) (2) (3) (4) (5)

Credit Spread -0.44∗∗∗ -0.83∗∗∗ -1.08∗∗∗ -0.74∗∗∗ -1.06∗∗∗

(-2.71) (-3.32) (-4.85) (-2.94) (-4.73)

FC -1.80 -1.64
(-1.28) (-0.80)

Credit Spread × FC 0.85∗∗ 0.87∗

(2.57) (1.72)

Time Series Controls Vector yes yes yes yes
Entity FE yes yes
Adj R-sq (Within) 0.119 0.222 0.293 0.031 0.039
Observations 67 67 67 41,589 41,589
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Table 1.7: Investment returns drive the cross section of premiums: Life Insur-
ance

This table shows the cross section relation between insurance premiums, as measured by the
markups on annuities issued by life insurers, and firm-specific expected investment returns. It
reports the parameter estimate from the following panel regression:

mikt = βy · yit + βyGFC · yit × 1GFC +B′ ·Xit−1 + FEi + FEk + FEt + εikt

where mikt is the annualised markup set by insurer i at time t for an annuity which is in
sub-product category k, yit is the insurer’s investment return, 1GFC is an indicator variable set to
one over the global financial crisis (November 2008 through February 2010), and Xit is a vector
of lagged variables that capture balance sheet strength (leverage, risk-based capital, asset growth
and deferred annuities). The control vector includes squared variables to capture non-linear
effects of capital constraints. We additionally control for date fixed effects, product fixed effects
and firm fixed effects, and report within group r-squared. Panel A, B and C show the results for
markups on fixed-term, guarantee and life annuity products respectively. The sample consists of
quarterly observations from March 2001 through March 2018. t-statistics are reported in bracket
and calculated using standard errors clustered by date and firm. *, **, and *** indicate statistical
significance at the 10%, 5% and 1% level, respectively.

Panel A: Fixed Term Annuities

(1) (2) (3) (4) (5)

Investment Return -0.03∗∗∗ -0.03∗∗∗ -0.01 -0.03∗∗∗ -0.01
(-2.63) (-2.86) (-1.31) (-2.77) (-1.20)

Investment Return × 1Fin.Crisis -0.06 -0.10∗

(-0.99) (-1.74)

Firm Controls Vector yes yes
Firm FE yes yes
Date FE yes yes yes yes yes
Product FE yes yes yes yes yes
Adj R-sq (Within) 0.010 0.078 0.007 0.078 0.009
Observations 955 955 955 955 955

Panel B: Guarantee Annuities

(1) (2) (3) (4) (5)

Investment Return -0.01∗∗∗ -0.01∗∗∗ -0.01∗∗∗ -0.01∗∗∗ -0.01∗∗∗

(-3.86) (-4.35) (-3.21) (-4.34) (-2.72)

Investment Return × 1Fin.Crisis 0.00 -0.05∗∗∗

(0.20) (-4.70)

Firm Controls Vector yes yes
Firm FE yes yes
Date FE yes yes yes yes yes
Product FE yes yes yes yes yes
Adj R-sq (Within) 0.121 0.229 0.165 0.229 0.168
Observations 5,989 5,989 5,989 5,989 5,989

[table continued on next page...]
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Panel C: Life Annuities

(1) (2) (3) (4) (5)

Investment Return 0.00 -0.02∗∗∗ -0.02∗∗∗ -0.02∗∗∗ -0.02∗∗∗

(0.37) (-2.97) (-3.15) (-3.48) (-3.31)

Investment Return × 1Fin.Crisis 0.08∗∗∗ 0.03
(3.55) (1.54)

Firm Controls Vector yes yes
Firm FE yes yes
Date FE yes yes yes yes yes
Product FE yes yes yes yes yes
Adj R-sq (Within) 0.001 0.069 0.004 0.072 0.005
Observations 3,410 3,410 3,410 3,410 3,410
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Table 1.8: Investment returns drive the cross section of premiums: P&C
Insurance

This table shows the cross section relation between insurance premiums, as measured by P&C
insurer’s underwriting profitability, and firm-specific expected investment returns. It reports the
parameter estimate from the following panel regression:

uit = βy · yit + βyGFC · yit × 1GFC +B′ ·Xit−1 + FEi + FEt + εit

where uit is the underwriting profitability for insurer i at time t, and yit is the insurer’s investment
return. We additionally control for date fixed effects, firm fixed effects and Xit, which is a
vector of lagged variables that capture balance sheet strength (leverage, risk-based capital, asset
growth and unearned premiums). This includes variables squared to control for non-linear effects
of capital constraints. We also include a control for the level of reinsurance activity insurance
company i engages in at time t. The samples consist of quarterly observations from Q1 2001
through Q4 2017. In columns 4-5 we interact investment return with an indicator variable 1GFC

set equal to one during the global financial crisis (Q4 2008 through Q1 2010). t-statistics are
reported in bracket and calculated using standard errors clustered by date and firm. *, **, and
*** indicate statistical significance at the 10%, 5% and 1% level, respectively.

(1) (2) (3) (4) (5)

Investment Return -0.10∗∗ -0.12∗∗∗ -0.11∗∗∗ -0.13∗∗∗ -0.12∗∗∗

(-2.37) (-3.09) (-5.19) (-3.37) (-5.70)

Investment Return × FC 0.10 0.12∗∗

(1.52) (2.56)

Firm Controls Vector yes yes
Firm FE yes yes
Time FE yes yes yes yes yes
Adj R-sq (Within) 0.001 0.071 0.001 0.071 0.001
Observations 37,044 37,044 37,044 37,044 37,044
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Table 1.9: P&C Insurance cross section: instrumented variable estimation

This table shows the cross section relation between insurance premiums, as measured by P&C
insurer’s underwriting profitability, and the instrumented expected investment returns of individual
insurance companies. Columns (3) and (4) report the parameter estimate from the following
instrumental variable panel regression:

uit = βy · yit +B′ ·Xit−1 + FEt + εit

where uit is the underwriting profitability for insurer i at time t, and yit is the instrumented
investment return of insurer i at time t. Columns (1) and (2) report the first-stage results from
the regression

yit = βvol ·Volatilityi,t−1 + βSize · Sizei,t−1 +B′ ·Xit−1 + FEt + εit

where the instruments are the historical 5-year volatility of insurer i’s underwriting profitability
up to and including time t−1, Volatilityi,t−1, and the insurers size (log assets) at t−1. First stage
results in Columns (1) and (2) correspond to the second-stage results in Columns (3) and (4)
respectively . We control for date fixed effect in all specifications, and in (2) and (4) we include
an untabulated vector, Xit−1, of lagged variables that capture balance sheet strength (leverage,
risk-based capital, asset growth and unearned premiums), and the level of reinsurance activity
insurance company i engages in at time t. The samples consist of quarterly observations from Q1
2001 through Q4 2017. For the second stage, we report the Cragg-Donald Wald F-statistic, and
in the case where we have two instrumental variables (Column 4), we report the p-value from the
Sargan’s χ2 test of overidentifying restrictions. t-statistics are reported in bracket and calculated
using standard errors clustered by firm. *, **, and *** indicate statistical significance at the 10%,
5% and 1% level, respectively.

First Stage: Second Stage:

(1) (2) (3) (4)

Underwriting Volatility (t-1) -0.16∗∗∗ -0.07∗∗∗

(-7.47) (-2.63)

Size (t-1) 0.17∗∗∗

(6.69)

Investment Return -0.35∗∗∗ -0.27∗∗

(-3.41) (-2.36)

Control Vector yes yes
Date FE yes yes yes yes
Adj R-sq (Within) 0.040 0.075
Cragg-Donald F-stat 101.576 2042.461
Sargan test p-value 0.478
Observations 25,091 25,091 25,091 25,091
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Table 1.10: Life Insurance Cross Section: evidence from mergers and acquisi-
tions

This table shows the relation between the annuity markups and investment returns using a
difference-in-differences approach around merger events. The treatment group is the life insur-
ance companies involved in a merger and acquisition event over our sample, and the control group
is all other life insurance companies. The control time period is the two years pre-mergers, and
the treatment is the two years following merger. The table reports the parameter estimate from
the following regression:

mikt = βD ·Dit + FEi + FEk + FEt + εijt

where mikt is the markup set by insurer i at time t on product k, and Dit is a variable set equal to
zero for all observations except for treatment group insurance companies in the treatment period
(the two years following their merger or acquisition event). For these observations, the variable is
set equal to the treatment group insurance company’s investment return minus the investment
return of the other insurance company involved in the transaction (i.e. it is the investment return
differential). For each individual mergers, we select the two years either side of the event for our
sample, with our total sample made up of the union of the individual merger samples. This leads
to 941 observations across 20 quarterly dates, with 5 treatment group entities and 48 control
group entities. We use one annuity product type for each of our three broad categories of annuity
- 20yr fixed term annuity, life annuity for males aged 50, and 10 year guarantee life annuity for
a male aged 50. We control for time, company and product fixed effects. Standard errors are
clustered by insurance company and date. *, **, and *** indicate statistical significance at the
10%, 5% and 1% level, respectively.

markup (ikt)

∆ Investment Return(it) -0.22∗∗∗

(-3.44)

Firm FE yes
Date FE yes
Product FE yes
Adj R-sq (Within) 0.007
Observations 2318
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Table 1.11: Evidence from excess bond risk premium

This table shows the relation between the markups on annuities issued by life insurers and the
expected return component of credit spreads. It reports the parameter estimate from the

mjt = βe · EBPt + βdf ·DFt + βeGFC · EBPt × 1GFC + βdGFC ·DFt × 1GFC + FEi + FEk + εjt

where j = (i, k) and mjt is the annualised markup set by insurer i at time t for an annuity which
is in sub-product category k. Sub-products vary depending on age, sex and maturity of the
annuities. EBPt is the Gilchrist and Zakraǰsek (2012) credit spread attributed to excess bond risk
premium, DFt is the credit spread attributed to default losses, and 1GFC is an indicator variable
set to one over the global financial crisis (November 2008 through February 2010). We include
a vector of time series controls Xt which includes the risk-free rate, the slope of the yield curve,
the TED spread, the CAPE ratio and US unemployment rate. We also include lagged markups in
the control vector. Columns 1-2 report the parameter estimates where markups, mt, are averaged
across insurers and sub-products in each time period. Columns 3-4 report full panel specifications.
Panel A, B and C show the results for markups on life, guarantee and fixed-term annuity products
respectively. The sample consists of biannual observations from January 1989 through July 2011.
t-statistics in the time series regressions are calculated using Newey and West (1987) standard
errors with automatic bandwith selection. The panel regression also includes firm and product
fixed effects and standard errors clustered by date and firm. *, **, and *** indicate statistical
significance at the 10%, 5% and 1% level, respectively.

Panel A: Life Annuities

(1) (2) (3) (4)

Excess Bond Risk Premia -0.36∗∗∗ -0.61∗∗∗ -0.31∗∗∗ -0.46∗∗∗

(-4.35) (-5.39) (-4.20) (-5.07)

Default Risk -0.10 0.27 -0.03 0.18
(-0.73) (1.45) (-0.39) (1.22)

1Fin.Crisis 0.71 1.21∗∗

(1.39) (2.31)

Excess Bond Risk Premia × 1Fin.Crisis 0.48∗∗∗ 0.42∗∗∗

(4.11) (4.35)

Default Risk × 1Fin.Crisis -0.43∗∗ -0.48∗∗∗

(-2.51) (-2.75)

Entity FE yes yes
Product FE yes yes
Time Series Controls yes yes yes yes
Adj R-sq (Within) 0.871 0.895 0.600 0.618
Observations 72 72 12460 12460

[table continued on next page...]
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Panel B: Guarantee Annuities

(1) (2) (3) (4)

Excess Bond Risk Premia -0.27∗∗∗ -0.45∗∗∗ -0.27∗∗∗ -0.33∗∗∗

(-4.21) (-10.08) (-4.75) (-5.08)

Default Risk -0.17 -0.06 -0.10 -0.21
(-1.56) (-0.29) (-1.22) (-1.52)

1Fin.Crisis 0.12 0.18
(0.20) (0.34)

Excess Bond Risk Premia × 1Fin.Crisis 0.37∗∗∗ 0.23∗∗∗

(4.25) (2.92)

Default Risk × 1Fin.Crisis -0.15 -0.05
(-0.72) (-0.27)

Entity FE yes yes
Product FE yes yes
Time Series Controls yes yes yes yes
Adj R-sq (Within) 0.884 0.914 0.670 0.685
Observations 53 53 14529 14529

Panel C: Fixed Term Annuities

(1) (2) (3) (4)

Excess Bond Risk Premia -0.63∗∗∗ -0.68∗∗∗ -0.52∗∗∗ -0.56∗∗∗

(-4.97) (-5.01) (-6.60) (-6.59)

Default Risk 0.35∗ 0.69∗ 0.27∗∗∗ 0.37∗∗

(2.00) (1.78) (3.32) (2.09)

1Fin.Crisis 0.60 1.34∗∗

(0.70) (2.41)

Excess Bond Risk Premia × 1Fin.Crisis 0.26∗ 0.58∗∗∗

(1.85) (5.25)

Default Risk × 1Fin.Crisis -0.41 -0.55∗∗∗

(-1.22) (-3.08)

Entity FE yes yes
Product FE yes yes
Time Series Controls yes yes yes yes
Adj R-sq (Within) 0.910 0.911 0.472 0.475
Observations 45 45 2557 2557
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1.10 Appendix A: Institutional Background

1.10.1 Underwriting Profit in Life Insurance

Mitchell, Poterba, Warshawsky, and Brown (1999) and Koijen and Yogo (2015) have doc-

umented markups an average of 6 to 10 percent on specific life insurance products, which

is after adjusting for a time value of money (assumed to be the risk-free rate). While these

markups make life insurance underwriting look profitable at first glance, it is important to

note that they are gross of operating expenses and commissions. Expenses on the specific

products of their studies are not available to make a direct net of expenses assessment.

However, on an aggregated basis, the life insurance industry reported commission and

expense costs that were 20% of premiums in 2018 (SNL Statutory Files). It is therefore

not unreasonable to assume that life insurance, like P&C, is dependent on asset returns

for overall profitability.

Indeed, for comparision, in figure 1.7 we plot P&C underwriting income between its

three main components - claims and expenses (outflows) and earned premium (inflows).

It shows that expesnes are significant fraction of premiums, ranging from 25%-30% across

the sample. P&C underwriting performance gross of expenses looks extremely profitable.

In other words, expenses are critical for an overall understanding of underwriting perfor-

mance.

1.10.2 Accounting Treatment of the Investment Returns of Insurance
Companies

For cross sectional comparisons of insurer expected investment return, we use their self-

reported Net Yield on Invested Assets. This is their accounting return on assets, and

is defined as dollar net income from investments over the dollar book value of invested

assets. Anecdotally, we know from market participants that it is the key metric from

which insurance companies assess their expected investment portfolio performance.

For fixed income assets, which are the average insurers’ main asset allocation, net

yield on any asset is simply the amortisation of the purchase yield. Such treatment of

assets reflects that insurers are buy and hold investors and can weather mark to market

fluctuations. If the insurer does sell a bond before maturity, in the reporting period of sale

the realised mark to market gain/loss is also included in the net yield measure. Further,

if there are significant revisions to the prospects for a bond (i.e. default appears likely),

adjustments may also be made in reported investment income. For equity investments,
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the net yield is the dividend rate, with mark to market fluctuations once again realised at

the point of sale.

To capture insurers’ expected returns at an industry-level we use the credit spread on

corporate bonds. This is the average insurers’ main source of investment risk and thus is

our best proxy for industry wide investment opportunities. We also use the excess bond

risk premium portion of credit spreads as provided in (Gilchrist and Zakraǰsek (2012)),

which is a way to strip out expected default loss from the credit spread.

1.11 Appendix B: Proofs

Proof of Proposition 1

i) Investor illiquid allocation.

The first-order condition for the investor’s illiquid asset allocation in equation (1.3) is

0 = (1− ω)R− ωλθ (1.23)

from which the optimal allocation (1.10) follows. �

ii) Insurer illiquid allocation.

We have already defined in equation (1.14) the lower bound on the insurer’s optimal

asset allocation. By a similar logic we can also define an upper bound. To see this, note

that τ = τ̄ − σ is the minimum fraction of claims that will arrive early. The insurer

therefore knows they will be forced to sell assets of at least (τ̄ − σ)C at time 1. Optimally

they hold at least this amount in liquid assets, which leads to the following definition

Θ =


L− (τ̄ − σ)C if L− (τ̄ − σ)C < S

S otherwise.

(1.24)

In the first case, investing Θ > Θ would mean paying sales costs on illiquid assets of

amount Θ−Θ with no expectation of earning the liquidity premia R. In the second case,

the insurer knows that if they invest more than total size of the illiquid asset market, it

requires other investors to go short the asset. This would result in a negative R, which

makes the asset more unattractive to the insurer. They therefore cap their investment at

the total size S of the illiquid asset market.

The key implication of the upper bound Θ is that the insurer does not sell illiquid

assets when τ = τ̄ − σ realizes. We can therefore restate wealth (1.7) in two cases that
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depend on the fraction τ of claims arriving early

W =


L
(
1 +RF

)
− C + ΘR if τ = τ̄ − σ

L
(
1 +RF

)
− C + ΘR− 1

2λ (Θ−Θ)2 if τ = τ̄ + σ

(1.25)

with both cases occurring with equal probability. The first case shows the simple outcome

where the insurer holds enough liquid assets to cover early claims. In the second case, the

insurer sells all their liquid assets plus a portion of their illiquid asset portfolio to cover

remaining t = 1 claims. Dollar amount τC − (L−Θ) = (τ̄ + σ)C − (L−Θ) of illiquid

assets are sold early. Substituting in equation (1.14) this can be restated Θ − Θ. The

residual Θ illiquid assets are held to maturity, earning the liquidity premia R.

The insurers objective function (1.8) is therefore be restated

max
P, Θ

L
(
1 +RF

)
− C +

1

2
(Θ + Θ)R− 1

4
λ (Θ−Θ)2 . (1.26)

The first-order condition for the illiquid asset dollar investment is

0 =
1

2
R− 1

2
λ (Θ−Θ) (1.27)

and thus the optimal solution Θ∗ in equation (1.11) follows. �

Note the solution holds for any required return on insurer equity providing that the

required return is independent of the insurer’s asset allocation decision. We have this in

this model due to risk neutral investors. However, it would hold in any model with a flat

security market line.

Proof of Theorem 1

The proof is shown with the insurer facing a generalised convex cost function of selling

illiquid assets. We now assume that the insurer pays λf (x) dollar for every x dollar sold of

the illiquid asset, where f ′ (x) > 0 and f ′′ (x) > 0. The generalised version of the insurer’s

objective function (1.26) is thus

max
P, Θ

L
(
1 +RF

)
− C +

1

2
(Θ + Θ)R− 1

2
λf (x) (1.28)

where x = Θ−Θ is the dollar amount of illiquid assets sold.

The first-order condition with respect the illiquid asset allocation Θ is

0 =
1

2
R− 1

2
λf ′ (x)

∂x

∂Θ

74



where we have used the chain rule and assumed the insurer takes the illiquid asset return

R as fixed. Given ∂x
∂Θ = 1, the first-order condition solves to

R = λf ′ (x) . (1.29)

From this condition we can see the marginal benefit R of an extra dollar of illiquid in-

vestment is equal to the marginal cost λf ′ (x) of an extra dollar of illiquid investment.

The insurer optimally increases their illiquid investment allocation until this holds for any

convex cost function.

Meanwhile, for fixed illiquid asset allocation, the first-order condition on (1.28) for the

insurance price is

0 =
∂L

∂P

(
1 +RF

)
− ∂C

∂P
+

1

2

∂Θ

∂P
R− 1

2
λf ′ (x)

∂x

∂P
(1.30)

where ∂x
∂P = −∂Θ

∂P . Using the envelope theorem, we now substitute in condition 1.29 from

the optimal illiquid asset decision to simplify to

0 =
∂L

∂P

(
1 +RF

)
− ∂C

∂P
+
∂Θ

∂P
R. (1.31)

Note that the only impact of the excess return R on the optimal insurance price comes

via the lower bound of illiquid investment Θ. This is the portion of the assets that the

insurer knows it will not be forced to sell at t = 1. Substituting in the lower bound of the

illiquid asset allocation (1.14) we have

0 =
∂L

∂P

(
1 +RF +R

)
− ∂C

∂P
(1 + (τ̄ + θ)R) . (1.32)

and using equations 1.5 and 1.6 and the product rule, the first order condition is thus

0 =

(
Q+

∂Q

∂P
P

)(
1 +RF +R

)
− ∂Q

∂P
C̄ (1 + (τ̄ + θ)R) (1.33)

= P (1− ε)
(
1 +RF +R

)
+ εC̄ (1 + (τ̄ + θ)R) (1.34)

where the second line has been multiplied through by P
Q and uses

ε = −∂ logQ

∂ logP
> 1. (1.35)

Equation 1.34 is rearranged to give the final solution 1.12. �
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Proof of Proposition 2

Equation 1.15 proof

By the chain rule we have
∂P

∂R
=

∂P

∂RI
∂RI

∂R
. (1.36)

From equation 1.12 we can see

∂P

∂RI
= − P

1 +RI
< 0 (1.37)

and from 1.13 we can see
∂RI

∂R
=

1− τ̄ − σ
(1 + (τ̄ + σ)R)2 > 0 (1.38)

given τ̄ + σ < 1. �

Exogenous shocks to equilibrium asset returns

The asset market clearing condition (1.9) states

S =
(1− ω)

ω

R

λ
+ L− (τ̄ + σ)C +

R

λ
(1.39)

=
1

ωλ
R+ Θ. (1.40)

In the first line we have used the equilibrium asset demands (1.10) and (1.11). In the

second line we have substituted in Θ from equation (1.14) and rearranged.

We therefore have the equilibrium condition

R = ωλ (S −Θ) (1.41)

with recognition that Θ (R) is endogenous. The derivative with respect λ22 is therefore

∂R

∂λ
= ω

(
S −Θ− λ∂Θ

∂R

∂R

∂λ

)
(1.42)

where we have used the product rule, and chain rule with respect the endogenous variable.

The derivative rearranges to
∂R

∂λ
=
ω (S −Θ)

1 + λ∂Θ
∂R

(1.43)

and we can see that to show ∂R
∂λ > 0, we require to show both

1. S > Θ

2. ∂Θ
∂R > − 1

λ

22or derivative wrt ω. The proof for each variable from here is identical. We proceed by showing with
λ.
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Part 1. holds by definition 1.24. The insurer will not hold more than the total illiquid

asset market. The rest of the proof focuses on part 2.

We will, in fact, show that ∂Θ
∂R > 0. The result is intuitive. If R increases then

insurer’s set cheaper insurance (see 1.15), which increases the number of contracts they

underwrite. Stable funding is constant fraction of claims. An increase in claims is therefore

an increase in stable funding, which allows the insurer to invest more in illiquid assets (i.e.

Θ increases).

To show the following result

∂
[
E +QP − (τ̄ + σ)QC̃

]
∂R

> 0 (1.44)

we can see that we must show

∂QP

∂R
− (τ̄ + σ) C̃

∂Q

∂R
> 0. (1.45)

To proceed from here, we use Q = kP−ε from equation (1.4) and the chain rule to show

∂Q

∂R
=
∂Q

∂P

∂P

∂R

= −εQ
P

∂P

∂R
.

Using this result and the product rule we also show

∂QP

∂R
=
∂Q

∂R
P +

∂P

∂R
Q

= −ε∂P
∂R

Q+
∂P

∂R
Q

= (1− ε) ∂P
∂R

Q.

Substituting these two derivatives into inequality (1.45), we thus have:

(1− ε) ∂P
∂R

Q+ (τ̄ + σ) C̃ε
Q

P

∂P

∂R
> 0

and dividing through by (the negative) Q
P
∂P
∂R we have

P (1− ε) + ε (τ̄ + σ) C̃ < 0

and dividing through by (the negative) (1− ε) we have

P −M (τ̄ + σ) C̃ > 0
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where we have used M = ε
ε−1 . Finally, we substitute the equilibrium premium price 1.12

and simplify

M
1 +R (τ̄ + σ)

1 +R
C̃ −M (τ̄ + σ) C̃ > 0

1 +R (τ̄ + σ)− (1 +R) (τ̄ + σ) > 0

1− (τ̄ + σ) > 0

which we know holds. The fraction τ ∈ {τ̄ −σ, τ̄ +σ} of insurer claims arriving at time

1 can not exceed one. �

Proof of Proposition 4

The Lagrangian for the insurer’s optimisation problem (1.8) when subject to (1.21) is

L (P,Θ, η) = W + η

(
L− C

1 +RS
φ−1

)
. (1.46)

Following the proof of proposition ??, the corresponding first order condition for the

insurance premium can be stated

0 =
∂L

∂P
(1 +R)− ∂C

∂P
(1 + (τ̄ + θ)R) + η

 ∂L

∂P
−

∂C

∂P
1 +RS

φ−1

 . (1.47)

Using equations 1.5, 1.6 and 1.4, and the product rule, the first order condition is rear-

ranged to

P (1− ε)
(
1 +RI

)(
1 +

η

1 +RI
1

1 + (τ̄ + σ)R

)
= −εC̃

(
1 +

η

φ(1 +RS)

1

1 + (τ̄ + σ)R

)
(1.48)

and we rearrange this formula to solve the equilibrium price (1.22).

Proof of Proposition 5

This result follows straight from the equilibrium price 1.22, with the cases depending on

whether

1 + (τ̄ + σ)R+ η
φ(1+RS)

1 + (τ̄ + σ)R+ η
(1+RI)

is greater or less than 1.

78



1.12 Appendix C: Further Figures and Tables

Figure 1.7: P&C Insurance - Industry Wide Insurance Underwriting Cash-
flows. This figures plots the industry-wide insurance underwriting cashflows in Property
& Casualty markets. Total income from insurance underwriting are the premiums received
minus the claims paid and the operating expenses associated with the running of an in-
surance underwriting business (pricing, reserving, marketing, operations etc.). The data
comes from quarterly US insurance company statutory filings 2001:2018 and is provided
by SNL Global. Individual company data has been aggregated to show the industry-wide
net income.
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Figure 1.8: Entities in the Cross-Section

This figures plots the number of entities observed in the cross-section for each time-
period. Panel A plots the number of life insurance companies in annuity cross-sectional
regressions. Panel B plots the number of Property & Casualty entities.

(a) Life Insurers (annuities)

(b) P&C Insurers
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Table 1.12: Mergers and Acquisitions Sample

This table shows the sample of mergers and acquistions that exist for our life insurance company
dataset. The insurance companies underlined are those for which we have markup data for both
pre and post the event.
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Table 1.13: Life Insurance Time Series - Full Specification Estimates

This table shows the relation between the markups on annuities issued by life insurers and credit
spreads. It reports the parameter estimates from the following regression:

mikt = βc · ct + βGFC · 1GFC + βcGFC · ct × 1GFC +B′ ·Xt + FEi + FEk + εikt

wheremikt is the annualised markup set by insurer i at time t for an annuity which is in sub-product
category k. Sub-products vary depending on age, sex and maturity of the annuities. ct is Moody’s
credit spread of BAA corporate bonds, and 1GFC is an indicator variable set to one over the
global financial crisis (November 2008 through February 2010). We include a vector of time series
controls Xt which includes the risk-free rate, the slope of the yield curve, the TED spread and
US unemployment rate. Columns 1-3 report the parameter estimates from time series regressions
where for the dependent variable, mt, we have averaged across insurers and sub-product categories
in each time period. Columns 4-5 are full panel specifications. Panel A, B and C show the results
for markups on fixed-term, guarantee and life annuity products respectively. The sample consists
of biannual observations from January 1989 through July 2011. The t-statistics in the time series
regressions are calculated using Newey and West (1987) standard errors with automatic bandwith
selection. The panel regression also includes firm and fixed effects and standard errors clustered
by date and firm. *, **, and *** indicate statistical significance at the 10%, 5% and 1% level,
respectively.

Panel A: Life Term Annuities

mt mikt

(1) (2) (3) (4) (5)

Credit Spread -0.44∗∗∗ -0.38∗∗∗ -0.50∗∗∗ -0.29∗∗∗ -0.44∗∗∗

(-11.49) (-5.66) (-5.47) (-4.58) (-4.03)

1GFC -1.01∗ -0.66
(-1.93) (-1.51)

Credit Spread × 1GFC 0.23∗ 0.21∗

(1.83) (1.80)

markup (j,t-1) 0.23∗∗∗ 0.18∗∗ 0.47∗∗∗ 0.46∗∗∗

(2.74) (2.06) (7.63) (7.57)

Risk Free (5yr) 0.11 0.11 0.12∗∗∗ 0.09∗∗∗

(1.38) (1.59) (4.01) (2.92)

Slope (5yr - 1yr) 0.18 0.22∗∗ 0.16∗∗∗ 0.23∗∗∗

(1.48) (2.06) (2.79) (3.97)

Ted Spread -0.08 -0.03 0.00 0.07
(-0.94) (-0.32) (0.04) (0.73)

CAPE ratio 0.01∗∗ 0.02∗∗∗ 0.01 0.01∗

(2.42) (3.22) (1.25) (1.81)

Unemployment Rate 0.10∗∗ 0.14∗∗∗ 0.12∗∗∗ 0.11∗∗∗

(2.39) (2.93) (3.04) (2.72)

Duration (j,t) -0.34∗∗∗ 0.12 0.16
(-3.08) (0.48) (0.78)

Constant 5.10∗∗∗ -0.88 -1.30
(5.57) (-0.36) (-0.61)

Time Series Controls Vector yes yes yes yes
Entity FE yes yes
Product FE yes yes
Adj R-sq (Within) 0.800 0.871 0.876 0.596 0.603
Observations 72 72 72 12,460 12,460

[table continued on next page...]
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Panel B: Guarantee Annuities

mt mikt

(1) (2) (3) (4) (5)

Credit Spread -0.46∗∗∗ -0.32∗∗∗ -0.43∗∗∗ -0.26∗∗∗ -0.41∗∗∗

(-12.97) (-5.43) (-4.21) (-4.93) (-3.99)

1GFC -1.06∗∗∗ -0.66
(-3.18) (-1.60)

Credit Spread × 1GFC 0.24∗∗ 0.20∗

(2.43) (1.82)

markup (j,t-1) 0.23∗ 0.23∗ 0.45∗∗∗ 0.43∗∗∗

(1.77) (1.75) (6.73) (6.44)

Risk Free (5yr) 0.12∗ 0.14 0.14∗∗∗ 0.12∗

(1.70) (1.47) (3.14) (1.91)

Slope (5yr - 1yr) 0.06 0.13∗∗∗ 0.14∗∗ 0.20∗∗∗

(0.85) (2.75) (2.43) (4.08)

Ted Spread -0.08 -0.02 -0.06 -0.01
(-0.94) (-0.26) (-0.79) (-0.12)

CAPE ratio 0.01 0.01 0.00 0.01
(0.99) (0.84) (0.40) (0.69)

Unemployment Rate 0.10∗∗ 0.15∗∗∗ 0.12∗∗∗ 0.12∗∗

(2.38) (3.44) (3.08) (2.46)

Duration (j,t) -0.04 -0.13∗ -0.19∗∗

(-0.42) (-1.75) (-2.69)

Constant 2.06∗∗ 1.26 1.56∗

(2.24) (1.58) (1.73)

Time Series Controls Vector yes yes yes yes
Entity FE yes yes
Product FE yes yes
Adj R-sq (Within) 0.799 0.875 0.883 0.655 0.664
Observations 53 53 53 14,529 14,529

Panel C: Term Annuities

mt mikt

(1) (2) (3) (4) (5)

Credit Spread -0.54∗∗∗ -0.40∗∗ -0.62∗∗∗ -0.31∗∗∗ -0.57∗∗∗

(-9.20) (-2.62) (-4.50) (-2.89) (-4.83)

1GFC -0.87 -1.13∗∗∗

(-1.56) (-2.72)

Credit Spread × 1GFC 0.37∗∗ 0.44∗∗∗

(2.47) (3.58)

markup (j,t-1) 0.13 0.15 0.39∗∗∗ 0.39∗∗∗

(1.02) (1.13) (4.72) (4.79)

Risk Free (5yr) 0.06 0.06 0.17∗∗∗ 0.13∗∗∗

(1.14) (1.60) (4.03) (4.08)

Slope (5yr - 1yr) 0.05 0.11 0.14∗ 0.20∗∗∗

(0.49) (0.98) (1.76) (3.07)

Ted Spread -0.17 -0.28∗∗ -0.13 -0.23∗

(-0.83) (-2.25) (-0.77) (-1.98)

CAPE ratio 0.01 0.01 0.02∗∗ 0.02∗∗∗

(1.34) (1.65) (2.19) (3.52)

Unemployment Rate 0.01 0.00 0.10∗∗ 0.09∗∗

(0.30) (0.04) (2.60) (2.63)

Duration (j,t) -0.28∗∗∗ -0.23∗∗∗ -0.19∗∗∗

(-6.28) (-3.48) (-2.84)

Constant 4.22∗∗∗ 2.83∗∗∗ 2.99∗∗∗

(17.09) (3.02) (3.54)

Time Series Controls Vector yes yes yes yes
Entity FE yes yes
Product FE yes yes
Adj R-sq (Within) 0.861 0.857 0.873 0.432 0.458
Observations 45 45 45 2,557 2,557
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Table 1.14: P&C Time Series - Underwriting Profitability and Credit Spreads

This table shows the relation between quarterly P&C insurance underwriting profitability and
credit spreads. Columns 1-3 report the parameter estimate from the following time series regression:

ut = α+ βc · ct + βcFC · ct × 1FC +B′ ·Xt + εt

where ut is the average underwriting profitability in quarter t across all insurers. Underwriting
profitability is defined as underwriting profits (premiums earned minus losses and expenses) divided
by the premiums eared. ct is the 1-year rolling average of Moody’s credit spread of BAA corporate
bonds, 1FC is an indicator variable set to one over the financial crisis (November 2008 through
February 2010), and Xt is a vector of time series controls with 1-year rolling averages of investment
returns and macroeconomic variables. we also run the regression in the full panel of insurance
companies by estimating the model:

uit = βc · ct + βcFC · ct × 1FC +B′ ·Xt + FEi + εit

where uit, is the underwriting profitability for insurer i in quarter t. Reported adjusted r-squared
are within groups for panel specifications. The sample consists of quarterly observations from
2001Q1 through to 2018Q3. T-statistics are reported in the brackets and are calculated using
Newey and West (1987) standard errors in the time-series specifications when possible, and
standard errors clustered by date and firm in the panel specifications. *, **, and *** indicate
statistical significance at the 10%, 5% and 1% level, respectively.

ut uit

(1) (2) (3) (4) (5)

Credit Spread -0.44∗∗∗ -0.83∗∗∗ -1.08∗∗∗ -0.74∗∗∗ -1.06∗∗∗

(-2.71) (-3.32) (-4.85) (-2.94) (-4.73)

Risk Free (1yr) -0.35∗∗ -0.34∗∗∗ -0.17∗ -0.18∗

(-2.63) (-2.81) (-1.70) (-1.97)

Ted Spread 1.10∗∗∗ 0.05 0.76∗ -0.36
(2.71) (0.10) (1.67) (-0.73)

Slope (5yr - 1yr) -0.26 -0.35∗∗ 0.12 -0.02
(-1.24) (-2.08) (0.65) (-0.09)

Unemployment Rate -0.05 -0.07 -0.11 -0.12
(-0.56) (-0.75) (-1.36) (-1.47)

Reinsurance Activity (t-1) 0.28 0.63 -0.10∗ -0.10
(0.16) (0.39) (-1.68) (-1.65)

Risk Based Capital (t-1) -0.51∗ -0.42 0.22∗∗∗ 0.22∗∗∗

(-1.69) (-1.56) (12.33) (12.60)

FC -1.80 -1.64
(-1.28) (-0.80)

Credit Spread × FC 0.85∗∗ 0.87∗

(2.57) (1.72)

Constant 1.52∗∗∗ 5.69∗∗∗ 6.35∗∗∗

(3.54) (3.30) (3.85)

Time Series Controls Vector yes yes yes yes
Entity FE yes yes
Adj R-sq (Within) 0.119 0.222 0.293 0.031 0.039
Observations 67 67 67 41,589 41,589
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Table 1.15: Life Insurance Time Series - Estimates in Changes

This table shows the relation between the markups on annuities issued by life insurers and credit
spreads. It reports the parameter estimates from the following regression:

∆mjt = βc ·∆ct + βFC · 1FC + βcFC ·∆ct × 1FC +B′ ·∆Xt + FEi + FEk + εikt

where j = (i, k) and ∆mjt is the change in the annualised markup set by insurer i at time t for
an annuity which is in sub-product category k. Sub-products vary depending on age, sex and
maturity of the annuities. ∆ct is the change in the Moody’s credit spread of BAA corporate
bonds, and 1FC is an indicator variable set to one over the financial crisis (November 2008 through
February 2010). We include a vector of time series controls ∆Xt in changes, which includes the
risk-free rate, the slope of the yield curve, the TED spread and US unemployment rate. Columns
1-3 report the parameter estimates from time series regressions where for the dependent variable,
mt, we have averaged across insurers and sub-product categories in each time period. Columns
4-5 are full panel specifications. Panel A, B and C show the results for markups on fixed-term,
guarantee and life annuity products respectively. The sample consists of biannual observations
from January 1989 through July 2011. The t-statistics in the time series regressions are calculated
using Newey and West (1987) standard errors with automatic bandwith selection. The panel
regression also includes firm and fixed effects and standard errors clustered by date and firm. *,
**, and *** indicate statistical significance at the 10%, 5% and 1% level, respectively.

Panel A: Life Annuities

(1) (2) (3) (4) (5)

Credit Spread -0.51∗∗∗ -0.22∗∗ -0.32∗∗∗ -0.32∗∗∗ -0.41∗∗∗

(-3.73) (-2.22) (-2.82) (-5.37) (-4.66)

1Fin.Crisis 0.16∗∗ 0.12
(2.47) (1.43)

Credit Spread × 1Fin.Crisis 0.16 0.11
(1.11) (1.16)

Entity FE yes yes
Product FE yes yes
Time Series Controls yes yes yes yes
Adj R-sq (Within) 0.239 0.521 0.527 0.420 0.426
Observations 72 71 71 11388 11388

[table continued on next page...]
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Panel B: Guarantee Annuities

(1) (2) (3) (4) (5)

Credit Spread -0.41∗∗∗ -0.31∗∗∗ -0.49∗∗∗ -0.32∗∗∗ -0.47∗∗∗

(-4.23) (-3.37) (-3.82) (-4.64) (-5.46)

1Fin.Crisis 0.09 0.14∗

(1.25) (1.76)

Credit Spread × 1Fin.Crisis 0.21∗ 0.16∗∗

(1.78) (2.03)

Entity FE yes yes
Product FE yes yes
Time Series Controls yes yes yes yes
Adj R-sq (Within) 0.302 0.404 0.387 0.397 0.415
Observations 53 52 52 12927 12927

Panel C: Fixed-Term Annuities

(1) (2) (3) (4) (5)

Credit Spread -0.49∗∗∗ -0.34∗∗∗ -0.39∗∗ -0.36∗∗∗ -0.45∗∗∗

(-4.76) (-3.46) (-2.32) (-4.24) (-4.75)

1Fin.Crisis 0.38∗∗ 0.33∗∗∗

(2.35) (3.14)

Credit Spread × 1Fin.Crisis 0.05 0.12
(0.41) (1.18)

Entity FE yes yes
Product FE yes yes
Time Series Controls yes yes yes yes
Adj R-sq (Within) 0.343 0.657 0.662 0.373 0.383
Observations 45 44 44 2247 2247
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Table 1.16: Investment returns drive the cross section of premiums: P&C
Insurance

This table shows the relation between quarterly returns to P&C insurance underwriting and firm-
specific expected investment returns. It reports the parameter estimate from the following panel
regression:

uit = βy · yit + βyFC · yit × 1FC +B′ ·Xit−1 + FEi + FEt + εit

where uit is the underwriting profitability for insurer i at time t, and yit is the insurer’s investment
return. We additionally control for date fixed effects, firm fixed effects and Xit, which is a vector
of lagged variables that capture balance sheet strength (leverage, risk-based capital, asset growth
and unearned premiums). This includes variables squared to control for non-linear effects of
capital constraints. The samples consist of quarterly observations from March 2001 through
March 2018. In columns 4-5 we interact investment return with an indicator variable 1FC set
equal to one during the financial crisis (Q4 2008 through Q1 2010). t-statistics are reported in
bracket and calculated using standard errors clustered by date and firm. *, **, and *** indicate
statistical significance at the 10%, 5% and 1% level, respectively.

(1) (2) (3) (4) (5)

Investment Return -0.10∗∗ -0.12∗∗∗ -0.11∗∗∗ -0.13∗∗∗ -0.12∗∗∗

(-2.37) (-3.09) (-5.19) (-3.37) (-5.70)

Size (t-1) -0.07∗∗∗ -0.07∗∗∗

(-2.94) (-2.93)

Reinsurance Activity (t-1) -0.22∗ -0.22∗

(-1.95) (-1.95)

Reinsurance Activity (t-1) 0.00
(.)

Risk Based Capital (t-1) 0.41∗∗∗ 0.41∗∗∗

(6.38) (6.37)

Asset Growth (t-1) 0.01∗∗∗ 0.01∗∗∗

(4.16) (4.15)

Unearned Premia (t-1) -0.01 -0.01
(-0.15) (-0.15)

(Risk Based Capital)2 -0.01∗ -0.01∗

(-1.69) (-1.68)

(Asset Growth)2 0.00∗∗ 0.00∗∗

(2.26) (2.27)

(Leverage)2 -0.00 -0.00
(-1.00) (-0.99)

Investment Return × FC 0.10 0.12∗∗

(1.52) (2.56)

Reinsurance Activity (t-1) 0.00
(.)

Firm Controls Vector yes yes
Entity FE yes yes
Time FE yes yes yes yes yes
Adj R-sq (Within) 0.001 0.071 0.001 0.071 0.001
Observations 37,044 37,044 37,044 37,044 37,044
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Chapter 2

A Stock Return Decomposition

Using Observables

Benjamin Knox1 and Annette Vissing-Jorgensen2

We propose a new decomposition approach for stock returns that is based on

the sensitivity of the stock price with respect to expected returns and dividends

at various horizons. The decomposition does not rely on log-linearization or

VAR estimation, and can be implemented at a daily frequency using observable

data on the term structure of real rates, the Martin (2017) lower bound of

equity risk premia, and dividend futures. We apply our approach to shed

light on the evolution of the return on US stocks during the COVID crisis in

2020. The equity risk premium increased sharply in the near term as the crisis

intensified in March, contributing 14 percent of the 26 percent market decline

up to March 18. The market recovery was heavily influenced by declining real

rates even at long maturities, with lower real rates contributing a positive 18

percent to the realized stock return for the year. News about dividends out

to 10 years had a modest effect with a larger role for a decline and subsequent

recovery of expectations for more distant dividends.

1Copenhagen Business School. I gratefully acknowledge support from the FRIC Center for Financial

Frictions (grant no. DNRF102).
2University of California Berkeley, NBER and CEPR
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2.1 Introduction

A central theme in asset pricing is what news drives fluctuations in asset prices. The stan-

dard approach to assessing this is to exploit the Campbell and Shiller (1988) decomposition

of unexpected returns into cash flow news and discount rate news. This decomposition is

commonly implemented by estimating a vector-autoregressive (VAR) model that includes

realized equity returns and predictors of equity returns. A problem with this approach is

that results tend to be sensitive to which predictors are included, as shown by Chen and

Zhao (2009). Any misspecification of the process for expected returns results in impre-

cise estimates of not only discount rate news but also cash flow news since the latter is

calculated as a residual.

To overcome these issues, we argue that one can get a long way towards a decompo-

sition of unexpected returns into cash flow news and discount rate news without making

assumptions about return predictors and without estimating a VAR. The stock price is

the present value of expected dividends discounted using the expected return on stocks

which in turn equals the real riskless rate plus the equity risk premium. Therefore, in

order to decompose unexpected returns into riskless rate news, risk premium news and

cash flow news, one needs data on the evolution of the term structures of the real riskless

rate, the equity risk premium, and expected dividends.

A lot of information is available about each of these inputs. The term structure of the

real riskless rate can be measured out to around 30 years from data on either nominal

Treasuries and inflation swaps, or data on inflation-indexed Treasuries (TIPS). The term

structure of the equity risk premium is not directly observable but Martin (2017) provides

a lower bound on the equity risk premium based on S&P500 index options. He argues

that this lower bound is approximately tight and thus is close to the actual equity risk pre-

mium.3 While Martin studies the equity risk premium out to 1 year, this can be extended

out to around 2 years in recent years, based on available S&P500 options. If fluctuations

in the equity risk premium are concentrated at the short end of the term structure, we can

3We supplement Martin’s analysis with theoretical analysis of how the change in the Martin lower

bound relates to the true change in the equity risk premium. In particular, we show that for the CRRA

log-normal case, the same parameters that ensure that the lower bound is in fact a lower bound (Martin’s

negative correlation condition) also ensure that the change in the lower bound is smaller than the change

in the true risk premium. This suggests that our approach will understate the role of risk premium changes

for realized returns to the extent that Martin’s lower bound is not tight.
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estimate most of the risk premium news based on S&P500 options (with less transitory

fluctuations, one can combine this with assumptions about the speed of mean-reversion in

risk-premia past year 2). Finally, some information about expected dividends is available

from dividend futures, available out to 10 years. The residual unexpected return not ex-

plained by any of the measured components will then capture news about dividends past

year 10, as well as any news about the real riskless rate or equity risk premium past the

horizons stated.

To implement this idea, we derive a new decomposition of returns that maps more di-

rectly to available data than the Campbell-Shiller decomposition (and avoids log-linearization).

Result 1 shows that the effect of an instantaneous change to the expected return for year

t + k on today’s stock price can be expressed as a function of one minus the fraction of

the stock price paid for dividends out to year k.4 Result 2 shows that effect of an in-

stantaneous change to expected dividend for year t + k on today’s stock price. Result 3

combines the above to decompose realized returns into its expected component and the

three unexpected components: real risk-free rate news, risk premia news and dividend

news.

We use our approach to understand the evolution of the stock market over the COVID

crisis in 2020. We provide a decomposition of daily returns and document the cumulative

series for each of the return components over the year. The evolution of the US stock

market during the COVID crisis in 2020 has been dramatic. Figure 2.1 graphs the cu-

mulative return on the S&P500 index over the year 2020. The market fell 31 percent

from January 1 to March 23, before rebounding sharply. It had full recovered by June 8

and ended the year with a 16 percent annual realized return. Figure 2.1 also graphs the

cumulative return of the contributors of stock market return as set out in Result 3. While

the financial press has covered an apparent disconnect between the recovery of the stock

market against the continued struggles of the real economy in 2020, our decomposition

can go a long way to explaining the realised stock market returns.

The decomposition reveals three key facts. First, the equity risk premium increases

sharply until March 18 and had a substantial role in the market crash. We estimate

that from the start of the year up to March 18, the equity risk premium for the one-year

4We map the fraction of the stock price paid for dividends out to year k to dividend futures. Past the

10-year point, we assume a Gordon growth model and constant expected growth of dividends to estimate

the fraction of the stock price paid for dividends out to year 10 + k.
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horizon increased from 2.6% to 15.6%, with further increases in the year-2 risk premium.

Together, the increase in the risk premium for the first two years contributed a minus

14.3 percent effect on the stock return up to March 18. A downward sloping equity risk

premium During the recovery period, these risk premia decline quickly. An “A-shaped”

pattern for the equity risk premium thus helps explain the V-shaped pattern of the stock

price. Equity premia remain somewhat higher at the end of 2020 than at the start of the

year.

Second, with the exception of an upward spike in long rates from March 9-18, real

riskless rates drop dramatically across all maturities and do not recover by the end of the

year. The 10-year real riskless rate declines over 100 bps over the year and real forward

rates fall even out to the 30-year horizon. The forward real rate from year 21 to 30 drops

over 50 bps. For the year 2020, the decline in the term structure of real rates out to year

30 contributes a 18.3 percent increase in the stock market. Evidence from 50-year UK

inflation-linked bonds suggests that real rates fell even beyond year 30.

Third, changes to expected dividends out to year 10 have a modest effect on the market,

contributing minus 2.5 percentage to the stock return over the year and never more than

minus 4.5 percent during the year. This is unsurprising given that the first decade’s

dividends generally contribute only about 1/5 of the value of the stock market. More

interestingly, we can get a sense of how important changes to expected dividends past

year 10 were as these will drive the residual component in our return decomposition after

accounting for the expected return, the riskfree rate news component, the equity risk

premium news component and the effects of news about dividends out to year 10. We

estimate that the more distant dividends contributed about 20 percentage point of the

stock market crash but that this effect fully reverted by the end of the year. About 7

percentage points of the reversion occurred in early November following the presidential

election and the news about the BioNTech/Pfizer vaccine.

Aside form its link to the long literature on stock-return decomposition,5 our paper

is related to an evolving literature on the stock market during the COVID crash and

recovery. Several papers have constructed measures of the cash flow impact and argued

that it is difficult to explain the sharp decline in the market in March. Landier and

Thesmar (2020) analyze analyst earnings forecasts (up to May 2020). They document

that downward revisions occurred smoothly and affected mainly earnings estimates for

5for seminal work see Campbell (1991) Campbell and Ammer (1993) Vuolteenaho and Campbell (2004)
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2020-2022, with longer-term forecasts remaining stable. Gradual and modest reductions

of earnings expectations are inconsistent with the sharp market decline and recovery.

Cox et al. (2020) studies the COVID crisis using the estimated structural asset pricing

model of Greenwald et al. (2019). They conclude that it is difficult to explain the V-

shaped trajectory of the stock market over the COVID crisis with plausible fluctuations

in economic activity, corporate profit shares, or short-term interest rates. A central input

to their estimation is that, based on data from the Survey of Professional Forecasters,

the COVID shock was expected to be quite transitory based on GDP growth forecasts

for 2020:Q2 and 2020:Q3. Gormsen and Koijen (2020) study dividend futures. They

show that to explain the decline in the stock market from February 12 to March 12, the

value of dividends past year 10 must have declined substantially. Furthermore, during

the recovery period up to July 20, they show that the value of near-term (up to year 10)

dividends do not recover, implying that price recovery must be due to recovery in the

value of distant (past year 10) dividends. Our contributions compared to this literature is

to provide a simple return decomposition framework that allows for quantification of each

of the components of realized returns using observable data. Compared to Landier and

Thesmar (2020) we take the complementary approach of focusing on measuring discount

rate news rather than cash flow news. Relative to Cox et al. (2020) we avoid the need

for a structural model by arguing that many of the inputs to a return decomposition can

be estimated directly from available data. Our focus on measuring discount rate news

supplements Gormsen and Koijen (2020) in that discount rate news drives the changes in

the value of dividends they document. Consistent evidence is also found in Gormsen et al.

(2021).

In recent years, survey data on the subjective expectations of investors have been

used to revisit stock-return decomposition questions. Contrary to the previous consensus

Cochrane (2011) that discount rates movements primarily stock market volatility, both

Bordalo et al. (2020) and De La O and Myers (2021) find evidence that variation in cashflow

news is instead the principle driver of stock movements. Our results highlight an important

role of discount rates during 2020, which supports the more traditional view of stock

decompositions. Dahlquist and Ibert (2021) also find consistent results using subjective

survey expectations. Using the long-term return expectations of asset management firms,

they show expected equity premium adjusted upward by 2.4 percentage points in March,

before quickly reversing as equity markets recovered. Our option-implied estimates of
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equity risk premium in the COVID crisis are qualitatively similar.

2.2 A new stock return decomposition

We derive a new result for how changes in expected stock returns affect the stock price.

This result enables a simple decomposition of returns into riskfree rate news, risk pre-

mium news and cash flow news components. We compare the new decomposition to the

Campbill-Shiller decomposition and argue that the former maps directly to available data

and may be more accurate since it does rely on log-linearization around the historical

average of the log dividend-price ratio.

2.2.1 The effect of expected return and expected dividend changes on

the stock price

Start from the present value formula, valuing the stock market as the present value of

expected dividends

Pt =

∞∑
n=1

Et [Dt+n]

1 +R
(n)
t

where

1 +R
(n)
t = Et

n∏
k=1

(1 +Rt+k)

and time is in years. Rt+k is the 1-year discount rate for year t+k, i.e., from date t+k−1

to date t + k. Unless otherwise noted, all dividends and returns are in real terms. We

then characterize the effect of expected return changes on stock returns as follows.

Result 1 (expected return news and stock returns).

If Et
∏n
k=1 [1 +Rt+k] =

∏n
k=1Et [1 +Rt+k] , then the effect of an instantaneous change to

the expected return for year t+ k on the stock return can be expressed as:

∂Pt/Pt
∂EtRt+k

' − 1

Et [1 +Rt+k]

(
1−

k−1∑
n=0

wn,t

)
(2.1)

where

wn,t =
Et [Dt+n] /

(
1 +R

(n)
t

)
Pt

=
Fn,t/

(
1 + ynom

n,t

)n
Pt

for all n (2.2)

with Fn,t denoting the date t price of a dividend future paying the nominal dividends for

year t+n at t+n and ynom
n,t is the (annualized) riskless nominal yield at date t for a n-year

investment.
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Proof: See appendix.

Result 1 is related to the standard bond pricing formula that relates bond price changes

to duration and yield changes. However, in Result 1, expected returns are allowed to differ

across future years and we derive the effect of a change to the expected return for one

future year. To see the intuition, consider a change in the expected return for year t+ k,

EtRt+k, of one percentage point. With the higher discount rate for year t+k, all dividends

to be paid at t + k or later will now be discounted by one percentage point more when

we discount back from t + k to t + k − 1. Therefore, if there were no dividends before

date t + k, then ∂Pt/Pt

∂EtRt+k
would simply be -1 (ignoring the term 1

Et[1+Rt+k]). However, if

there are dividends before date t + k, their present value is unaffected by the change in

the expected return for year t+k, resulting in a smaller effect of EtRt+k on Pt. The factor

(1− w1,t − ...− wk−1,t) captures the fraction of today’s price Pt that is due to dividends

at date t+ k and later.

The numerator EtDt+n/
(

1 +R
(n)
t

)
in the weight wn,t is the price at t of a dividend

strip paying Dt+n at t + n. It is well known that dividend strips (which are not traded)

can be valued from dividend futures (e.g. van Binsbergen et al. (2013)). Since dividend

futures pay off at maturity (t+n), dividend strips and dividend futures prices are related

by Et [Dt+n] /
(

1 +R
(n)
t

)
= Fn,t/

(
1 + ynom

t,n

)n
. In this expression, Fn,t is nominal (since

actual dividend futures contracts pay the nominal dividend) and therefore discounted

using the nominal yield.

The assumption used to derive Result 1 , Et
∏n
k=1 [1 +Rt+k] =

∏n
k=1Et [1 +Rt+k] ,

states that realized returns are independent, conditional on information known at date

t. Importantly, this does not rule out time-variation in expected returns and expected

returns for different maturities can update in a correlated fashion. What needs to hold

is that realized returns in one year are not informative for realized returns in another

year, conditional on what is known at t. For example, Et [(1 +Rt+1) (1 +Rt+2)] =

Et [1 +Rt+1]Et [1 +Rt+2] + covt (Rt+1, Rt+2) .6 Thus, the assumption holds for horizon

6

Et [(1 +Rt+1) (1 +Rt+2)] = 1 + Et [Rt+1] + Et [Rt+2] + Et [Rt+1Rt+2]

= 1 + Et [Rt+1] + Et [Rt+2] + Et [Rt+1]Et [Rt+2] + covt [Rt+1, Rt+2]

= Et [1 +Rt+1]Et [1 +Rt+2] + covt [Rt+1, Rt+2]
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n=2 if covt (Rt+1, Rt+2) = 0, i.e., if the distance of Rt+1 from its conditional mean is

uninformative for the distance of Rt+2 from its conditional mean.

We next characterize the effect of expected dividend changes on stock returns as follows.

Result 2 (dividend news and stock returns).

The effect of an instantaneous change to the expected dividend for year t+ k on the stock

return can be expressed as:
∂Pt/Pt
∂EtDt+k

=
1/Pt

1 +R
(k)
t

(2.3)

A unit change in expected dividend t+k has less impact on the aggregate stock market

return as the maturity k of the dividend increases. This is because later cash flows are

discounted more, and thus contribute less weight to the overall value of the stock market.

2.2.2 The stock return decomposition

The expected stock return for year t+ k can be expressed as

EtRt+k = ft+k + ept+k (2.4)

where ft+k denotes the forward rate for a riskless 1-year investment in year t + k and

ept+k denotes the equity risk premium for year t + k. Result 1 holds whether changes

to EtRt+k are due to changes in ft+k or ept+k. Therefore, we can use Results 1 and

2 to decompose the capital gain over a one-day period (assumed short enough that the

first-order approximation is accurate) as follows

Realized capital gaind − Expected capital gaind (2.5)

= Σ∞k=1

∂Pt/Pt
∂EtRt+k

∂ft+k︸ ︷︷ ︸+

Riskfree rate newsd

Σ∞k=1

∂Pt/Pt
∂EtRt+k

∂ept+k︸ ︷︷ ︸
Risk premium newsd

+ Σ∞k=1

∂Pt/Pt
∂EtDt+k

∂EtDt+k︸ ︷︷ ︸
Cash flow newsd

The realized return on day d is then

Realized returnd = Realized capital gaind + Realized dividend yieldd

We then have the following decomposition.
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Result 3 (Realised return decomposition).

Realized returnd (2.6)

= Expected returnd + Σ∞k=1

∂Pt/Pt
∂EtRt+k

∂ft+k︸ ︷︷ ︸+

Riskfree rate newsd

Σ∞k=1

∂Pt/Pt
∂EtRt+k

∂ept+k︸ ︷︷ ︸
Risk premium newsd

+ Σ∞k=1

∂Pt/Pt
∂EtDt+k

∂EtDt+k︸ ︷︷ ︸
Cash flow newsd

In our application to 2020, we implement the return decomposition for each day of 2020

and then aggregate each component across days.

2.2.3 Comparison to the Campbell-Shiller decomposition

Let rt = ln (1 +Rt) , pt = lnPt, dt = lnDt

rt+1 = ln (Pt+1 +Dt+1)− lnPt

= ln

(
Pt+1

[
1 +

Dt+1

Pt+1

])
− lnPt

= pt+1 − pt + ln (1 + exp (dt+1 − pt+1))

The Campbell-Shiller decomposition is based on a first-order Taylor approximation of

ln (1 + exp (dt+1 − pt+1)) around the historical average value of d−p (denote this by d− p)

ln (1 + exp (dt+1 − pt+1))

= ln
(
1 + exp

(
d− p

))
+

exp
(
d− p

)
1 + exp

(
d− p

) [dt+1 − pt+1 −
(
d− p

)]
= k + (1− ρ) [dt+1 − pt+1]

with

ρ =
1

1 + exp
(
d− p

)
k = − ln ρ− (1− ρ) ln

(
1

ρ
− 1

)
This implies,

rt+1 = pt+1 − pt + k + (1− ρ) [dt+1 − pt+1] =⇒ pt = ρpt+1 + k + (1− ρ) dt+1 − rt+1

Iterating forward

pt =
k

1− ρ
+ Σj≥0ρ

j (1− ρ) dt+1+j − Σj≥0ρ
jrt+1+j

Therefore,
∂pt

∂Etrt+k
= −ρk−1 (2.7)
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(2.7) is close to our Result 1 since

∂Pt/Pt
∂EtRt+k

=
∂Pt/Pt

∂ ln (1 + EtRt+k)

∂ ln (1 + EtRt+k)

∂EtRt+k
=

∂Pt/Pt
∂ ln (1 + EtRt+k)

1

(1 + EtRt+k)
.

Result 1 therefore implies ∂Pt/Pt

∂ ln(1+EtRt+k) ' −
(

1−
∑k−1

n=0wn,t

)
. Like the wt weights in

Result 1, the ρ < 1 in the Campbell and Shiller (1988) (and Campbell (1991)) approach

captures the fact that the price effect of changes in expected returns in a later period

are smaller the more dividends are received before that period. Our Result 1 makes this

more transparent than the Campbell-Shiller approach. Furthermore, the wt weights map

directly to dividend futures at t as we have laid out, whereas ρ in the Campbell-Shiller

approach is a historical average. Gao and Martin (2020) argue that the Campbell-Shiller

log-linearization can be inaccurate when the log price-dividend ratio is far from its histor-

ical average.7 This issue may be particularly relevant for the year 2020 and the years to

come given the COVID recession. One could consider a version of the Campbell-Shiller ap-

proach in which the ln (1 + exp (dt+k − pt+k)) was log-linearized around Et (dt+k − pt+k) .

Then
dpt

dEtrt+k
= −ρt+1ρt+2...ρt+k−1

with

ρt+1 =
1

1 + exp (Et (dt+1 − pt+1))
, ρt+2 =

1

1 + exp (Et (dt+2 − pt+2))
etc.

This would be more accurate than the standard Campbell-Shiller approach but because

dt+1−pt+1 in ρt+1 is in logs, dt+1 does not map directly to dividend futures. Furthermore,

pt+1 is a future price so implementing Et (dt+1 − pt+1) would require assumptions about

price expectations (similarly for ρt+2 etc.).8

2.3 Implementation

2.3.1 Data

We implement the stock return decomposition in Result 3 for the S&P500 for year 2020.

We use forward rates ft+k calculated from zero-coupon Treasury yields obtained from the

7Gao and Martin (2019) propose a different log-approach and use it to understand the expected growth

rate investors must have to be happy hold the market at a given point in time.
8One would also need a lower bound for expected log returns, as opposed to expected returns, but that

is possible based on Gao and Martin (2020).
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Federal Reserve and inflation swaps from Bloomberg.9 For ept+k we use the methodology

of Martin (2017) who calculates a lower bound on the risk premium using prices of stock

market index options and argues that this lower bound is approximately equal to the true

risk premium. Martin’s data covers the period 1996-2012. We extend his series to 2020

using data from OptionMetrics for 2013-2019 and from the CBOE for 2020. We are able

to almost exactly replicate Martin’s series over his sample period. Appendix B details our

data construction.

For the cash flow news component of stock returns, expected dividends are extracted

from dividend futures

EtDt+k =
1 +R

(k)
t(

1 + ynom
n,t

)nFt+k (2.8)

where discount rates R
(k)
t are implied from the risk-free and risk premium data described

above. Dividend futures are obtained from Bloomberg and exist out to the 10 year ma-

turity. The effect of changes in expectations of long-dated dividends are therefore not

captured by observables and the cash flow news past year 10 is instead calculated as the

residual in the stock return decomposition.

In our baseline estimation we assume that riskless forward rates do not change past

year 30 and that the equity risk premium does not change past year 5. This is motivated

by data availability (more on this below), but we will argue empirically that these horizons

will allow us to capture the majority or discount rate news given actual mean-reversion

of riskless rates and equity risk premia. Any changes to real rates past year 30 or risk

premia past year 5 will also enter the residual in the decomposition.

2.3.2 Dividend Weights

To calculate the effect of changing discount rates using Result 1, we need daily estimates of

Et [1 +Rt+k], and dividend weights, wk,t, out to k = 30 years. For the discount rates, we

use the data for riskless rates and the equity premium as stated, assuming that ept+k has

mean-reverted to equal its pre-crisis average past k = 5. For the weights, we can calculate

w1,t,...w10,t from (2.2) using available data on dividend futures, zero-coupon Treasury

yields and the stock price. To estimate dividend weights past 10 years, we assume a

Gordon growth model for dividends past 10 years. The value of long-term dividends is

9https://www.federalreserve.gov/data/nominal-yield-curve.htm
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then

Lt =

∞∑
k=11

EtDt+k

1 +R
(k)
t

=
EtDt+10

1 +R
(10)
t

(
1 + g11

1 +Rt+11
+

(1 + g11) (1 + g12)

(1 +Rt+11) (1 +Rt+12)
+ ...

)
=

EtDt+10

1 +R
(10)
t

(
1 + g

R− g

)
where g is a constant dividend growth rate and R is a constant forward discount rate.

Rearranging this equation, the growth rate of dividends past year 10 is

g =
R− x
1 + x

where

x =
Fn,t/

(
1 + ynom

n,t

)n
Lt

is the ratio of the 10 year dividend strip value to the sum of the long-term dividend values.

To estimate g, we set the constant forward discount rate equal to the observed year 11

(real) forward discount rate, R = Rt+11, and compute the value of long-term dividends

as the difference between aggregated stock price and the sum of dividend prices up to 10

years

Lt = Pt −
10∑
k=1

Ft+k
1 + ynom

k,t

.

Given the above estimated growth rate in dividends past year 10, dividend weights are

wk = w10

(
1 + g

1 +R

)k−10

for k > 10.

Figure 2.2 plots the cumulative weight of dividends (averaged over the year) at each

dividend maturity. Dividends up to 10 (30) years have averaged a combined weight of 17%

(44%) of the total stock market value. These weights are very similar to those extracted

by van Binsbergen (2020). We update the weight schedule daily when implementing the

stock return decomposition.

2.3.3 Estimating changes to equity risk premia

Martin (2017) starts from the fact that the time t price of a claim to a cash flow XT at

time T can either be expressed using the stochastic discount factor MT as

Pricet=Et (MTXT )

100



or using risk-neutral notation as

Pricet=
1

Rf,t
E∗t (XT )

where the expectation E∗t is defined by

E∗t (XT ) = Et (Rf,tMTXT ) .

The return on an investment can similarly be written in terms of the SDF or using

risk-neutral notation

1 = Et (MTRT )

=
1

Rf,t
Et (Rf,tMTRT )

=
1

Rf,t
E∗t (RT ) .

The conditional risk-neutral variance can be expressed as

var∗tRT = E∗tR
2
T − (E∗tRT )2 = Rf,tEt

(
MTR

2
T

)
−R2

f,t

The risk premium expressed as a function of the risk-neutral variance is

EtRT −Rf,t =
[
Et
(
MTR

2
T

)
−Rf,t

]
−
[
Et
(
MTR

2
T

)
− EtRT

]
=

1

Rf,t
var∗tRT − covt (MTRT , RT )

≥ 1

Rf,t
var∗tRT if covt (MTRT , RT ) ≤ 0

Thus 1
Rf,t

var∗tRT provides a lower bound on EtRT −Rf,t if covt (MTRT , RT ) ≤ 0, denoted

the “negative correlation condition” (NCC).

Martin (2017) shows that the lower bound 1
Rf,t

var∗tRT can be calculated from put and

call option as follows

1

Rf,t
var∗tRT =

2

S2
t

[∫ Ft,T

0
putt,T (K) dK +

∫ ∞
Ft,T

callt,T (K) dK

]

where St is the stock price at t, Ft,T = E∗t (ST ) is the forward stock price, and K denotes

the strike price. On any date, it is therefore possible to extract a lower bound estimate

for each available maturity of expiring options. Consistent with Martin (2017), we use

linear interpolation to calculate constant maturity lower bounds, which post 2006 allows

estimates out to two years and 6 months.
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To account for changes in (forward) equity risk premia past year two, we first run factor

analysis on the constant maturity 1, 2, 3, 6, 12, 18, 24 and 30 month equity risk premia,

extracting the first two factors and also the corresponding factor loadings. We then fit the

factor loadings as a function of maturity. Guided by the data, for the first factor (on which

loadings are all positive) we use a Box–Cox regression, transforming the factor loading yi

and regressing it on maturity τi as follows

yλi − 1

λ
= α+ βτi + εi

with λ, α and β estimated by maximum likelihood. For the second factor, we estimate

the following relation by nonlinear least squares

yi = α+ β

(
1− e−λτi
λτi

)
+ εi

The functional form used for the second factor is the same as typically used for the

slope factor in the literature on the term structure of riskless rates. With the estimated

functional forms of loadings against maturity, we can predict the loadings of longer-dated

unobserved risk premia, and finally estimate longer-dated risk premium themselves.

Figure 2.3 summarises the results of the above factor analysis. Row one presents the

time series of the two factors. The factor analysis uses standardized inputs (mean zero,

unit standard deviation risk premia). Row two presents loadings on the factors across

the observed risk premium maturities (up to 2.5 years). Note that the factor loadings

in row two are reminiscent of the loadings on the well known level and slope factors in

the interest rate term-structure literature. All maturities load similarly (close to one) on

the first level factor, while short (long) maturities loading positively (negatively) on the

second slope factor. Factor loadings on the first (most persistent) factor start to fall for

the highest observed maturities.

To model non-standardized risk premia, we multiply the factor loadings for a given

maturity by the standard deviation of the risk premium for that maturity. These rescaled

factor loadings are shown in row 3 and the above-described modeling of factor loadings

is done using these as inputs. The figures in row 3 include (solid lines) the predicted

values from our factor modeling. For both factors, the estimated functional forms provide

a close fit. Row four presents the extrapolated factor loadings up to 10 year maturity. To

avoid extrapolating far past the range of available maturities, we only use extrapolated

risk premia out to year 5 in the return decomposition.
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2.4 Relating the true change in the equity premium to the

change in the Martin lower bound

A central element of the implementation of our return decomposition is that we use the

Martin (2017) methodology to calculate equity risk premium estimates. This is an al-

ternative to estimate a VAR to decompose discount rate news and cash flow news, an

approach that is often sensitive to which variables are included and relies on the strong

assumption that relations are stable over time. Since our return decomposition relies on

changes in the risk premium, it is essential to know how the change in the bound relates

to the change in the true risk premium. We therefore state the general condition for when

the change in the lower bound is smaller than the true change in the equity risk premium

and test this condition in data for 1996-2020 finding supportive evidence.

We supplement this empirical evidence with theoretical analysis for the log-normal case

and the CRRA log-normal case. In particular, we show that for the CRRA log-normal

case, the same parameters that ensure that the lower bound is in fact a lower bound

(Martin’s negative correlation condition) also ensure that the change in the lower bound

is smaller than the change in the true risk premium. To the extent the lower bound is

not right, our return decomposition will thus tend to understate the role of risk premium

changes.

2.4.1 The tightness of the Martin lower bound

Martin documents an average lower bound over the 1996-2012 period of about 5%, close

to the equity premium estimates obtained by Fama and French (2002) using average

realized dividend (or earnings) growth rates as an estimate of ex-ante expected capital

gains. Martin also tests whether the lower bound is a good predictor of the realized excess

return. He estimates the relation

1

T − t
(RT −Rf,t) = α+ β × 1

T − t
1

Rf,t
var∗tRT (2.9)

and cannot reject the null of β = 1, α = 0 for any horizon from 1 month to 1 year.10

10Martin’s defines a variable SV IX2
t→T = 1

T−t
var∗t

(
RT
Rf,t

)
and his regressor is thus expressed as

Rf,tSV IX
2
t→T .
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2.4.2 The change in the lower bound

Suppose an underlying state variable st changes and that st is signed such that .
∂

[
1

Rf,t
var∗tRT

]
∂st

>

0. Then

∂ [EtRT −Rf,t]
∂st

=
∂
[

1
Rf,t

var∗tRT

]
∂st

− ∂covt (MTRT , RT )

∂st

≥
∂
[

1
Rf,t

var∗tRT

]
∂st

iff
∂covt (MTRT , RT )

∂st
≤ 0

It follows that the change in the lower bound is, on average, equal to the true change

in the risk premium if the regression coefficient β in (2.9) equals one. If instead β > 1

that would suggest that the regressor is positively correlated with the omitted variable

−covt (MTRT , RT ) implying that ∂covt(MTRT ,RT )
∂st

< 0 and thus that the true change in the

risk premium is larger than the change in the lower bound. Martin’s regression coefficients

are below one for the shortest horizon (1 month) but above one for the 6 month and 1-year

horizons, but standard errors are large. We expand Martin’s the sample from 1996-2012

to 1996-2020.

Over the longer sample, we find that β is higher than one for most horizons, though

not significantly so (see Table 2.1). We cannot reject that changes in the lower bound

are unbiased estimates of changes in the true risk premium. The β estimates above one

imply that the true risk premium change exceeds that of the change in the lower bound.

It is possible, however, that realized excess returns exceeded expected returns over this

particular time period, more so in times of stress (high values of the risk-neutral variance).

Fama and French (2002) argue that realized returns exceeded expected returns even over

a sample as long as 1951-2000. Cieslak, Morse and Vissing-Jorgensen (2019) argue that

over the post-1994 period, unexpectedly accommodating monetary policy has contributed

to much of the realized excess return on the stock market. If the unexpected positive

component of realized returns is sufficiently correlated with risk-neutral variance, then an

estimated β above one may not imply that changes in the lower bound are conservative.

Given the lack of conclusive empirical evidence on this issue, we next consider what theory

says about whether it is likely that ∂covt(MTRT ,RT )
∂st

≤ 0.

104



2.4.3 The log-normal case

Assume conditional log-normality as follows:

MT = e−rf,t+σM,tZM,T− 1
2
σ2
M,t

RT = eµR,t+σR,tZR,T− 1
2
σ2
R,t

where ZM,t and RM,t are (potentially correlated) standard normal random variables.

Et (MTRT ) = 1 implies that

covt (MTRT , RT ) = Et
(
MTR

2
T

)
− E (RT )

Consider each term on the right hand side separately.

lnEt
(
MTR

2
T

)
= Et (lnMT + 2 lnRT ) +

1

2
Vt (lnMT + 2 lnRT )

= −rf,t −
1

2
σ2
M,t + 2

(
µR,t −

1

2
σ2
R,t

)
+

1

2

(
σ2
M,t + 4σ2

R,t − 4 (µR,t − rf,t)
)

= rf,t + σ2
R,t

lnEt (RT ) = Et (lnRT ) +
1

2
Vt (lnRT )

= µR,t

Combining these two expressions

covt (MTRT , RT ) = erf,t+σ
2
R,t − eµR,t

Therefore, the NCC holds iff the conditional Sharpe ratio exceeds the conditional standard

deviation:

covt (MTRT , RT ) ≤ 0 iff erf,t+σ
2
R,t ≤ eµR,t ⇐⇒ σR,t ≤

µR,t − rf,t
σR,t

Et (MTRT ) = 1 furthermore implies that

ln (Et (MTRT )) = Et (lnMT + lnRT ) +
1

2
Vt (lnMT + lnRT )

=

(
µR,t − rf,t −

1

2
σ2
M,t −

1

2
σ2
R,t

)
+

1

2

(
σ2
M,t + σ2

R,t + 2covt (lnRT , lnMT )
)

= µR,t − rf,t + covt (lnRT , lnMT ) = 0

and thus

µR,t − rf,t = −covt (lnRT , lnMT ) (2.10)
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The above results for the log-normal case are known from Martin (2017). The following

result adds conditions that relate the true change in the risk premium to the change in

the lower bound.

Result 4: The true change in the risk premium is larger than the change in the lower

bound iff ∂covt(MTRT ,RT )
∂st

≤ 0. Under log-normality, it is sufficient for ∂covt(MTRT ,RT )
∂st

≤ 0

that

(1) The NCC holds: covt (MTRT , RT ) ≤ 0⇐⇒ µR,t−rf,t
σR,t

≥ σR,t, and

(2) ∂
∂st

[
µR,t−rf,t
σR,t

]
≥ ∂σR,t

∂st
.

Proof: See appendix.

2.4.4 The CRRA log-normal case

In addition to log-normality, assume CRRA utility,

MT = β

(
CT
Ct

)−γ
= elnβ−γ ln(CT /Ct)

with ln (CT /Ct) is normal µc,t, σ
2
c,t conditional on information known at t. We can map

this assumption to the above log-normal framework

MT = e−rf,t+σM,tZM,T− 1
2
σ2
M,t

RT = eµR,t+σR,tZR,T− 1
2
σ2
R,t

where ZM,t and RM,t are (potentially correlated) standard normal random variables. To

link the two assumptions for MT , equate the two expressions:

− rf,t + σM,tZM,T −
1

2
σ2
M,t = lnβ − γ ln (CT /Ct) (2.11)

Calculating the variance of each side of (2.11) we get

σ2
M,t = γ2σ2

c,t.

Taking expectations in (2.11) implies

rf,t = − lnβ − 1

2
σ2
M,t + γEt ln (CT /Ct)

= − lnβ − 1

2
γ2σ2

c,t + γEt ln (CT /Ct) .
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Thus

ZM,T =
1

σM,t

[
lnβ − γ ln (CT /Ct) + rf,t +

1

2
σ2
M,t

]
=

1

γσc,t
[γEt ln (CT /Ct)− γ ln (CT /Ct)]

=
1

σc,t
[Et ln (CT /Ct)− ln (CT /Ct)]

We can thus exploit (2.10) to get

µR,t − rf,t = −covt (lnRT , lnMT )

= γcovt (lnRT , ln (CT /Ct)) .

This implies,

µR,t − rf,t
σR,t

= γ
covt (lnRT , ln (CT /Ct))

σ2
R,t

σR,t

= γβCt σR,t

where βCt is the (potentially time-varying) beta of ln (CT /Ct) with respect to lnRT . Thus,

µR,t−rf,t
σR,t

≥ σR,t (the NCC holds) iff γβCt ≥ 1. Furthermore,

∂

∂st

[
µR,t − rf,t

σR,t

]
= γβt

∂σR,t
∂st

This implies that
∂

∂st

[
µR,t − rf,t

σR,t

]
≥
∂σR,t
∂st

iff γβt ≥ 1.

Therefore, the same condition that ensures the NCC holds, γβCt ≥ 1, also ensures that

the true change in the risk premium is larger than the change in the lower bound. In the

CRRA log-normal case, the NCC is thus sufficient to ensure that the true change in the

risk premium is larger than the change in the lower bound. Martin (2017) argues that the

NCC is very likely to hold in the log-normal case since the Sharpe ratio based on realized

returns has substantially exceeded the realized standard deviation.

2.5 Empirical Results

2.5.1 The risk premium

Figure 2.4 shows our estimated risk premia (the lower bounds) over 2020, by maturity.

All risk premia shown in the figure are annualized. The top graph shows that 5-day risk

premia peaked above 100 percent in March. For a one-year horizon, the risk premium
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increases from around 3 percent at the start of the year to about 15 percent on March 18.

Annualized risk premia for longer horizons rise less.

As a supplementary way to describe the term structure of risk premia, Figure 2.5 graphs

the cumulative equity risk premium by maturity for the beginning and end of the year as

well as for March 18, they day risk premia peak. Higher annualized risk premia at shorter

horizons translate in to a concave cumulative equity risk premium. At the peak of the

crisis, investors required a risk premium of 4.1 percent to invest for a 30-day period and

a risk premium of 15.7 percent to invest over the next year.

Figure 2.6 illustrates the time series for the (annualized) risk premia for various 6-

month periods. The red line in the left graph shows the dramatic increase and subsequent

reversal of the risk premium for the month 1-6 horizon. By contrast, the forward equity

premium for the subsequent 6-month period increases much less during the initial months

of the year, about 2 percentage points, and stays largely flat after that. The figure to the

right compares the series for months 7-12 to that for months 19-24. The latter increases

more gradually but also remains higher at the end of the year than at the beginning. We

infer from these facts that near-term risk premia increased sharply during the COVID

crisis, as they did during the financial crisis as documented in Martin (2017) but that

investors standing in March expected a lot of the uncertainty generated by COVID to be

resolved over the first six-month period.

Given that there is some increase in the risk premium even for months 19-24 it is likely

that risk premia increase to some extent even past this horizon. As described in Section

2.3.2.3.3, we therefore use factor analysis to estimate the perceived persistence of risk

premium changes from the maturity structure at a given point in time in order to account

for changes to the risk premium past year 2. Figure 2.7 shows (demeaned) estimated

forward risk premia out to 5 years maturity. Although longer-dated forward risk premia

move less than shorter-date forward risk premium, the five year forward still increased

by about 100 basis points over 2020. To avoid issues with over-extrapolation, we assume

there is no change in forward risk premia at maturities past five years.

2.5.2 The real rate

Figure 2.8, top graph, shows the evolution of the 10-year and 30-year real rates estimated

from nominal Treasuries and inflation swaps. The bottom graph in Figure 2.8 illustrates

the nominal yields and inflation swaps. Real yields fall dramatically over the year, with
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a 119 bps decline in the 10-year real rate and an 85 bps decline in the 30-year real rate.

The decline is interrupted by a sharp spike in real long yields from March 9 to March

18. Vissing-Jørgensen (2020) studies this spike which led to Federal Reserve purchases

of over $1T of Treasuries in 2020Q1 in order to stabilize Treasury markets. The spike is

associated with heavy selling by bond mutual funds, foreign central banks and hedge funds

and reverses as the Federal Reserve increases its daily purchases sharply starting on March

19. It is possible that the March spike in real Treasury yields is disconnected from the

stock market in the sense that selling pressure affected Treasury yields without changing

investors’ view of the fundamental value of stocks. If so, our riskfree rate news component

will overestimate the negative return effect of the spike on realized stock returns and will

assign too small a role to declines in dividends past year 10 in explaining the market crash.

This issue will not affect our decomposition for the full year, nor our assessment of the

role of the risk premium for the crash, nor our estimate of the role of the real riskless rate

outside of this short period of Treasury market dislocations.

Figure 2.9 seeks to determine whether our assumption of no changes to real rates past

year 30 is realistic. We graph the real (annualized) 10-year forward rates for each of the

next 3 decades. based on real rates from nominal Treasuries and inflation swaps (top left)

or inflation-indexed bonds (top right). The real forward rate for the 3rd decade from now

falls over the year, but less than the real forward rates for the first two decades. In the top

left graph we illustrate the real forward rate for year 30 separately and even that appears

to decline a bit (about 30 bps). It is thus possible that real rates change somewhat even

past year 30. In the UK, inflation-indexed bonds are traded with 50-year maturity and

as shown in the bottom graph, the real forward rate for years 31-50 falls about 40 bps for

the year.

As a robustness check, we have therefore also calculated our main results assuming

the change in the year-30 forward real risk-free rate is also the change in all longer-dated

forward rates. However, despite the year-30 forward real risk-free rate falling by 33 bps

over the year, the effect on the stock return over the year is approximately zero. This

counter-intuitive result is due to the denominator in the right hand side of Result 1 not

being a constant. If the right hand side tends to be higher on days with positive changes

in long real rates than on days with negative changes of long real rates, then the net effect

can be small even if long real rates decline overall for the year.

109



2.5.3 Dividends

Figure 2.10 shows the constant maturity expected dividend 2, 5 and 8 years ahead over

the course of 2020. The left hand side figure shows nominal expected dividends and the

right hand side shows real expected dividends. The year-2 expected real dividend fell by

36% from January 2nd to its lowest point on 03 April. It ended the year down 8% relative

to the start of the year expectation. The moves in longer term dividends follow a similar,

but less dramatic pattern. As the first 10 years of dividends make up less than 20% of

total stock value, even these large moves in expected dividends have a small impact on

the aggregate stock return.

2.5.4 Return decomposition results

Figure 2.1 reports the main result of our return decomposition based on the above-

described inputs. The upward spike in risk premia in March generates a negative realized

return effect which accounts for minus 14.3 percentage point of the realized return of minus

26 percent up to March 18. Although the risk premia news effect recovers somewhat from

the height on crisis, it still ends the year negative. Our baseline specification only uses

observed risk premia (to 2 years maturity), and shows that the increases in risk premia

over 2020 generated a negative 4 percentage point return. By extrapolating forward risk

premia to 5 years, we increase the estimated effect, with risk premia changes over 2020

generating a negative 7 percentage point return.

The fall in real riskless rates up to March 9 contributes a positive effect on realized

stock returns as does the fall in the real riskless rates for the year as a whole. We estimate

that the decline in the real riskless rates out to year 30 generate a plus 18.3 percent return

component for the stock market for the year 2020. Changes to expected dividends out to

year 10 play a minor role, consistent with most of the stock market value coming from later

dividends. The expected return component contributes about 6 percent to the realized

return for the year. We estimate this component from the 1-year real rate and the 1-year

risk premium (compounded on a daily basis).

The top plot of Figure 2.11 presents the implied return from all of our observables

combined. The residual (or unexplained) component of stock market return is then pre-

sented in the bottom plot. The residual captures the effect of dividends past year 10 and

any changes to risk premia past year 2 and real riskless rates past year 30. We therefore

call it long-term news. The long-term news component is large, contributing about 20
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percentage points to the crash and a roughly equal amount to the recovery.

2.6 Conclusion

The paper contributes to answering a core question in asset pricing: what is the role of

discount rate news versus cash flow news. We develop a simple return decomposition

starting from the observation that a lot can be observed about how the real riskless rate

and the risk premium evolves over time, with some additional observable information

dividends out to year 10. We apply the decomposition to understand the evolution of the

US stock market during the COVID crisis. Our findings highlight the role of discount rate

variation in driving stock market variation. In particular, volatility in short-term (1 year

to 2 year) equity risk premia had a substantial role in the market crash and rebound in

March and April, while the fall in long-term (1 year to 30 year) real risk-free rates over the

year was a key driver of the stock market ending the year with strong positive returns.
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2.7 Figures

Figure 2.1: Decomposition of the S&P500 index return, 2020. This figure shows
the cumulative return of the S&P500 index in 2020, along with the return contribution from
real rate news, risk premium news, dividend news and also the realisation of the expected
return. All components are extracted from observables. The effect of real rate news is
estimated from changes in the real rates on index-linked government bonds (available up
to a maturity of 30 years). The effect of risk premium news is estimated from changes
in the Martin (2017) lower bound of equity risk premia (available up to a maturity of 2
years). The effect of dividend news is estimated from changes in the price of dividend
futures (available up to a maturity of 10 years).
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Figure 2.2: Cumulative sum of dividend weights by dividend maturity. This
figure shows the cumulative weight of dividend prices relative to the overall stock market
price. The cumulative sum weight at each maturity is the average weight across all days
in 2020.
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Figure 2.3: Estimating the equity risk premium term structure. This figure
summarises the factor analysis on the term structure of the equity risk premium. Row
one presents the time series of the two factors, row 2 presents loadings on the factors
across the observed risk premium maturities (up to 2.5 years), row 3 presents estimated
loadings across maturities, and row 4 presents the extrapolated factor loadings up to 10
year maturity.
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Figure 2.4: Equity risk premia by maturity (annualized). This figure shows
annualized Martin (2017) equity risk premium estimates over 2020. The estimates are
plotted for various observed maturities of the risk premium.
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Figure 2.5: Cumulative equity risk premium. This figure shows the unanualised
Martin (2017) equity risk premium estimates (day 0 to this day). We shot the cumulative
risk premium for three separate days within the sample.
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Figure 2.6: Observed forward equity risk premia (annualized). This figure shows
the 6 month risk premium as well as the 6 months forward and 18 months forward 6 month
risk premium.
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Figure 2.7: Estimated (demeaned) forward equity risk premia (annualized).
This figure shows the implied 1 year to 5 year forward 1 year risk premium, as estimated
by the factor analysis. The left hand side shows the forward rates across the full sample
(from 2006) and the right hand side focuses in on 2020.
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Figure 2.8: Real risk-free rate and the underlying components. The top figure
shows the 10 year and 30 year real yield over 2020. The bottom figures show the nominal
yield and inflation swap rate (10 years on the left hand side and 30 years on the right
hand side).
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Figure 2.9: Real risk-free rate forwards This figure shows the real rate forwards
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Figure 2.10: Constant maturity expected dividends These figure shows the con-
stant maturity expected dividends 2, 5 and 8 years from each date. The left and right
figures show nominal and real expected dividends respectively.

121



Figure 2.11: Stock market return from observables and long-term news. The
top figure shows the cumulative return of the stock market return along with the im-
plied return from our observables: news about real risk-free rates (1y-30yr), equity risk
premium (1yr-5yr), expected dividends (1yr-10yr), and the realisation of the expected
return. The bottom figure shows the residual stock return that is not explained by our
observed variables. We call is long-term news.
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2.8 Tables

Table 2.1: Risk premium estimate as a predictor variable.

This table reports the parameter estimate from the following time series regression:
1

T−t (RT −Rf,t) = α+β×Rf,t ·SVIX2
t→T + εT together with Newey-West standard errors

with lag selection based on the number of overlapping observations. Columns refer to
separate estimations with T − t = 1, 2, 3, 6 and 12 months respectively. The sample
period is 1996-2020.

Realised Return

1 month 2 month 3 month 6 month 1 year

Equity Risk Premium 1.26 1.33 1.33 1.79∗∗ 1.09
(1.01) (1.04) (1.27) (0.88) (0.88)

Constant 0.01 -0.00 -0.00 -0.02 0.01
(0.04) (0.04) (0.05) (0.04) (0.04)

R2 (perc.) 0.96 1.68 2.05 4.64 1.92
Observations 6,254 6,235 6,216 6,151 6,026
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2.9 Appendix

2.9.1 Proofs

Proof of Result 1

Write out the first few terms of the expression for Pt

Pt =
Et [Dt+1]

Et [1 +Rt+1]
+

Et [Dt+2]

Et [1 +Rt+1]Et [1 +Rt+2]
+

Et [Dt+3]

Et [1 +Rt+1]Et [1 +Rt+2]Et [1 +Rt+3]
+...

The effects of changes in the first three periods’ expected returns are as follows

∂Pt/Pt
∂EtRt+1

= − 1

Et [1 +Rt+1]

∂Pt/Pt
∂EtRt+2

= − 1

Et [1 +Rt+2]

EtPt+1/Et [1 +Rt+1]

Pt

= − 1

Et [1 +Rt+2]

[
1− EtDt+1/Et [1 +Rt+1]

Pt

]
= − 1

Et [1 +Rt+2]
[1− wt,1]

∂Pt/Pt
∂EtRt+3

= − 1

Et [1 +Rt+3]

EtPt+2/ {Et [1 +Rt+1] [1 +Rt+2]}
Pt

= − 1

Et [1 +Rt+3]

[
1− EtDt+1/Et [1 +Rt+1]

Pt
− Et [Dt+2] / {Et [1 +Rt+1] [1 +Rt+2]}

Pt

]
= − 1

Et [1 +Rt+3]
[1− wt,1 − wt,2]

where we exploited that

Pt =
Et [Dt+1 + Pt+1]

Et [1 +Rt+1]
⇐⇒ EtPt+1/Et [1 +Rt+1]

Pt
= 1− EtDt+1/Et [1 +Rt+1]

Pt

and

Pt =
Et [Dt+1]

Et [1 +Rt+1]
+

Et [Dt+2 + Pt+2]

Et [1 +Rt+1]Et [1 +Rt+2]
⇐⇒

EtPt+2/ {Et [1 +Rt+1] [1 +Rt+2]}
Pt

= 1−EtDt+1/Et [1 +Rt+1]

Pt
−Et [Dt+2] / {Et [1 +Rt+1]Et [1 +Rt+2]}

Pt
.

The effect of changes to later expected returns follows from similar steps.

Proof of Result 4

From (2.12),

covt (MTRT , RT ) = erf,t+σ
2
R,t − eµR,t (2.12)

The derivatives with respect to a state variable st is

∂covt (MTRT , RT )

∂st
= erf,t+σ

2
R,t

[
∂rf,t
∂st

+ 2σR,T
∂σR,t
∂st

]
− eµR,t

[
∂µR,t
∂st

]
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If the NCC holds, covt (MTRT , RT ) ≤ 0 and thus erf,t+σ
2
R,t ≤ eµR,t . Therefore, it is

sufficient for ∂covt(MTRT ,RT )
∂st

≤ 0 that
∂rf,t
∂st

+ 2σR,t
∂σR,t

∂st
≤ ∂µR,t

∂st
. Rewrite this sufficient

condition as follows (
∂µR,t
∂st

−
∂rf,t
∂st

)
1

σR,t
−
∂σR,t
∂st

≥
∂σR,t
∂st

Consider now the change in the conditional Sharpe ratio (for log returns):

∂

∂st

[
µR,t − rf,t

σR,t

]
=

1

σ2
R,t

[(
∂µR,t
∂st

−
∂rf,t
∂st

)
σR,t − (µR,t − rf,t)

∂σR,t
∂st

]
=

(
∂µR,t
∂st

−
∂rf,t
∂st

)
1

σR,t
−

(µR,t − rf,t)
σ2
R,t

∂σR,t
∂st

≥
(
∂µR,t
∂st

−
∂rf,t
∂st

)
1

σR,t
−
∂σR,t
∂st

where the last line follows from the fact that
(µR,t−rf,t)

σ2
R,t

≥ 1 under the NCC and we

are considering a state variable that increases risk (
∂σR,t

∂st
≥ 0). Thus, it is sufficient for

∂covt(MTRT ,RT )
∂st

≤ 0 that the change in the conditional Sharpe ratio is at least as large as

the change in the conditional standard deviation

∂

∂st

[
µR,t − rf,t

σR,t

]
≥
∂σR,t
∂st

.
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2.9.2 Estimating the Martin lower bound

For 2020, we use option price data from CBOE to construct a time series of the Martin

(2017) lower bound of the equity risk premium. The data includes the trading prices for

every traded SP500 Index Option on each day (with intra-day data available), as well as

each option’s best bid and ask price, strike price, expiry date. The data also reports the

underlying SP500 index price at the time of trade. We clean the initial data in several

ways. First we delete all trades with a highest bid or ask of zero. Second, we delete trades

where the trade price is greater (lower) than the highest ask (bid). Third, we delete all

trades where the underlying index price is missing. Finally, from this selection of cleaned

trades, we select the latest traded option for each date, expiry date, strike, option type

(call/put) combination.

For each date, expiry date, strike combination in the dataset we then estimate the

equity risk premium by discretizing the right-hand side of Martin (2017)’s lower bound

given by

1

Rf,t
var∗tRT =

2

S2
t

[∫ Ft,T

0
putt,T (K) dK +

∫ ∞
Ft,T

callt,T (K) dK

]
.

The forward price Ft,T is the unique solution K of the equation callt,T (K) = putt,T (K).

We estimate the forward price by first interpolating trade prices across strikes for both calls

and puts at each date and expiry date combination, and second identifying the intersection

of these two interpolated series. We do not use the interpolated prices in discretization of

the above equation.

Once equity risk premium estimates have been estimated for each date expiry date

combination, we clean the data again. First, we only keep equity risk premium estimates

where the number of strikes used in the estimation is greater than 15. Second, we delete

estimates when the minimum call or put price is over 40% of the maximum trade price

for that date and expiry date combination. These cleaning procedures delete estimates

where the discretization is too coarse and where a large tail of options are missing, both

of which cause biased estimates.

Finally, we generate constant maturity equity risk premiums by interpolating between

those estimated at available expiry dates on any given date.11 We also extrapolate to

extend maturity. However, to avoid over extrapolation, we limit this extrapolation to a

11As an alternative to interpolation, we have also estimated the equity risk premium yield curve at each
date using cubic spline methods. The results are very similar.
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maximum of 150 days greater than the longest maturity option available at that date.
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Chapter 3

A Granular Identification of

Monetary Policy

Benjamin Knox1

I document rich heterogeneity in business cycles across U.S. states. As a

result, state-level Taylor rules imply very different optimal monetary policies

across states. To exploit the cross-sectional variation, I present a Granular

Instrumental Variables (GIV) approach to monetary policy identification. The

intuition behind the approach is that idiosyncratic shocks to economic activity

in one state can lead to changes in monetary policy, which are exogenous

monetary policy shocks from the perspective of other states. Based on this

approach, I find that the U.S. unemployment rate increases 1.80 percentage

points following a 1 percentage point increase in the federal funds rate, with the

peak in unemployment 15 months after the initial federal funds rate innovation.

The impact is larger than existing estimates in the literature, although non-

trivial standard errors mean that the difference may be due to noise.

1I gratefully acknowledge support from the FRIC Center for Financial Frictions (grant no. DNRF102).
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3.1 Introduction

The effects of monetary policy on the economy is a central question in macroeconomics.

However, while the conventional wisdom is that monetary policy matters qualitatively,

the quantitative impact of monetary policy changes is still poorly understood. The main

challenge is that monetary policy decisions are so clearly tied to expected future economic

activity that it makes the identification of their effect on this same variable very hard to

estimate. From December 2008 to December 2009, the Federal Reserve Board reduced

the target federal funds rate from 4.25% to 1.00%. At the same time, real GDP growth

in the U.S. fell from 1.97% p.a. to -2.75% p.a.. However, we do not conclude that the

fall in growth was caused by the reduction in the federal funds rate. To the contrary,

the general consensus is that economic growth would have fallen further if the Fed Board

hadn’t reduced rates. How much further, though, remains an open question.

In this paper, I present a new approach to the monetary policy identification problem

that uses cross-sectional variation in the economy to make causal inference on the effect

of monetary policy in the aggregate. I first document rich heterogeneity in business cycles

across U.S. states and, to frame this economic variation in a monetary policy context,

compute state-level Taylor rule residuals. These are the difference between the Taylor rule

implied optimal federal funds rate for each state and the actual federal funds rate. Large

state-level Taylor rule residuals indicate that monetary policy at regional levels are far

from optimal, and instead influenced by the economic conditions in other regions. This

variation offers an identification opportunity. Specifically, a shock to the economic growth

of one state in the U.S. can lead to a change in monetary policy, with this change in the

federal funds rate exogenous from the perspective of other states.

To implement this idea, I present a Granular Instrumental Variables (GIVs) approach to

the monetary policy identification problem using econometric methods recently developed

by Gabaix and Koijen (2020) (GK). I apply the approach in the U.S. using monthly state-

level unemployment data over the sample period 1981-2009. Following a 1 percentage

point increase in the fed funds rate, I find that the US unemployment rate increases 1.80

percentage points, with the peak in unemployment 15 months after the initial federal funds

rate innovation. The estimated impact is statistically significant, and the magnitude is

larger than existing estimates in the literature that are based on a variety of alternative

identification techniques (see Ramey (2016) for a comprehensive summary). However,
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large standard errors mean that the GIV estimate is relatively imprecise in my setting.

A uniting feature across all existing monetary policy identification techniques is that

they aim to address the endogeneity problem by identifying shocks to monetary pol-

icy. There are various methods applied in the literature, including narrative methods

using historical records (Friedman and Schwartz (1963)), monetary policy rate innova-

tions estimated through VAR model’s (Christiano et al. (1999)), and policy deviations

away from typical policy responses to the economic outlook (Romer and Romer (2004)

Coibion (2012)). More recently, high-frequency data has also been used to extract mon-

etary policy shocks, with the changes in interest rates in narrow windows surrounding

policy announcements treated as unexpected movements (Barakchian and Crowe (2013)

Gertler and Karadi (2015) Nakamura and Steinsson (2018)).

However, regardless of the approach implemented, any method attempting to extract

monetary policy shocks faces the same issue that central bank actions have become highly

predictable over recent decades. This makes true monetary policy shocks smaller and less

frequent, and existing identification techniques less well identified due to reduced statistical

power. Ramey (2016) summarises the challenge as follows:

“The breakdown of many specifications in the later sample is simply that we

can no longer identify monetary policy shocks well. Monetary policy is being

conducted more systematically, so true monetary policy shocks are now rare....

While this is bad news for econometric identification, it is good news for eco-

nomic policy.”

In this context, GIVs provides a very appealing alternative approach to monetary policy

identification, with the method working even in the extreme case where monetary policy

is completely predictable. Instead, the shocks used for identification are idiosyncratic

shocks in the cross-section of the economy. The critical characteristic of the data for

a successful GIV implementation is thus that there is sufficient cross-sectional variation

in the economic variable of interest. In practice, any cross-section could potentially be

used (by industry, for example), but I focus on a geographical cross-section and at the

state-level of granularity.

To motivate the analysis, I begin by documenting rich heterogeneity in business cycles

across states. For example, in 2001, which was a recession at an aggregate level, I show

that 40% of states were still in positive growth territory. In fact, the top 20% of states
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had an average economic growth of around 4% that year. As well as there being variation

in economic activity across states, I also show that there is also non-trivial dispersion in

prices across states using the data provided in Hazell et al. (2020). The average cross-

sectional standard deviation of state-level inflation rates is in excess of 1%. The same

products are consistently set at meaningfully different prices across the U.S. at any given

point in time.

To frame this economic variation in a monetary policy context, I next compute state-

level Taylor rule residuals. As a proof of concept, I first show that the correlation between

the actual the fed funds rate and a simple Taylor rule rate using aggregate U.S. data has

a correlation of over 90%. In other words, the Taylor rule is a good overall fit and broadly

describes the Federal Reserve Board’s monetary policy behaviour. However, the picture

is very different looking at the optimal Taylor rule rates implied by state-level data. The

average correlation between these and the actual policy rate is less than 50%. State-level

Taylor rule residuals are consistently large, exceeding 2% on average, and can also reach

double digit figures in the extreme. Such striking heterogeneity across states offers the

potential for GIVs to identify causal evidence of monetary policy.

In the subsequent implementation, I focus on unemployment rates given that they are

available at a state-level on a monthly frequency. To understand the dynamics of U.S.

unemployment after innovations in the federal fund rates, I implement a Jordà (2005)

local projection approach combined with GIV methods. I find that an increase in the

federal funds rate leads to an increase in the unemployment rate, the peak of which is

approximately 15 months after the monetary policy innovation. Critically, the change in

the federal fund rates is instrumented by the GIVs instrument, which supports a causal

interpretation of the impulse response of the unemployment rate to monetary policy.

The GIVs in my setting is the size-weighted sums of idiosyncratic shocks to state-level

unemployment rates. The intuition behind the validity of the GIVs is twofold. Firstly,

the construction from purely idiosyncratic shocks means the instrument is exogenous and

therefore exclusion restrictions hold. Secondly, the size-weightings generate statistical

power and help the instrument to predict aggregate monetary policy (the IV relevance

condition). Intuitively, the larger a state, the more its idiosyncratic shocks effect aggregate

monetary policy, the more relative weight one wants it to have in the instrument of multiple

idiosyncratic shocks.

The main threat to identification of the GIVs approach is that the instrument contains
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shocks common across states as well as the desired idiosyncratic shocks local to each state.

Including common shocks in the instrument means exclusion restrictions do not hold and

IV estimate becomes biased. To control for this, I follow procedures recommended in

Gabaix and Koijen (2020) and control for common factors estimated through principle

component analysis. However, this significantly reduces the variation in the instrument

(i.e. a large fraction of cross-sectional variation is driven by common factors), and thus

reduces the estimations first stage power. Reducing first stage power increases second

stage standard errors.

The above analysis reveals the tension in the GIV procedure. By ensuring identification

and controlling for common factors, first stage power is sacrificed. To evaluate the strength

of the instrument, I therefore report the Cragg-Donald Wald F-statistic rank test from

the first stage estimation. The F-statistic in the main specification is 10.08, slightly above

the rule of thumb threshold of 10 that is required to alleviate weak instrument concerns

((Stock and Yogo (2005) Andrews et al. (2019))). Nevertheless, a stronger first stage

would help reduce standard errors and improve the precision of the GIVs estimate in my

setting.

There is an extensive literature that has studied the causal impact of U.S. monetary pol-

icy on economic variables (a none-exhaustive list includes Christiano et al. (1999) Romer

and Romer (2004) Boivin et al. (2010) Coibion (2012) (Barakchian and Crowe (2013))

Gertler and Karadi (2015) Nakamura and Steinsson (2018)). However, as far as I am

aware, this is the first paper to apply a GIV approach to the monetary policy identifica-

tion problem.

Conceptually, the underlying idea behind the identification technique is related to Ioan-

nidou et al. (2015) and Jordà et al. (2015). These papers study how countries with currency

pegs to the U.S. in some sense import U.S. monetary policy. U.S. monetary policy changes

in response to U.S. specific economic conditions can result in monetary policy changes in

other countries that are exogenous. Ioannidou et al. (2015) focus on the case of Bolivia

and Jordà et al. (2015) apply the idea more broadly across 17 economies. In effect, the

GIVs approach also looks at how monetary policy is imported, but rather than looking

internationally with currency pegs, it studies importation within the same currency union.

This makes it especially useful to policymakers, as it identifies the causal impact of their

monetary policy decisions within their own jurisdiction. Further, the economies of coun-

tries with a currency peg to the U.S. can be quite different to the U.S. itself, and one
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might therefore expect the transmission of monetary policy to also be different.

Other papers have also implemented elements of the intuition underlying GIVs in a less

formal setting. For example, Jiménez et al. (2012) treat the euro area monetary policy

as exogenous from the perspective of Spain, given their small contribution to output and

relatively uncorrelated business cycle. The paper does not control for common factors

between Spain and the euro area, however, which is a threat to identification. The treat-

ment of common shocks is an important component of the GIV method. Nevertheless,

this example highlights the potential to implement GIVs in a monetary policy identifica-

tion context in many settings, including the euro area, and perhaps even globally. My

contribution to the literature is implementing GIVs in a monetary policy context for the

first time in the U.S. using a state-level of granularity.

3.2 Data

3.2.1 Monetary policy rates

For the main measure of the monetary policy rate I use the effective federal funds rate.

A monthly time series is available from the Board of Governors of the Federal Reserve

System (Federal Reserve Board) since 1952. In some specifications, I also use the 1 year

and 2 year constant maturity treasury rates. Longer maturity rates such as these can be

used to capture the forward guidance that the Federal Reserve Board provides in respect

to future policy rates (Romer and Romer (2000) Leombroni et al. (2021)). The constant

maturity rates are also provided by the Federal Reserve Board, and are available from

1962.

3.2.2 State-level unemployment rates (monthly)

The U.S. Bureau of Labor Statistic (BLS) provides seasonally adjusted unemployment

rates at a state-level on a monthly basis. This covers the 50 states plus the District of

Columbia. The unemployment rate represents the number of unemployed as a percentage

of the labor force. Labor force data in each state is restricted to people 16 years of age

and older who do not reside in institutions (e.g., penal and mental facilities, homes for the

aged), and who are not on active duty in the Armed Forces. Unemployment rate data is

available at a state-level from 1976.

At the national level, I also use the natural rate of unemployment provided by the
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Congressional Budget Office. It is the estimated rate of unemployment arising from all

sources except fluctuations in aggregate demand. This data is available quarterly.

3.2.3 State-level price indexes (quarterly)

For state-level inflation data, I use the Hazell et al. (2020) state-level price indexes that

are constructed based on the micro-price data the BLS collects for the purpose of con-

structing the CPI. For each state, Hazell et al. (2020) provide a quarterly time series of

non-tradeables and tradeables price index. The sample period is 1978 to 2018 (with a 26

month gap in 1986-1988 due to missing micro-data). For aggregate US inflation, I use the

Consumer Price Index for All Urban Consumers: All Items and also the Consumer Price

Index for All Urban Consumers: All Items Less Food and Energy in U.S. City Average.

Both are provided by the BLS from 1947.

3.2.4 State-level Gross Domestic Product (annual)

Gross Domestic Product by State is available at an annual frequency from the U.S. Bureau

of Economic Analysis. The sample starts in 1963 and is split by industry. There is a

discontinuity in the GDP by state time series at 1997, where the data change from SIC

industry definitions to NAICS industry definitions. Since 2005, the data has also been

available at a quarterly frequency.

3.2.5 Descriptive Statistics

Table 3.1 presents descriptive statistics for the state-level economic variables. The last

three columns explore the sources of variation in the panel data. The first column, σ (xit),

reports the standard deviation of variable x across the whole panel. Column σ (x̄t) reports

the time-series standard deviation of the panel’s cross-sectional averages. The final column

reports the time-series average of the cross-sectional standard deviation. For every time

observation t, the cross sectional standard deviation σ (xi) is calculated first, with the

column presenting the mean of these standard deviations across all t.

The final two columns capture the time-series variation and cross-sectional variation

of the economic variables respectively. They show there is a significant amount of cross-

sectional variation in the variables. In fact, in the case of unemployment and output

growth, there is more cross-sectional volatility than time-series volatility.
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3.3 Motivating Evidence

3.3.1 Variation in economic activity across states

Figure 3.1 presents evidence on the variation in economic activity across states in the

US. States are sorted into five portfolios in each time period conditional on an economic

variable of interest. The portfolio average with respect to the conditioning variable are

then plotted over time. Panels A-D present the portfolio time series using the conditioning

variables real GDP growth per capita, output gap, the demeaned unemployment rate, and

inflation rate respectively.2

There is a wide dispersion across states for all the economic variables considered. For

example, the difference between portfolio 5 and portfolio 1 for real GDP growth per capita

at any given point is in excess of 5% across the full sample. In terms of a relative magnitude

for this cross-sectional variation, the time-series average standard deviation of real GDP

growth per capita at the aggregated US-level is 2.2%. The cross sectional variation is

therefore economically significant.

A closer look at aggregate recessions periods is also revealing. For example, in 2001,

40% of states were in positive real GDP growth territory. This growth is despite the year

being a NBER defined recession period. In fact, the top 20% of states had an average

economic growth of around 4% that year. It is thus clear that U.S. states can be in quite

varying business cycle conditions during aggregate recessions.

One may think that the same states are always placed in the same portfolio due to state

fixed effects. However, Panels B and C, which present output gap and unemployment rates

demeaned, show that the variation holds even controlling for long-run state averages. For

example, following the financial crisis, the 20% of worst effected states saw unemployment

rates 5% above their average unemployment rate. At the same time, there was another

20% of states with unemployment rates less than 1% over their long run average.

As well as there being variation in economic activity across states, Panel D shows

there is also none-trivial dispersion in prices across states. Inflation rates are computed

from state-level price indexes based on micro-price data,3 and the variation shows that the

prices on the same individual products change significantly across US regions. The average

2The state-level output gap is estimated from the cyclical component of the Hodrick and Prescott

(1997) filter on real output. I have also computed output gap with Hamilton (2018) proposed methods.

Results are qualitatively similar, with even more variation using Hamilton (2018).
3see Hazell et al. (2020) for more details.
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cross sectional standard deviation (final column of Table 3.1) of the resulting state-level

inflation rates is in excess of 1%.

3.3.2 Taylor rule residuals at a state-level

What does this variation mean in a monetary policy context? To explore this question, I

calculate the optimal federal funds rate for each state, using a simple Taylor rule

r∗i,t = 2 + πi,t + 0.5(πi,t − 2) + (u∗t − ui,t) (3.1)

where πi,t is the inflation rate of state i at time t, ui,t is the unemployment rate of state i

at time t, and u∗t is the long-run natural rate of unemployment for the US at time t. The

rule follows the Bernanke (2015) suggested adjustment to the original Taylor (1993) rule

with the coefficient on the unemployment gap set at 1 rather than 0.5.4

Figure 3.2 presents analysis on the variation of the optimal federal funds rate across

states. In Panel A, states are sorted into five portfolios at each date conditional on their

optimal rate. The portfolio average optimal rates are then plotted over time. I also plot

the actual federal fund rate for comparison. Given the dispersion in the economic variables

behind the Taylor rule, it is not surprising to see that there is also very large dispersion

in the optimal federal fund rates.

Each state’s Taylor rule residual εTRi,t = r∗i,t − rt is the difference between the optimal

rate at time t and the actual federal funds rate at time t. Figure 3.2 Panel B presents

variation in this variable across states. In the 1990s, when the median optimal fed fund

rate almost exactly matches the actual fed fund rate (i.e. the Taylor rule fits very well

in the aggregate), the difference between portfolio 1 and portfolio 5 averages at 5%. This

shows there were economically meaningful Taylor rule residuals at the local level, even in

a period where there was close to no residual at the aggregate level.

Table 3.2 presents more analysis on the Taylor rule residuals over 1989-2009.5 The first

row implements the Taylor rule in equation (3.1) at the US aggregate-level as a proof of

concept. The first column shows the correlation between the US Aggregate Taylor rule

rate and actual fed funds rate is over 90% in this period. In other words, the Taylor rule

4In a similar exerise, Malkin and Nechio (2012) apply the Taylor rule to four U.S. regions: Northeast,

Midwest, South, and West. However, they do not study the more granular cross-section of state-level

Taylor rule implied rates.
5I have remove the dates post 2009 as the lower bound period restricted the flexibility of the Federal

Reserve Board for reduce interest rates.
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is a good overall fit and broadly describes the Federal Reserve Board’s monetary policy

behaviour.

The remaining rows, which look at various states within the US, show a much worse

fit at the state-level. In the best case, South Carolina has a correlation of 75%, while in

the worst case Mississippi (“MS”) has a correlation of only 8%. The other columns look

at the variation in Taylor rule residuals. The minimum and maximum show that, in the

extreme, states can have federal fund rates which are double digits away from what their

local economy requires at that time. On top of this, the mean of the absolute Taylor rule

residual (final column) shows states are consistently a long distance from their optimal

rates. While for the US aggregate the mean distance is less than 1%, individual states are

typically over 2% away from their Taylor rule implied optimal rates.

As a case study, Figure 3.3 plots the Taylor rule optimal rate for Florida and North

Carolina. These are two states that are relatively close together geographically within

the US. Nevertheless, there are large deviations in their optimal policy rate over time. In

the 1990s, Florida had high unemployment and thus an optimal policy rate close to zero.

At the same time, North Carolina was enjoying much stronger economic conditions, and

had a higher optimal federal funds rate. In fact, at times during the 1990s the federal

funds rate was too low from North Carolina’s perspective. Strong economic conditions

for states like North Carolina prevented the Federal Reserve Board from cutting rates for

the benefit of Florida, and therefore meant that Florida had too low an interest rate. The

roles reverse in 2000s, however, with Florida (North Carolina) requiring a higher (lower)

federal funds rate given their economic outlook in this decade.

3.3.3 Summary of motivating evidence

This section has documented strikingly large cross sectional variation in economic con-

ditions across U.S. states. The variation is economically meaningful in monetary policy

context, as demonstrated with Taylor rule residuals. These findings motivate the remain-

der of the paper, which explores how this heterogeneity can be used to identify the effects

of monetary policy. Specifically, it will use GIV methods, which have been designed to

exploit local idiosyncratic shocks in the cross section to make causal identification in the

aggregate.
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3.4 Empirical Framework

This section begins with some basic notation. It then introduces monetary policy identi-

fication with GIVs methods in a simple economy. This provides the econometric intuition

for the empirical approach. The section concludes with one extension to the simple exam-

ple that is important for the implementation.

3.4.1 Notation

It is useful to set out how we denote panel data with N panel members and T time periods.

For any variable x, the size-weighted average at time t is denoted

xS,t =
N∑
i=1

Sixi,t (3.2)

where Si is the relative size of member i with
∑

i=1 Si = 1. The equal-weighted average

at time t is denoted

xE,t =
N∑
i=1

Eixi,t (3.3)

where Ei is the equal weight such that
∑

i=1Ei = 1.6 The difference between the size-

weighted and equal-weighted averages is denoted

xΓ,t =
N∑
i=1

Γixi,t (3.5)

where Γi = Si − Ei such that
∑

i=1 Γi = 0 and xΓ,t = xS,t − xE,t.

3.4.2 A simple economy with endogenous monetary policy

Consider a simple economy where there are i = 1, ..., N regions in a currency union. There

are two variables of interest, the short-term interest rate r and economic growth y. The

dynamics of the economy, assuming variables are demeaned, is described by

yi,t = brrt + ηt + νi,t (3.6)

yS,t = brrt + εySt (3.7)

6The basic equal weight is Ei = 1
N

. An alternative is the inverse-variance weight

Ei =
σ−2
i∑N

j=1 σ
−2
j

(3.4)

where σi is the standard deviation of xi over the sample period. This Ei is used such that each panel

member contributes equal variance to xE,t in the case that xi are independent but heteroskedastic.
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rt = byyS,t + εrt (3.8)

where economic growth for region i at time t is yi,t, the size-weighted economic growth

across all regions in the union at time t is yS,t, and the short-term interest rate set a time t

by the central bank is rt . Economic growth disturbances in region i are assumed to be the

sum of a common shock ηt and an idiosyncratic shock νi,t local to that region. Aggregate

economic growth disturbances εySt = ηt + νS,t in equation (3.7) are thus the sum of the

common shock ηt plus the size-weighted average of idiosyncratic shocks νS,t. Finally, the

monetary policy shock at time t is denoted εrt . All shocks uit, ηt and εrt are i.i.d across

dates, with the regional shocks νit also i.i.d across i’s.

The parameter br, which is assumed to be homogeneous across regions, is the sensitivity

of economic growth to the short-term interest rate. The parameter by is the central bank’s

standard response function to aggregate economic growth. In a typical economy by > 0

and br < 0. When economic activity is above its long run average, the central bank

increases the short-term interest rate, which reduces economic growth and prevents an

overheating of the economy as the central bank desired.

3.4.3 Traditional monetary policy identification in the simple economy

The objective of the monetary policy identification literature is to estimate, br, the sen-

sitivity of economic growth to the short-term interest rate. However, estimating equation

(3.7) by itself leads to endogeneity due to simultaneity. Solving for rt results in

rt =
by

1− bybr
εySt +

1

1− bybr
εrt (3.9)

and thus a regression of yS,t on rt produces a biased estimate of br with the independent

variable correlated with the error term

E [rtε
yS
t ] =

br

1− bybr
E [εySt ε

yS
t ] 6= 0. (3.10)

The traditional solution to the endogeneity problem is to extract monetary policy shocks

εrt directly. These can be used to identify br in equation (3.7) as they are, by definition,

not correlated with the error term εySt . There are various techniques in the literature

for extracting monetary shocks. For example, using narrative methods with historical

case studies (Friedman and Schwartz (1963)), moneraty policy rate innovations estimated

through VAR model’s (Christiano et al. (1999)), and policy deviations away from typical

(i.e. the Taylor rule) policy responses (Romer and Romer (2004) Coibion (2012)). More
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recently, high-frequency data has also been used to extract monetary policy shocks. The

idea is that the changes in interest rates in narrow windows surrounding policy announce-

ments can be treated as unexpected movements (Gertler and Karadi (2015) Nakamura

and Steinsson (2018)).

However, as Ramey (2016) stresses, in recent decades monetary policy changes have

been well anticipated by market participants ahead of the policy announcements. The

predictability of policy changes means that true monetary policy shocks εrt are very small.

This is a challenge for all the existing approaches to monetary policy identification. By

attempting to extract and use εrt , the econometrician replaces an endogeneity problem

with an issue of statistical power.

3.4.4 GIVs monetary policy identification in the simple economy

GIVs provides an alternative monetary policy identification strategy. The approach is to

apply an instrumental variables estimation to

yE,t = brrt + εyEt (3.11)

where yE,t for equal-weighted economic growth across regions at time t and the error term

εyEt = ηt+νE,t is the sum of the common economic growth shock ηt and the equal-weighted

average of idiosyncratic growth shocks νE,t. The “granular” instrumental variable for the

estimation is

zt = yΓ,t (3.12)

where yΓ,t is the difference between the size-weighted and equal-weighted averages of eco-

nomic growth. For zt to be a valid instrument for the estimation of equation (3.11), both

the relevance condition E [ztrt] 6= 0 and the exclusion restriction condition E [ztε
yE
t ] = 0

must hold. Below the intuition of the instrument with respect to these conditions is

explained. The econometric proofs are provided in Appendix 3.9.1.

For the exclusion restriction condition to hold, the instrument must be uncorrelated

with the estimation error term εyEt = ηt+νE,t. The crucial characteristic of the instrument

from this perspective is that it is made up of idiosyncratic shocks only. The factors common

across regions {rt, ηt} cancel when calculating the difference between yS,t and yE,t and

hence we are left with zt = yΓ,t = νΓ,t. The instrument is therefore uncorrelated with the

common shock ηt in the estimation error term. Further, given the regional shocks are i.i.d
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across i, the gamma-weighted average is uncorrelated with the equal-weighted average,

and thus the instrument νΓ,t is uncorrelated with the νE,t in the estimation error term.7

For the instrument to be relevant, it must also have predictive power for the short-term

interest rate. The crucial characteristic of zt from this perspective is the weight Γi,t on

the idiosyncratic shocks νi,t. By placing greater weight on the shocks of the larger regions,

the instrument correlates with aggregate economic growth. The short-term interest rate

is set in response to aggregate economic growth, and it therefore moves when there are

shocks to large regions. This relationship is captured in first term of equation (3.9).

3.4.5 GIVs: Key intuition and required characteristics in the data

To summarise so far, a GIVs approach to identification is to harness idiosyncratic shocks

in the cross-section of the economy and use them to make causal inference on the effect

of monetary policy in the aggregate. Shocks to the economic growth of one region in the

currency union leads to changes in monetary policy, with these changes in the short-term

interest rate being exogenous from the perspective of the other regions.

GIVs methods therefore requires two features in the data. First, there needs to be

sufficiently large idiosyncratic shocks in the cross section. Rich heterogeneity in business

cycles and taylor rule residuals across states (documented in section 3.3) help validate

the application of GIVs methods in a US monetary policy setting from this perspective.

Second, there needs to be size variation across regions. The larger a region, the more its

idiosyncratic shocks effect aggregate monetary policy, the more powerful it’s shock is as a

component of the granular instrumental variable.8

As shown by GK, the excess Herfindahl index

h =

√√√√− 1

N
+

N∑
i=1

S2
i (3.13)

is a useful measure of expressing the panel’s size-weight variation in the context of a GIVs

approach. Figure 3.4 presents the excess Herfindahl index for US states with Si defined as

state i’s fraction of the aggregated US population. The size variation has been increasing

over our sample and today h = 16%.

7see appendix for details on the importance of the independence assumption for this result
8Indeed, if all regions are equal sized then zt = νS,t − νE,t = νE,t − νE,t = 0.
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3.4.6 Dealing with heterogeneous loadings on the common factor

One extension of the model that is important in practice is a relaxation of the assumption

that all regions load equally on the common factor ηt. In this section, I denote the loading

of region i on the common shock as λi. In the previous sections, the assumption was

λi = 1 for all i. With this adjustment to the model, equation (3.6) becomes

yi,t = brrt + λiηt + νi,t (3.14)

and the error terms for equations (3.7) and (3.11) are now εySt = λSηt + νS,t and εyEt =

λEηt + νE,t respectively. The GIV in this setting is

zt = yΓ,t = λΓηt + νΓ,t (3.15)

the sum of a common shock component λΓηt and the gamma-weighted idiosyncratic shocks

νΓ,t. The common shock component, which results from the heterogeneous loadings λi,

means the instrument is correlated with εyEt . The exclusion restriction therefore no longer

holds.

To resolve this issue, GK recommend to first compute the difference between regional

economic growth and equal-weighted economic growth

yi,t − yE,t = (λi − λE) ηt + (νi,t − νE,t) (3.16)

with this variable in essence removes date fixed effects (including the endogenous rt) from

the panel data of yi,t’s. A factor model, such as Principal Component Analysis (PCA),

can be run on this newly created variable to estimate the latent factor. The estimated

factors are then used as control variable in the instrumental variables estimation.

There are many further extensions possible of the GIVs approach, with the reader

referred to GK for details.

3.5 Empirical Results

3.5.1 Estimation Procedure

I implement a GIV approach to monetary policy identification using state-level monthly

unemployment data. The estimation is based on an economic model that is a generalisa-

tion of the economy described in section 3.4. It can be summarised with two structural
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equations

uS,t = αu + brrt +

F∑
f=1

λfSη
f
t + εuSt (3.17)

rt = αr + buuS,t + bππt + εrt (3.18)

where uS,t is the size-weighted (or aggregate) unemployment rate in the US, rt is the

federal funds rate, ηft ’s are F common factors that affect unemployment across states, λfi

is states i’s loading on factor f , and πt is the US inflation rate. Equation (3.18) is a version

of the Taylor rule, with the Federal Reserve Board responding to economic activity (in

this case unemployment) and the inflation rate.

For the estimation setup, I follow the methodology recommended in GK. I first com-

pute Ei equal-weights for U.S. states using the inverse-variance equal-weights defined in

equation (3.4).9 I then estimate a panel regression with state and date fixed effects

ui,t = αi + γt + ǔi,t

using Ei as regression weights, and construct the ǔi,t as the residuals. Finally, motivated

by section 3.4.6, I extract estimated principal components of ǔi,t using PCA. These capture

latent common factors within the residuals, and are denoted η̄t.

Following the above setup, the results are generated from the estimation of the equal-

weighted unemployment rate uE,t response to monetary policy

uE,t = αu + brrt +

F∑
f=1

λfE η̄
f
t + εuEt (3.19)

where the GIVs zt = uΓ,t is used as an instrument for the risk-free rate rt, and the controls

are the common factors η̄t estimated via PCA. The instrument zt is computed using time-

varying size weights Si,t−1 that are based on states i’s faction of the aggregate population

in the proceeding month t− 1.

Previous studies of the effects on monetary policy on economic activity highlight the re-

action of the economy over time. In my main results, I therefore implement a Jordà (2005)

local projection approach combined with GIV methods to understand the dynamics of US

unemployment following innovations in the federal fund rates. Jordà et al. (2015) is an

example of a paper that implements an empirical strategy combining the local projection

9Inverse-variance equal-weights are used instead of simple equal-weights Ei = 1/N so that less weight

is placed on volatile states. This improves the GIV estimation efficiency, with GK showing that the

inverse-variance equal-weight is the optimal GIV estimator in terms of precision.
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approach with IV methods for the purpose of monetary policy identification. As far as

I am aware, this is the first paper to combine the local projection approach with GIV

methods.

3.5.2 Unemployment rate dynamics in response to an increase in the

federal funds rate

I estimate the path of US unemployment after innovations in the federal fund rate using

the following local projection specification

∆huE,t+h = αh + βrh∆rt +
J∑
j=1

βuEh,j∆uE,t−j +
F∑
f=1

βηh,f∆η̄ft + βπh∆πt + εt+h, h = 1, . . . ,H

(3.20)

where ∆huE,t+h is the change in the equal-weighted unemployment rate from month t to

t+h, αh is a constant and ∆rt is the change in the fed funds rate at time t. The fed funds

rate rt is instrumented by the granular instrumental variable zt = uΓ,t, which has been

computed with time-varying size weights Si,t−1 that are based on states i’s faction of the

aggregate population in the proceeding month t− 1.

As is standard in the Jordà (2005) local projection framework, I control for lags of

the dependent variable ∆uE,t−j . The main specification includes lags J = 3. I also

control for estimated unemployment factors η̄ft that are common across US states. The

main specification includes F = 3 common factors. Finally, I control for the change in

annualised inflation ∆πt, which is an important variable in the IV’s first stage.

Figure 3.5 presents the impulse response of the US unemployment rate following in-

novations in the federal funds rate given by the estimated sequence of coefficients {βrh}

from equation (3.20). The estimated sample period is 1981-2009, and results are shown

out to H = 40 months. An increase in the federal funds rate leads to an increase in the

unemployment rate. The peak in the change in unemployment is approximately 15 months

after the monetary policy innovation.

In terms of magnitudes, a one percentage point increase in the federal funds rate pre-

dicts a 1.80 percentage points increase in unemployment. Subsequent to the peak, the

unemployment rate mean reverts, and is back to it’s initial rate roughly 36 months after

the innovation in the federal funds rates first occurred. The peak increase in unemploy-

ment is statistically significant, with the dashed lines represent 90% confidence intervals
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computed using Newey and West (1987) standard errors with lag selection h.10

Ramey (2016) provides a detailed summary of monetary policy identification estimates

that have been published in recent years. The GIVs approach estimates an impact of mon-

etary policy on unemployment that is larger than existing estimates based on a variety of

alternative identification techniques. For example, using Romer and Romer (2004) policy

shocks, Coibion (2012) finds one of the larger estimates. Even in this case, unemployment

increases by 0.95 percentage points following a 1 percentage point increase in the federal

funds rate, with the peak is estimated to be 24 months following the federal funds inno-

vation. The findings of the GIVs approach therefore suggest that the effect of monetary

policy is more powerful than previously thought.

However, it must be noted that the standard errors of the main specification are rel-

atively large, indicating a wide range of plausible coefficients from the GIVs approach. I

explore the reasons for the large standard errors next.

3.5.3 Instrument power

This section provides first stage analysis of the GIVs estimation described in equation

(3.20). Table 3.3 presents estimates from the first stage specification:

∆rt = α+ βz∆zt +
J∑
j=1

βuEj ∆uE,t−j +
F∑
f=1

βηf∆η̄ft + βπ∆πt + εt, F = 0, . . . , 6

where the parameter estimates are reported for βz and βπ only. To evaluate the strength

of the instrument, the Cragg-Donald Wald F-statistic rank test is also reported. Each

column corresponds to an estimation with F = 0, 1, . . . , 6 common factors included in the

controls variable.

The parameter estimates correspond to the response of the federal funds rate to changes

in the unemployment rate instrument zt (size-weighted minus equal-weighted unemploy-

ment) and annualised core inflation πt. The reported coefficient are consistent with the

traditional Taylor rule interpretation. When unemployment (inflation) increases the Fed-

eral Reserve Board increases (decreases) the federal funds rate.

The main estimation, as presented in Figure 3.5, uses F = 3. This corresponds to

column 4 in Table 3.3. The fact that this is greater than 10 provides reassurances that the

GIV estimation does not suffer from weak instruments (Stock and Yogo (2005) Andrews

et al. (2019)) in the main specification. However, the weaker the instrument, the greater

10The standard errors must incorporate a correction for serial correlation of residuals εt+h over h.
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the standard error. A more powerful first stage would therefore help to reduce the large

second stage standard errors and produce more precise estimates.

A concern from the first stage analysis is the sensitivity of the first stage F -statistic to

the number of common factors controlled for. Indeed, I have chose the specification that

maximises the first stage F -statistic. Using either more or less than F = 3 factors would

reduce the power of the first stage, bringing it below the threshold of 10 that is generally

targeted in the literature.

3.5.4 Threats to identification

The concept behind the GIV is that it is constructed from idiosyncratic shocks. However,

as explained in Section 3.4.6, it is likely that the basic GIV contains common factors

due to heterogeneous loadings on the common factor across states. This is why the esti-

mated common factors η̄ are included in the estimation specifications. The main threat

to identification is therefore that the common factors are not fully controlled for.

Figure 3.6 Panel A presents the time series of the instrument zt as well as the underlying

components uS,t and uE,t. It is clear there is a cyclical component of the instrument, with

the size-weighted unemployment rate increasing more in recessions relative to the equal-

weighted employment rate. In the main estimation, I therefore include as many factors as

possible while still maintaining a powerful instrument.

Figure 3.6 Panel B presents the residual of regressing the instrument zt on the first

three principle components η1
t , η

2
t and η3

t . This is the instrument purged of the first three

estimated common factors. The first three PCA absorb 32%, 26% and 10 % of variation

in the panel of ǔi,t respectively. By controlling for common factors, we therefore remove

a significant amount of variation.

This analysis highlights a trade-off in the construction of the GIVs. Unobserved com-

mon factors are a threat to identification. The more estimated common factors that are

included in controls, the more likely the exclusion restriction holds and the instrument is

exogenous. Indeed, the identifying assumption of the GIVs method is that the variable

plotted in Panel B of Figure 3.6 contains local idiosyncratic shocks only. However, by in-

creasing common factors, the variation on the instrument (purged of the common factors)

is diminished, thus reducing the power of the first stage.

The question remains whether using F = 3 common factors successfully controls for

endogeneity in the instrument. I therefore implement a series of tests for over-identifying
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restrictions in the next subsections. The results are summarised in Figure 3.7.

Odd-even instruments

For the first over-identifying restrictions test, I follow the procedure in Gabaix and Koi-

jen (2021) and sort states by size in each period, creating two instruments constructed

purely on odd or even states respectively. Each state’s idiosyncratic shock ǔi,t is a valid

instrument, and therefore, by default, any portfolio of shocks is also a valid instrument.

The idea here is therefore to create two instruments by arbitrary dividing the sample of

idiosyncratic shocks into two subsets, whilst retaining instrument power by still weighting

on size.11

The results from the new odd and even instruments are presented in Panel A and B of

Figure 3.7 respectively. The coefficient on both are very close to the original coefficients

presented in Figure 3.5. The consistent estimates provide support for the over identi-

fication test. The standard errors on the new instruments are larger than the original

estimates, which is not surprising give 50% of the exogenous variation has been thrown

out for each instrument.

Region fixed effects

A potential source of correlation between state shocks ǔi,t could be regional effects. For

example, Crone (2005) shows how states in close geographical proximity exhibit similar

business cycles. I therefore explicitly control for 4 regional fixed effects in the next test,

with the states placed into their Census Bureau-designated regions.

Instead of just estimating latent common factors from the panel of ǔi,t with PCA, I

first estimate a series of cross sectional regressions of ǔi,t on region fixed effects. The time

series of estimated factor loadings are a time series of region effects that can be used as a

control in the main IV specification. In addition, I also include PCA estimated common

factors for further latent factors. These are estimated on the panel of residuals from the

cross sectional regressions.

The result with region fixed effects is presented in Figure 3.7 Panel C. The estimated

impact of monetary policy is an order of magnitude larger once region fixed effects are

controlled for. The peak increase in unemployment is 2.72%, which occurs 15 months after

11As a reminder, weighting by size increases power of the instrument as large shocks are more likely to

affect the aggregate.
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the federal funds shock. Although this result is not completely consistent with the main

specification, it is within the range of the confidence bands. The dynamics are also very

consistent across specifications, with the peak in each specification exactly matching 15

months.

A synthetically created large state

In the final test, I group all states within one region together, to create an artificially

large state. The four groups in the Census Bureau-designated regions are the Northeast,

Midwest, South and West, and in the results presented in Figure 3.7 Panel D I have

grouped the South states together. By creating a large region in the cross section of

states, this has an added benefit of increasing the excess Herfindahl index as defined in

equation (3.13). In theory this should improve the precision of the GIV. However, I find

with this specification larger standard errors, and a peak impact of monetary policy on

unemployment of close to 5%.

3.5.5 Sample Period

The main results have been estimated using the sample period 1981-2009. This removes

the 1979-1981 period of reserves targeting and high inflation. Boivin et al. (2010) and

Coibion (2012) have shown this period of unprecedented and unusual monetary policy

distorts estimates of monetary policy effects. When this period is included in my sample,

the first stage loses power and therefore any second stage estimates are unreliable.

My sample also removes the post great financial crisis period where the federal funds

rate has been stuck at the lower bound. When this period is included, my results hold,

with the effect of monetary policy slightly weaker. This is not surprising given their is

no volatility in the key independent variable. On top of this, alternative monetary policy

tools, such as quantitative easing, were implemented, which could distort results.

In sum, the sample period chosen for my main results is the most robust period for

identifying a consistent estimate for the effect of monetary policy.

3.6 Conclusion

The paper contributes to answering a core economic question: how do monetary policy

actions today affect economic variables tomorrow? By applying a GIV approach, the iden-
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tification technique used does not require monetary policy shocks, which, while typically

used by the literature, are very small and therefore have poor statistical power. Instead, a

GIV approach harnesses idiosyncratic shocks in the cross-section of the economy to make

causal inference on the effect of monetary policy in the aggregate.

Implementing the GIV approach in the US on monthly unemployment data that is

available at a state-level, I find that the US unemployment rate increases 1.80 percentage

points 15 months subsequent to a 1 percentage point increase in the federal funds rate.

The estimated impact is larger than existing estimates in the literature, and points to

monetary policy being more powerful than previously thought.

The potential application of GIVs in a monetary policy setting are quite ubiquitous,

with alternative regions and alternative cross sections (i.e. by industry rather than by

geography) also implementable. Further exploration of these options may prove fruitful in

terms of identifying more precise estimates of monetary policy effects via GIV methods.

These studies are left to future work.
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3.7 Figures

Figure 3.1: Heterogeneous economies across the US. This figure presents state-
level variation in economic activity. States are sorted into five portfolios conditional on
an economic variable of interest in each time period. The portfolio averages with respect
to the conditioning variable are then plotted over time. Each panel presents results using
output growth per capita, output gap, unemployment rate and inflation rate respectively
(panels (a)-(d)) The state-level output gap is estimated from the cyclical component of the
Hodrick and Prescott (1997) filter on real output. State-level unemployment rates have
been demeaned. All panels include NBER defined recession periods as shaded regions.

(a) Real Output Growth per Capita (b) Real Output Gap

(c) (Demeaned) Unemployment Rate (d) Inflation Rate (p.a.)

151



Figure 3.2: Heterogeneous optimal Taylor rules across the US. This figure
presents variation in optimal (Taylor rule) fed fund rates across states. For each state, the
optimal fed fund rate is defined as

r∗i,t = 2 + πi,t + 0.5(πi,t − 2)− (ui,t − u∗t )

where πi,t is the inflation rate of state i at time t, ui,t is the unemployment rate of state
i at time t, and u∗t is the long-run natural rate of unemployment for the US at time t.
The Taylor rule residual εTRi,t = r∗i,t − rt is the difference between the optimal rate at
time t and the actual federal funds rate at time t. Panel (a) [(b)] sorts states into five
portfolios at each date conditional on their optimal fed funds rate [taylor rule residual],
with the portfolio average optimal fed funds rate [taylor rule residual] plotted over time.
The shaded regions are NBER defined recession periods.

(a) Optimal fed funds rate (b) Taylor rule residuals
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Figure 3.3: Optimal Taylor rules: Florida and North Carolina. This figure
presents the optimal (Taylor rule) fed fund rate for Florida and North Carolina over 1989-
2009. The optimal fed fund rate for each state is defined as

r∗i,t = 2 + πi,t + 0.5(πi,t − 2)− (ui,t − u∗t )

where πi,t is the inflation rate of state i at time t, ui,t is the unemployment rate of state i
at time t, and u∗t is the long-run natural rate of unemployment for the US at time t. The
shaded regions are NBER defined recession periods.
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Figure 3.4: Variation in the size of US states. This figure presents a measure of the
size variation across US states based on their populations. It plots the excess Herfindahl
index

ht =

√√√√− 1

N
+

N∑
i=1

S2
i,t

where Si,t is state i’s fraction of the aggregated US population at date t. N = 51 covers
the 50 states plus the District of Columbia.
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Figure 3.5: Unemployment dynamics following a federal funds rate innova-
tion. This figure presents the impulse response of the US unemployment rate following
innovations in the fed funds rate. It reports the estimated sequence of coefficients {βrh}
from equation

∆huE,t+h = αh + βrh∆rt +

3∑
j=1

βuEh,j∆uE,t−j +

3∑
f=1

βηh,f∆ηft + βπh∆πt + εt+h, h = 1, . . . , 40

where where ∆huE,t+h is the change in the equal-weighted unemployment rate from month
t to t+h, α is a constant and ∆rt is the change in the fed funds rate at time t. The fed funds
rate rt is instrumented by the granular instrumental variable zt = uΓ,t. Control variables

include lags of the dependent variable ∆uE,t−j , estimated unemployment factors ηft that
are common across US states, and annualised inflation ∆πt. The dashed lines represent
90% confidence intervals computed using Newey and West (1987) standard errors with lag
selection h. The estimation period is 1981-2009.
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Figure 3.6: GIVs Instrument Analysis. This figure first presents the the time series
of the instrument zt as well as the underlying components uS,t and uE,t. The second figure
presents the residual from a regression of the instrument zt on the common factors η1

t , η
2
t

and η3
t . The identifying assumption of the GIV estimation is that this variable contains

idiosyncratic shocks only.

(a) Raw instrument

(b) Instrument purged of common factors
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Figure 3.7: Tests for over-identifying restrictions. This figure presents the over
identification tests of the impulse response of the US unemployment rate following inno-
vations in the fed funds rate. It reports the estimated sequence of coefficients {βrh} from
equation

∆huE,t+h = αh + βrh∆rt +

3∑
j=1

βuEh,j∆uE,t−j +

3∑
f=1

βηh,f∆ηft + βπh∆πt + εt+h, h = 1, . . . , 40

where where ∆huE,t+h is the change in the equal-weighted unemployment rate from month
t to t+ h, α is a constant and ∆rt is the change in the fed funds rate at time t. The fed
funds rate rt is instrumented by the granular instrumental variable . Control variables
include lags of the dependent variable ∆uE,t−j , estimated unemployment factors ηft that
are common across US states, and annualised inflation ∆πt. The dashed lines represent
90% confidence intervals computed using Newey and West (1987) standard errors with
lag selection h. The figures are robustness checks to the main specification estimated in
Figure 3.5. In panels A and B, states are sorted by size in each period, creating two
instruments constructed purely on odd or even states respectively. In panel C, 4 region
fixed effects are included in the control vector ηft . In panel D, the South region states has
been grouped together to construct a synthetically created large state.

(a) Odd-Even instruments (odd) (b) Odd-Even instruments (even)

(c) Region fixed effects (d) A synthetically created large state
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3.8 Tables

Table 3.1: Descriptive statistics of state-level economic variables. This table
provides summary statistics for state-level economic variables and explores the sources
of variation. Unemployment rate data is available monthly (1976-2019) and is provided
by the U.S. Bureau of Labor Statistic. Inflation data is available quarterly (1979-2019)
and is taken from Hazell et al. (2020). Real GDP growth per capita is available annual
(1967-2019) and is provided by the U.S. Bureau of Economic Analysis. All three economic
variables are available for the 50 states plus the District of Columbia. To explore sources of
variation in the panel data, column σ (xit) first reports the standard deviation of variable
x across the whole panel. Column σ (x̄t) reports the time-series standard deviation of
the panel’s cross-sectional averages. The final column reports the time-series average of
the cross-sectional standard deviation. For every time observation t, the cross sectional
standard deviation σ (xi) is calculated first, with the column presenting the mean of these
standard deviations across all t. Standard deviations are unannualised in all columns and
rows of the table.

observations mean min max σ (xit) σ (x̄t) σ (xi)t

Unemployment rate 26,673 5.94 2.10 18.70 1.95 1.45 1.46
Inflation 4,615 2.68 -4.03 14.68 1.95 1.83 1.08
Real GDP growth per capita 2,466 1.34 -34.99 29.54 3.74 2.23 2.77
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Table 3.2: State-level Taylor rule residuals (1989-2009). This table presents
analysis of Taylor rule residuals at a state-level over the period 1989-2009. The Taylor
rule residual εTRi,t = r∗i,t − rt is the difference between the optimal rate at time t and the
actual federal funds rate at time t. The optimal fed fund rate for state i at time t is
defined as r∗i,t = 2 + πi,t + 0.5(πi,t − 2)− (ui,t − u∗t ) where πi,t is the inflation rate, ui,t is
the unemployment rate of state i, and u∗t is the long-run natural rate of unemployment
for the US. The columns present each state’s: (i) optimal rate correlation with the actual
rate, (ii) standard deviation of the Taylor rule residual, (iii) minimum of the Taylor rule
residual, (iv) maximum of the Taylor rule residual, and (v) mean of the absolute of the
Taylor rule residual. The first row presents these statistics for the USA as an aggregated
economy, with the remaining rows presenting statistics of individual states. Results are
preseneted for the 39 states that are included in the Hazell et al. (2020) dataset.

Corr
(
rt, r

∗
i,t

)
σ
(
εTR
i,t

)
min

(
εTR
i,t

)
max

(
εTR
i,t

)
mean

(
|εTR
i,t |
)

observations

USA Aggregrate 0.92 0.96 -2.54 1.48 0.88 80
AK 0.21 2.45 -4.29 5.54 2.55 80
AL 0.31 2.31 -6.60 3.98 1.82 80
AR 0.45 2.08 -4.97 4.87 1.71 80
CA 0.46 2.39 -3.88 5.33 2.07 80
CO 0.39 2.34 -9.15 2.72 2.11 80
CT 0.55 2.21 -4.78 4.65 1.83 80
DC 0.30 3.01 -4.73 8.19 2.49 80
FL 0.33 2.34 -4.65 3.99 1.95 80
GA 0.69 1.62 -3.78 2.81 1.44 80
HI 0.21 3.83 -9.66 6.54 3.52 80
IL 0.67 1.68 -4.43 3.29 1.36 80
IN 0.47 2.07 -6.05 3.83 1.76 80
KS 0.36 2.41 -7.09 5.99 2.15 80
LA 0.26 2.51 -6.61 6.47 2.10 80
MA 0.58 2.15 -7.55 2.96 1.83 80
MD 0.17 2.90 -11.90 3.17 2.15 80
MI 0.38 2.32 -3.55 6.11 1.94 80
MN 0.22 2.38 -7.23 4.60 2.39 80
MO 0.67 1.58 -3.95 2.37 1.37 80
MS 0.08 2.74 -6.66 4.20 2.22 80
NC 0.71 1.82 -4.59 4.32 1.50 80
NJ 0.18 3.01 -7.85 6.78 2.32 80
NY 0.49 2.18 -5.62 3.32 1.76 80
OH 0.61 1.71 -5.26 3.13 1.29 80
OK 0.17 2.92 -10.34 3.74 2.63 79
OR 0.73 1.60 -5.66 2.54 1.28 80
PA 0.44 2.13 -6.90 3.17 1.61 80
SC 0.75 1.63 -3.59 3.59 1.28 80
TN 0.46 2.02 -5.67 3.47 1.69 80
TX 0.26 2.47 -7.30 4.22 1.97 80
UT 0.67 1.79 -5.62 2.94 1.60 80
VA 0.40 2.35 -7.87 2.14 2.18 80
WA 0.60 1.87 -6.28 3.32 1.37 80
WI 0.46 1.91 -6.72 2.33 2.00 80
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Table 3.3: Analysis of first stage results in the GIVs estimation. This table
provides first stage analysis of the granular instrumental variables estimation described in
equation (3.20). It presents estimates from the first stage specification:

∆rt = α+ βz∆zt +
J∑
j=1

βuEj ∆uE,t−j +
F∑
f=1

βηf∆ηft + βπ∆πt + εt, F = 0, 1, . . . , 6

where the parameter estimates are reported for βz and βπ only. To evaluate the strength
of the instrument, the Cragg-Donald Wald F-statistic rank test is also reported. Each
column corresponds to an estimation with F = 0, 1, . . . , 6 common factors included as
controls variables.

(1) (2) (3) (4) (5) (6) (7)

Instrument (Z) -1.541∗ -2.344∗∗ -3.698∗∗∗ -4.300∗∗∗ -4.002∗∗∗ -4.051∗∗∗ -3.926∗∗∗

(-1.78) (-2.35) (-3.34) (-3.83) (-2.80) (-2.70) (-2.60)

Inflation (π) 0.208∗∗ 0.161 0.163 0.161 0.158 0.158 0.160
(2.12) (1.58) (1.61) (1.61) (1.57) (1.57) (1.58)

Adj R-sq 0.139 0.143 0.160 0.175 0.173 0.170 0.169
Observations 324 324 324 324 324 324 324
Cragg-Donald F-stat 2.353 3.254 8.423 10.082 4.375 4.833 4.619
Common factors 0 1 2 3 4 5 6
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3.9 Appendix

3.9.1 Identifying assumptions

Stripped back to fundamentals, the insight of the econometrics behind GIVs is that the

instrument, which is gamma-weighted local shocks νΓ, is correlated with size-weighted

local shocks νS , but is not correlated with equal-weighted local shocks νE .

Note that ν i.i.d across i means E [νiνj ] = σ2
ν if i = j, and E [νiνj ] = 0 if i 6= j. Using

this result we see

Exclusion Restriction holds: E [νE,tνΓ,t] = 0

E [νE,tνΓ,t] = E
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Indeed, this final term shows E [νS,tνΓ,t] increases in σ2
ν and the variation in Si. Consistent

with the intuition, we can therefore see formally here that the instrument power is driven

by the size of idiosyncratic shocks and by the size variation in the cross section.

3.9.2 Asymptotic Bias

Consider the structural equations

uS,t = brrt + εuSt (3.21)

rt = buuS,t + εrt (3.22)

where εuSt = λSηt + νS,t. Solving for rt we have

rt = buMεuSt +Mεrt (3.23)

where M = 1
1−bubr .

OLS Bias

Bias of estimating equation (3.21) via OLS is

b̂rOLS − br =
Cov (rt, ε

uS
t )

V ar (rt)

=
Cov (buMεuSt +Mεrt , ε

uS
t )

V ar (rt)

= buM
V ar (εuSt )

V ar (rt)

< 0.

The inequality uses br > 0 (unemployment increases when fed funds increases) and bu < 0

(fed funds down when unemployment up), which means brbu < 0 and 0 < M < 1 and

therefore buM < 0. A positive shock to unemployment εuSt results in a lower interest rate

endogenously, which means the estimated reaction of unemployment to interest rates is

lower than the true relationship.

IV Bias without controlling for common factor

The IV estimation is regressing the equal-weighted average unemployment on the interest

rate

uE,t = brrt + εuEt (3.24)
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with the instrument zt = uΓ,t = λΓηt + νΓ,t. If the common factor ηt is not controlled for

in the regression, then the IV bias is

b̂rIV − br =
Cov (zt, ε

uS
t )

Cov (zt, rt)

=
Cov (λΓηt + νΓ,t, λEηt + νE,t)

Cov (λΓηt + νΓ,t, buMεuSt +Mεrt )

=
Cov (λΓηt + νΓ,t, λEηt + νE,t)

Cov (λΓηt + νΓ,t, buM (λSηt + νS,t))

=
λΓλEV ar (ηt)

buMλΓλSV ar (ηt) + buMCov (νΓ,t, νS,t)

=
λE
buM

(
1

λS
+

λΓV ar (ηt)

Cov (νΓ,t, νS,t)

)
The sign of the IV bias (unlike the OLS bias) is therefore undetermined and specification

specific.
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