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HIGHLIGHTS

* An interdisciplinary and socio-technical perspective to provide a systematic account of the research in big data analytics in the energy sector.

¢ The article juxtaposes a review of Scandinavian culture of trust and the practices of surveillance capitalism to identify the challenges that big data practices pose
for the energy sector.

* Increased surveillance capitalism practices challenge cultures of trust.

* Public’s concerns in protecting their privacy are often addressed by focusing on technical improvements.
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In the era of information technology and big data, the extraction, commodification, and control of personal
information is redefining how people relate and interact. However, the challenges that big data collection and
analytics can introduce in trust-based societies, like those of Scandinavia, are not yet understood. For instance,
in the energy sector, data generated through smart appliances, like smart metering devices, can have collateral
implications for the end-users. In this paper, we present a systematic review of scientific articles indexed in Scopus
to identify possible relationships between the practices of collecting, processing, analysing, and using people’s
data and people’s responses to such practices. We contextualise this by looking at research about Scandinavian
societies and link this to the academic literature on big data and trust, big data and smart meters, data ethics and
the energy sector, surveillance capitalism, and subsequently performing a reflexive thematic analysis. We broadly
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Trust . . . . . . - .
Data Ethics situate our understanding of culture in this context on the interactions between cognitive norms, material culture,
Big Data and energy practices. Our analysis identified a number of articles discussing problems and solutions to do with

the practices of surveillance capitalism. We also found that research addresses these challenges in different ways.
While some research focuses on technological amendments to address users’ privacy protection, only few examine
the fundamental ethical questions that discuss how big data practices may change societies and increase their
vulnerability. The literature suggests that even in highly trusting societies, like the ones found in Scandinavian
countries, trust can be undermined and weakened.

1. Introduction because of the way personal information is perceived, treated, accessed,

and used, and increasingly concerns the public, as identified by pri-

The practices of electronic data-collection and analysis have rapidly
spread to several industrial and research fields, producing new types of
business models, laws, policies, ethics, and cultural practices [1-3]. The
harvesting and processing of data has been claimed to transform how
we form our “objects of explanations” [[4], p.12] and redefine how we
deal with issues, phenomena, and sets of problems [5]. It is important
to clarify what such practices of data collection mean for people in spe-
cific contexts for example in the energy sector, where personalised data
are being collected through the use of smart meters. The processing of
massive datasets (also referred to as big data) gives rise to controversies
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vacy scholars, human rights advocates, as well as business organisations
[6-8].

Shoshana Zuboff coined the term surveillance capitalism, which is
the power exercised through information technologies used to control
and modify behaviour, produce revenue, and control markets [9]. This
practice follows a logic of accumulation that produces hyperscale as-
semblies of objective and subjective data about individuals and their
habits for the purpose of knowing, controlling, and modifying behaviour
and thus, produce new varieties of commodification, monetisation, and
control [9]. Big data analysis can show correlations and trends that for
example relate to people’s activities and preferences [10], and allows
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target advertising, a practice pioneered by Google though information
left by people on their search engines [[1] p.48], [11]. The key con-
cern here is that people leave digital footprints when they are actively
online or when their activities (such as energy consumption) are digi-
tally tracked. These footprints provide information to commercially or
politically motivated parties, predominantly without their knowledge.

Surveillance schemes can be used to shape civic and democratic
choices, reminding us of how far big data mining can go e.g. cases
like the privacy violation committed by Cambridge Analytica revealed
by public media in March 2018. The company acquired and used data
from Facebook user accounts in a mass surveillance scheme, intended
to manipulate individual choices in the US Presidential election of 2016
[12,10]. This exemplifies the impact to the public trust when their fears
are confirmed that their vulnerability in what data they produce elec-
tronically has been betrayed.

This tension between trust and degrees of vulnerabilities in a datafied
society, raise several concerns that are best examined by focusing on a
selected topic. In this article we want to contextualise these concerns by
focusing on the use of smart meters in the energy sector with the follow-
ing questions: first, who has control over data? Should it be restricted to
only those who have the material, cognitive, and financial resources to
access and process big data [ 14], so that they can potentially make unau-
thorised decisions on behalf of others? Second, how does big data har-
vesting, analysis, and processing challenge the concept of trust within
societies? Simon [15 p.154] points out that we move and act within
highly entangled socio-technical epistemic systems and need to decide
when and whom to trust, when to withhold trust, and when to remain
vigilant. Third, since the literature found in our database on big data and
smart meters is mostly focused on addressing technical issues, it leaves
a clear need to identify other underlying dimensions between people’s
trust and proceduces like smart metre systems and data processing tech-
nology [7,16]. In comparison, in fields like education or health, the dis-
cussions on data processing and mining have increased, for example in
the context of children’s education by Lupton and Williamson [17]; or
how hyperconnected health systems impact peoples’s lives [18]).

In the energy sector, the collection of peoples’ energy consump-
tion data is being normalised through the wide-spread installations of
smart grid infrastructures. However, little attention is being paid to how
the collection and management of energy use data shapes people’s be-
haviour [5,14], how data is being used for profitable purposes [13],
what kind of private information is being collected in peoples’ houses
through smart meters [19], or how digitalisation impacts human re-
lationships. Such lack of clarity on how energy consumers’ data are
managed and processed could potentially lead to controversies, confu-
sion, and misunderstandings potentially threatening the transitioning
process towards sustainable energy consumption. In this article we in-
vestigate the use of smart meters in the energy sector as an example
of a technology that allows such practices. We focus on smart meters
since they represent technology that collects private information and
increases people’s vulnerability since people have to entrust their data
to a third party. In the article we will also refer to other technologies
that imply similar potential threats as smart metre data do through the
processing of data.

The advanced metering infrastructure (AMI), referred to as “smart
meters”, measures and records energy usage data with temporal and
power resolution precision, making consumption information available
to the user as well as to the energy company that is connected to the
device [2]. Such technologies are said to be utilised for monitoring and
maintaining the electricity grid e.g. for detection of faults or energy
losses, as well as for demand response and time variation of energy
prices [2]. Besides, it is claimed that this helps to manage the inter-
mittency of renewables (like wind and solar) through the management
of supply-demand. However, the public is increasingly suspicious about
data-gathering technologies, due to growing concerns about possible
privacy violations [20,21] and other ethical issues, given that energy
consumption, but also personal information related to consumption, can
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be gathered or inferred through smart meters [2]. Furthermore, the col-
lected data could potentially be sold to third parties and used to shape
peoples’ future energy consumption behaviour without any consent on
their part.

Clarification is not only needed on the potential use of data, but
also on the actual uses of data analytics in the energy sector, including
what kind of mechanisms are being developed for privacy protection,
and if surveillance capitalism practices tend to proliferate. Data collec-
tion could take place in a covert way, where the user is kept in the
dark about the kind of data that is being collected (e.g. geolocation in-
formation from cell phones) [22]. In fact, Birchall [22] points out that
there seems to be a widespread major misunderstanding as to what the
concept of data ‘sharing’ entails, since sharing implies reciprocity and
openness. When permission to collect data has been given, the terms
and conditions of data protection that users sign are often ambiguous
and not necessarily specific enough about how and what data will be
used for [20]. In many cases the general public is informed that the
change to smart metre systems will take place with little or no infor-
mation to what data is being collected and how it is being used. Thus,
heightened awareness of the potential risks of surveillance capitalism in
the energy sector could mitigate infringements of energy users’ right to
privacy. The issue is that the more opaque the details about this kind
of data processing are kept, the greater the chance that the public will
be susceptible to believing in ‘alternative facts’. Since transparency is
a fundamental principle in the General Data Protection Regulation (in
Art. 5(1)(a) of the GDPR, see also [23]) it may also heighten the chance
that decision makers have more trust in the accuracy of such analyses
[24].

Social trust is needed in the push for the decarbonisation of the en-
ergy sector, since transitions towards more sustainable futures will re-
quire the cooperation of all stakeholders including between citizens and
institutions [25-27]. However, there is a lack of research on what pre-
cisely is meant by a societal trust in big data technologies, since trust is
relative to and shaped by cultural settings, societal influences, and con-
text [21]. It would therefore seem very relevant to get a better under-
standing of how to enable trust by means of the management of energy
consumption data.

To further such insights and understandings, in this article we review
how big data is reported to be used in the energy sector, juxtaposed
with a review of the literature on trustworthy cultures as well as the
topic surveillance capitalism. We thus examine the potential challenges
energy surveillance capitalism can have in the context of Scandinavia
(which in this paper refers to Norway, Finland, Sweden, and Denmark).
QOur interest in Scandinavian countries is twofold: first, these societies
are characterised by high levels of citizens’ trust in both public and pri-
vate institutions [28]. Second, because we, the authors, are participating
in an interdisciplinary EU Horizon funded project on Energy Transition
of the North Sea Region (ENSYSTRA). The primary aim of this work was
to identify possible correlations between surveillance capitalism prac-
tices, Scandinavian culture of trust, and data processing practices in the
energy sector.

Smart meters are hailed as a primordial step towards a low carbon
economy [19] but have implications for householders, since people’s
data is automatically measured and automatic adjustments can be made
to regulate people’s energy consumption [29]. In some countries, the in-
troduction of smart meters has met public resistance (e.g. in the Nether-
lands [30] and France [31]), mostly because of questions over privacy
issues and the lack of democratic legitimacy. Critical voices have pointed
out that this is due to a lack of both open communication and public in-
volvement in the decision-making processes, which indicates a lack of
institutional trustworthiness [29]. The roll-out of smart meters devices
in Scandinavian households started in 2003 with constituent countries
adopting similar approaches for smart meters installation, ownership,
and storage of data. For instance, the collected data is stored in a cen-
tral hub and its stewardship is the responsibility of the distribution sys-
tem operators (DSOs) [32,33]. Evaluation of the functionalities of the
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smart meters was carried out in Sweden. The regulatory authority for
energy markets decided that improvements are required to meet some
minimal functions (like modifying the customer interface) to make the
consumers more active in energy-saving and manage the consumers’ en-
ergy behaviour as it is intended for [33]. Furthermore, issues related to
data security should be resolved. Interestingly, privacy protection was
not considered amongst the essential requirements, according to Huang
[33].

Early on in the ENSYSTRA project, we conducted a literature syn-
thesis with an interdisciplinary perspective [34] and observed a lack of
socio-technical and ethics research on the topic of big data in the en-
ergy sector. Thus, we decided to approach the review by collecting and
processing the dataset as a body of social-technical information to learn
what detailed information such processes reveal [35]. Hence, the work
that is presented here presents a focused and systematic state-of-the-
art review. Our attention on trust and surveillance capitalism required
tapping into different disciplinary fields to then imply where we see con-
nections. To explore possible correlations, we identified key terms used
in scientific articles and examine the main methodological instruments
that were used. We also included work that examined surveillance is-
sues for larger populations and what this implies for individuals [36].
Since we are examining research that seeks to explore people’s trust in
smart metre processing, we need to also position ourselves how we inter-
pret culture, specifically in respect to energy practices. For that purpose
we found the energy cultures framework a useful underpinning which
highlights a tripartite between material culture, practices and norms
[37]. Stephenson et al. [37 p.118] write: “A subject’s energy culture
may be partially self-determined, but is likely also to be shaped by ex-
ternal influences that are beyond their direct control.” With this in mind,
we are aware that people’s trust in adopting smart metre technology and
data processing may be shaped by a number of factors including also
migratory factors or people’s socio-economic situations. We made a de-
cision not to dive into norms or practice-orientated topics that explore,
in particular, how individuals enact things day-to-day, but rather ex-
plore the research that examines material cultures, since this dimension
is heavily interwoven with norms and practices and examines people’s
choices in materials that are driven by implicit meanings [37,38]. Since
systematic literature reviews are also very resource intensive activities
we made a decision to adopt this focus. However, we are aware that
those factors, as well as external aspects (particular circumstances such
as migration), also shape people’s perception of who to trust.

In the following section, we will explain the process of analysis of
relevant literature to answer the research questions above.

2. Methodology for the systematic literature review

We intend to make this review replicable and traceable since we
want to go beyond a narrative presentation of our findings from the
literature [39]. For this reason, we started with a systematic literature
review (SLR) approach [40] followed by a reflexive thematic analysis
[41,42]. In the SLR, our focus is on the journal output, and the meth-
ods researchers’ have used. Once articles of relevance were identified,
their findings were summarised based on defined criteria (Table 2). We
also followed the guidelines of Keele [43] for the planning, conducting,
and reporting in a literature review. However, the stages were slightly
adapted for our study, as shown in Fig. 1.

We used the Scopus database because it represents a complete source
of quality research. Since we aimed to provide a broad cross-disciplinary
review and in-depth synthesis from relevant areas of social sciences, life
sciences, physical sciences, and health sciences, we did not restrict our
analysis to article types, also including book chapters and peer-reviewed
articles presented at conferences. However, some sources like reports or
government documents were excluded. Once bibliographical resources
were identified, we needed to make sense of this knowledge corpus and
thematically organise the findings. By utilising reflexive thematic anal-
ysis [44], we were able to identify patterns which defined key themes
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represented by the selected clusters of articles. Since the keyword selec-
tion for the database search was a significant step, we present how we
identified keywords next.

2.1. Identification of keywords and review process

As a first step, we identified key search terms. We started with the
words “Surveillance” AND “Capitalism” AND “Energy” AND “Sector”
as well as “Surveillance” AND “Capitalism” AND “Trust”. However,
this search generated very few results, we found no articles with the
combination of surveillance capitalism and the energy sector, and the
keywords surveillance capitalism and trust produced only five articles.
However, this initial investigation confirmed our suspicion for the need
for a more refined search.

We continued our search with keywords based on Zuboff[14]’s arti-
cle, where the term surveillance capitalism was coined. To our knowl-
edge, Zuboff [14] was the first to associate the theme of a surveillance
practice with the issue concerning big data. Although surveillance capi-
talism can have a normative description, it is an object-phenomena prac-
tice in contemporary computing [45]. Surveillance capitalism demands
investigation of the entanglements of laws and regulations that ought
to guarantee users’ rights of privacy while identifying the benefits of
big data processing for the energy sector that guide this development.
The search strings were created using the Boolean AND, according to
the keywords described in Table 1. The table shows the terms used in
the search, as well as the number of articles found. First, we traced the
connections that surveillance capitalism and big data have with energy
technologies in the context of smart systems and the smart metering ap-
paratus. Second, we reviewed what the literature says about data ethics
and how this can challenge the level of trust that societies have in insti-
tutions when surveillance capitalism is carried out by these institutions.
Our methodology for the paper selection is summarised in Table 2. The
first search was conducted on November of 2019. However, we updated
the dataset with a new search on August 2020.

In the following section, we present the qualitative analysis of the
articles, along with their central claims and the methods used to make
such claims.

3. Results

Our analysis resulted in the identification of five topics: surveillance
capitalism, trust culture in Scandinavia, trust in big data, big data in the
energy sector, and data ethics in the energy sector. The themes, numbers
of articles for each topic, as well as the authors and respective methods
they used, can be seen in Tables 3-7 of the Appendix.

3.1. Surveillance capitalism

Topic one was “surveillance capitalism” (Table 3 of the Appendix)
and has seven themes: control, privacy, cultural impact, business mod-
els, market sectors, smart technologies, and general data protection reg-
ulation (GDPR).

We followed Zuboff’s [14] definition of surveillance capitalism as
emergent architecture for data processing and analysis that creates new
markets with the logic of monetising and controlling behaviour, where
“hyper-scale assemblages of subjective and objective data about indi-
viduals and their habits” allow to monitor or modify peoples’ behaviour
[4 p.85]. Here, control naturally appears as a theme, and we observed
that authors connect the architecture [14,36] behind surveillance cap-
italism and the mechanisms used for data processing to describe it as
a form of control: personal, bureaucratic and social [46]. Exerted by
monopoly organisations [47] in which the government plays the role of
creating the surveillance infrastructure [48]. This has implications for
individuals [49], society [47,50], business models [48,51,52] and poli-
cies [51,53], e.g. how the deliberate control through data processing
architectures influences people’s behaviour, thus reducing individual’s
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Fig. 1. Adopted methodology for systematic review, adapted
from Keele [43].

Selecting Studies
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Table 1
Specifications of the search terms used in Scopus updated on 05.08.2020.

Total of articles Period of the Remaining articles (after
Keywords strived in the Scopus database found articles steps 2 and 3, Table 2) Analysed articles
“Surveillance Capitalism” 80 2014 - 2020 39 30
Scandinavia®* AND Culture AND Trust / 28/269 1998 - 2020 6/21 26
Scandinavia®* AND Trust
“Big Data” AND “Trust” 1.053 2011 - 2020 161 42
“Big Data” AND “Smart Meters” 293 2012 - 2020 37 26
Data AND Ethics AND Energy AND Sector 12 2011 - 2020 4 4
Total 128
Table 2

Criteria of inclusion and exclusion of the bibliographic resources.

Criteria Details

Languages considered
Collected information
Article selection

1. “Surveillance Capitalism”;

2. Scandinavia* AND Culture AND Trust;

3. “Big Data” AND “Trust” and

4. Data AND Ethics AND Energy AND Sector.

5. Big Data AND “Smart Meters”.

English, Spanish, Danish, German, Portuguese, Swedish. However, most articles were English.
Focus on the key statements, general aims and research instruments (theoretical and methodological).
Step 1, initial search terms, according to Table 1:

Step 2, was for the determination of the suitability of article focus (reading of title, abstract, results). Articles with an unrelated

focus to our research question were excluded.

Step 3, the selected articles were examined using the following questions:

1. Is the article exploring the origins, consequences or characteristics of the corresponding area?
2. Is one of our key areas a focus central to the paper?

3. Does the aim of the study allude to insights for our study?

Step 4, assessment of reliability and validity of the studies:

1. Do the studies follow a rigorous and scientific method to reach conclusions?

2. Are the studies supported by a rigorous methodology that supports the findings?

3. Do the authors offer enough information to verify the accuracy of their study?

Thematic analysis
intention of the article.

128 articles were analysed. Articles that fitted more than one thematic code were assigned to the code that fitted the general

ability to think and make choices [49]. Significant here, is that the liter-
ature already indicates how the ideologies behind the control through
data insights impacts on societies’ practices and disregard their human
culture [54] and presents a potential threat to individual’s privacy [54—
56] (e.g. Internet of things (IoT) [54] or speech recognition systems that
are embedded in smart home appliances and can capture and process
people’s conversations [55]).

“Surveillance culture”, as discussed by Partin article [57], are also
impacting human agency in networked systems and may create data in-
justice when the production of big data results in discriminatory treat-
ment or representations of individuals or groups [54,57,58]. The “dig-
ital surveillance economy” operates with business models that place
corporate interests at the centre, threatening individuals, societies, and
policies due practices of manipulation of consumer’s behaviour, cross-
correlation of personal information in favour of target advertisers, con-
sequently accumulating wealth by the commodification of human be-

haviour [59-62]. Such market logic aimed at profit has consequences
on the health of users of social media, like depression and anxiety, and
also blurs and resignifies the notions of private information [61] and
outsmarting users (due to e.g. the power given to semi-autonomous in-
telligent personal assistants where users are unaware when their privacy
is compromised [55]).

Furthermore, Barassi analyses the structure of business models based
on market commodification and user profiling arguing that there is sys-
tematic coercion transforming citizens to “datafied citizens” as we are
induced to act in favour of other actors, giving up our data that till now
was considered private [13 p.415]. The concern with surveillance capi-
talism practices becomes pertinent when we see how these are spread-
ing across several market sectors. In this regard, several articles exam-
ine human experiences when users are positioned as objects for data-
generation (e.g. children apps [63], pregnancy apps, parenting apps,
IoToy [64], fitness appliances [65], or dating platforms [66]).
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Concerning smart technologies, a set of papers also focus on the ide-
ologies underpinning those technologies. For instance, in urban gover-
nance there is a tendency of framing urban problems as of technological
origin, turning those spaces into digitalised infrastructures and as an en-
gine for urban economies [67]. Thus, cities and people’s houses [68], are
becoming a ready platform for surveillance practices for example with
the spread of Intelligent Personal Assistants (IPA’s) and sensors being
connected to social media. An effect observed on users is the depriva-
tion of conscious agency and the increased tolerance to such practices
[69].

Further, due to the potential threats surveillance practices present
to the protection of people’s privacy and data, the General Data Protec-
tion Regulation (GDPR) came into force in Europe on the 25th of May
2018. Since then, many studies focused on understanding the mecha-
nisms, principles, social and economic implications and operations of
this regulation [70-72]. Amongst the approaches proposed in the liter-
ature for protecting people’s privacy are anonymisation, pseudonymi-
sation, right to be forgotten, and the right to withdraw collected data
and one’s participation. However, discrepancies are reported on how
these regulations ought to work and how are they applied in practice.
For example, an app in the healthcare sector may include an opt-out
possibility, but if it is too complicated for users to unsubscribe from or
uninstall, it remains a case of infringement on people’s rights of privacy
protection [72].

3.2. Trust in Scandinavian cultures

In our search on the Scandinavian culture of trust, the keywords
“Scandinavian Trust” and “Scandinavian Culture of Trust” resulted in
the identification of seven themes: Economic development; control; in-
stitutional trust; interpersonal trust (social trust); ethics; social and envi-
ronmental responsibility; and digital trust. The papers under each theme
and the methodology they applied is described in Table 4 of the Ap-
pendix.

Scandinavia is known for having a high level of trust between citi-
zens and in the institutions. The origins of this cultural trace appear to
be historical ancestry roots, mostly due to the way long-distance trade
was made in the Viking age [73]. At that time, trade between strangers
was guided by informal oral agreement. Thus it required trust to deal
with risks of potential frauds and due to the absence of written docu-
ments [73]. Nowadays, this Scandinavian culture of trust still has an
effect on socio-economic success, since, for business developed innova-
tions, it is key to have a cooperative relationship between e.g. customer
and service companies [74]. However, the relation of trust with control
has been the subject of intense debate. Notably, the decline in political
trust in Norway [75] has been connected with the abundance of natural
resources (oil wealth). Distrust arises about who has control and how
Norway’s wealth of resources is distributed, leading to a divergence of
interests between voters and politicians [75]. Lueg [76] investigated the
effects of control when alliances are being formed in the financial ser-
vices industry, concluding that control can have ambivalent meaning
for the parties involved and can be a threat to the goodwill of trust be-
tween those involved, harming mutual trust, delaying, or impeding the
negotiations to form alliances.

Many studies in our dataset explored the nature of trust as a core
value of Scandinavian institutions, focusing on understanding the princi-
ples followed by public institutions [77,78]. Trust is a well-known char-
acteristic of the functioning of science and innovation research projects
[79] and for increasing civic participation in democratic governments
[80,81]. It plays a role in the engaging of individuals to cooperate in
group activities (conceptually known as “social capital”). For instance,
in the building of relationships between governments and voluntary
organisations [81,82] and in the pursuit to increase transparency and
helping to avoid corruption [83]. Societies with institutions that can be
trusted are reported to have more community resilience [82] and have
an increased ability to finding solutions during recovery from economic
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crisis (e.g. by helping build citizens’ resilience, creating new educational
or training programs [84]).

Scandinavian social trust is also characterised through interpersonal
trust. Comparisons amongst 29 European countries show that Scandina-
vian countries have the highest individual levels of social trust and that
those societies share similar values [28,85]. Those shared values are re-
lated to the high level of social capital and correlated with low levels
of corruption, economic equality, and non-discriminatory systems [81],
boosting a cooperative behaviour on people [28]. Sjoberg [86] studied
the role social trust plays in Sweden in the prevention of risk situa-
tions e.g. in the context of nuclear fuels. The authors conclude that in
this case, social trust is less important than epistemic trust (the trust
in science and technology per se). This highlights that different types
of interpersonal trust exist in Scandinavian countries that lead to dif-
ferent behaviour [87]. For example, Gulbrandsen [88] argues that the
e.g. Nordic elites and top leaders have more trust in institutions and in
the system than their citizens. Mostly because elites of a society tend
do drive how such institutions work (e.g. they are involved in large net-
works of influences) thus, they have more knowledge about such deci-
sions than the general public and are able to discern when it is possible
to trust or not in a specific system [88]. Besides, in Scandinavia there is
a tendency to trust in institutions (private or public) because, business
representatives from e.g. Denmark have their ethical values grounded
in trust, transparency, and integrity [89].

This can also be in favour of incorporation of sustainability prac-
tices and corporate social responsibility, since there is a relation of trust
with participation and environmental responsibility [90]. The connec-
tion between trust and Scandinavian corporate social responsibility is
argued to be based on a trust relationship with e.g. the supply chain
from foreign countries, resulting in a corporate advantage for businesses
[91]. Countries immersed in a trust culture have more local participa-
tion in nature conservation projects [90] and awareness regarding en-
ergy policies (i.e. environmental attitudes, self-reported electricity sav-
ing behaviour [92]). One example that reflects the positive influences
of trust is the case of local support for nuclear waste disposal in Sweden
[93,94]. They reached a level of consensus on acceptability, mostly due
to how the risk of disposing of nuclear waste is perceived associated
with a high level of trust between society and government. Reciprocal
trust was enhanced through public participation in intense discussions
(at political, media and the public) as well as open public consultations
to strengthening resilient democratic institutions that reach a high level
of consensus [93,94].

Related to digital technologies, high levels of social and institutional
trust present in Scandinavia tends to be a cooperative advantage since
citizens accept the sharing of data deposited at biobanks and also show
acceptance of digital services. Lack of trust, in this case, has been pointed
out as a barrier for consumers’ acceptance of e-commerce and internet
banking practices [95]. In Scandinavian countries for example, citizens
are generally supportive of sharing their health data on large databases
(see, for instance, Andreassen’s study in psychiatry [96]). The openness
of the population is mostly due to the trust in the institutions that handle
patients’ data, and this is beneficial for the development of e.g. biomed-
ical research. However, ethical standards should exist to guarantee dig-
ital data management of sensitive information like people’s health data.
Furthermore, citizens’ perception of how trustworthy an institution is
when handling their data is determinant of whether the institution suc-
ceeds [97].

3.3. Big data and trust

Under the search term “big data AND trust” we identified seven
themes: datafication, dataveillance and surveillance; privacy and se-
curity; philosophy, ideologies and ethics; people’s behaviour; gover-
nance; General Data Protection Regulation; smart technologies. The
main themes, number of articles for each theme, as well as the author
and respective methods used, can be found in Table 5 of the Appendix.
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In some populations like that of Sweden, concerns are rising due to
the risk of datafication, dataveillance, and surveillance [98]. According
to Van Dijck [99], dataveillance is the continuous monitoring of meta-
data for an unstated present purpose. This is in contrast with surveil-
lance, where monitoring is done for a specific purpose. Most of the
Swedish population are reported to having a negative attitude towards
corporations collecting their data, but paradoxically users’ remain per-
missive towards such practices [98]. For instance, users keep sharing
data without making a great effort to protect their privacy. This is par-
tially reinforced by the perception that surveillance on the internet is
a prerequisite for accessing the benefits from the service provides [98].
Overall, the concern is indicating the erosion of the social foundation of
trust, after an observed decrease in trust towards all public institutions
who collect data, even when it is done for research purposes [99]. Sev-
eral solutions to protect from privacy violations are under development
with an emphasis on the need for incorporating “privacy by design”
when developing big data applications [100]. Although surveillance as-
sociated with big data may have partial benefits, like the capability of
preventing the spreading of diseases, ambivalences exist about the im-
plications of sharing the required personal information [101]. Hence,
citizens are often suspicious about governments controlling their health
data, leading to changes in attitude towards data collection technolo-
gies [101]. In this manner, nontechnological trust-centric approaches
like transparency, control, open dialogue and ethical frameworks could
build public trust and help to reach a critical consensus that takes into
account the context in which data is collected [102]. Furthermore, there
are security and privacy challenges dependant on the underlying big
data infrastructures for data collection and analytics that require im-
provements in the traditional technology approaches, in terms of effi-
cient encryption and decryption algorithms, privacy preservation mech-
anisms, reliability [103], and of the 5V’s characteristics of big data
(value, variety, volume, velocity and veracity) [104]. The privacy prob-
lem rely on the amount of personal information can be known by others
[102].

When it comes to the ethics of big data-related activities, the litera-
ture acknowledges epistemological and ontological challenges, as well
as those regarding the transparency, reproducibility, and reliability of
the data. These concerns lead to actions like the creation of The Council
for Big data, Ethics and Society in the US to help maintaining public
trust on social data management [105] (for an example of generation of
official statistics in UK see [106]). Fundamentally, ethical questions for
social scientists involve power relations that, when relying on data, can
favour or exclude groups or the data used to inform policy-decision mak-
ing can lead to misleading choices [107] or lead to partially informed
decisions due to the big data automation techniques [108]. Overall, the
literature suggests that decisions that are driven by big data should be
combined with qualitative methods (e.g. storytelling), to include hu-
mans’ perceptions of reality [108]. An inclusion of translational data
science should support explaining the results to avoid that people trust
black boxes that data science can represent to them [109]. There is a
consensus about the need for maintaining public trust over decisions
made based on big data. In this regards, it is argued that there is a po-
tential that big data impacts people’s freedom to make life decisions
[110]. However, opposing views argue that the purpose in which algo-
rithms are created is for e.g. companies own interest, thus having a very
specific focus. On the other hand, decisions humans face are so unique
in each life situation that users are unlikely to be able to rely completely
on automation technologies to make personal decisions. Clarification is
needed of what trust means in relation to decision-making relying upon
big data, and the complex relationship between consent, trust, and jus-
tice (e.g. see bioethics research) [111].

Articles exploring people’s behaviour towards trusting big data,
mostly focus on the agency of algorithms, the perceptions of different
groups, and how consumers and users of digital technologies are adapt-
ing to it. How well organisations integrate big data into their processes
is influenced by the perception and attitudes towards big data by corpo-
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rate managers [112]. Strategies can be adopted to stimulate organisa-
tions trusting in data, like monitoring the insights that support decision-
making, understanding the limitations of big data analytics, and the eth-
ical and social issues of relying on big data for decision-making [112].
A trust crisis in big data technologies have already been identified e.g.
in China that lead to providing false personal information or a refusal to
share data [113]. Privacy boundary management [114] tools support at
an individual level [115], the factors influencing under which circum-
stances people voluntarily provide data. Influencing factors may include
gender, educational background, age, perceived benefit by the public,
and the purpose in which data is being collected [113,116]. Besides,
users’ knowledge about ubiquity technologies, the business strategies
using big data technologies [117], and a sense of security and privacy
are factors influencing consumers’ willingness to leave their digital foot-
print [114]. Likewise, factors identified that tied trust relationships be-
tween users’ organisations and data technologies are associated with
the company’s business strategy [117], the control users have over data
provided (e.g. social media platform), and the perceived risk and trust
consumers have in the services [114].

Some authors focus on how data is driving changes in governance,
highlights are being given on big data as evidence for decision-making,
and as a form of governance itself. The articles analysed focus on the
trustworthiness and quality of datasets being used to inform policy de-
cisions [118], to the automation of urban spaces [119], and the need
for strategies that build trust while also guaranteing citizens’ privacy
and data quality [118]. To Rieder [119], additional insights can emerge
from examining social, political, technological, and epistemic roots as
big data is starting to be seen more than a black box and data validity is
worthy of contestation [119]. In this regard, appropriate management
of big data should be carried out in order to guarantee compliance with
the laws and regulations towards citizens’ privacy-protection, when us-
ing the internet-of-things by collecting citizens’ data through the sensors
in the urban environment [118] and in e-governance, for instance [120].
Accountability of performed actions with data collected and users’ par-
ticipation to validate proposed solutions in governance can guarantee
citizens’ trust in public services [120], enhancing cooperation, and in-
creasing trust between citizens and organisations about the purpose of
data collection. Intentions for data collection vary, the private sector’s
expert focus on perceived benefits, while the public sector’s experts con-
sidered trust, investment, perceived costs, and relationships as the most
important factors in shaping the information-sharing arrangement be-
tween public and private [121].

Articles that focus on GDPR analyse and compare European coun-
tries’ adaptations to the new regulations. Variations rely on the role
played by governments, civil rights organisations, and authorities for
data protection. Concepts like privacy impact assessment, privacy by de-
sign are emerging in some countries where the debate about data protec-
tion are more intense [122]. The literature also shows the development
of tools like the personal data management systems (PDMS) [123] and
Data Track to enforce compliance of the GDPR rules and increase the
data transparency, respectively [124], and to manage marketing activi-
ties in virtual private shopping assistants (VPAs) [125].

Big data applications strongly rely on the development of smart tech-
nologies. Furthermore, transformations of society generated by smart
technologies will change how official statistics are generated, bringing
up practical and political questions [126]. For instance, how do we deal
with anonymity and consent required for data collection according to
the GDPR regulation, and how do we include citizens as they become
co-producers of statistical data [126]. Hence, articles concerned with re-
specting individuals’ privacy meanwhile implementing and developing
“smart cities” look at the design of tools for data collection [127] and
technologies like cognitive sensors that have been implemented in cities
in Northern Europe [128].

Such practices should allow for privacy, security, transparency, and
maintaining citizens’ trust in data usage technologies while provid-
ing the benefits and functionalities offered through big data use. One
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method proposed in the literature involving citizens in decision-making
is through the use of dashboards; giving an account of the data being
collected and allowing the development of both smart cities and smart
users. Amongst the challenges of dashboards is proper design in order
to avoid misinterpretation or lack understanding of the data [129]. Fur-
thermore, urban environments are susceptible to data-driven nudges,
meaning that data collected can be used for profiling purposes [130].
Thus, ethical and legal considerations should assist the implementation
of practices linked to the smart cities concept to avoid interfering with
the trust that citizens have in institutions or in the government [130].

Trust is one of the top issues for the usage and development of appli-
cations of smart technologies, and some interesting cases on new appli-
cations concerned voice command devices [131], smart farming [132],
and water networks [133], which all have their raft of privacy issues.
Trust is fundamental at a housing level due to the range of detailed
personal information smart devices can access. For instance, voice com-
mand devices (VCD), such as Amazon echo, can access a range of de-
tailed personal information through schedulers recognising user meet-
ing’s details like who the participants are, the time and location, as well
as individuals sleeping and physical activity patterns [131]. Interest-
ingly though, some findings show how individuals adopt practices that
ensure increased privacy protection e.g. by creating new accounts to use
the VCD instead of linking those with the details of existing accounts
[131]. While control over private information is seen as a societal prob-
lem, finding solutions is argued to go beyond the individual level [98].

The smart farming sector’s development requires relationships of
trust amongst the stakeholders for aligning opportunities, enhancing co-
operation between partners, and the automation process [132]. As an
early-stage sector development, it was recommended to focus on build-
ing the capability of growers and farm businesses to deal with data
technologies. Thus, farmers can be data consumers and co-creators of
data [132]. Furthermore, smart technologies have the potential for wa-
ter management. For instance, smart metering infrastructure coupled in
the water infrastructure plays a role in improving metre reading accu-
racy, the knowledge about peak demand and is seen as a social benefit
because it improves the customer’s engagement helping to build trust
relationships [133].

Smart environments with the development of IoT have a consider-
able challenge of maintaining users’ trust, about data gathering tech-
nologies, ubiquitous computing, and artificial intelligence development.
All articles recognise IoT’s security challenges, smart environments,
smart cities, and blockchain technologies [134]. Some articles focus on
developing technological solutions to certain issues, like the abuse of
privacy and the unauthorised access of information, that are amongst
the risks identified with the internet-of-things and smart environments
[135]. Solutions context-wise try to ensure the privacy in smart environ-
ments and IoT, for instance, when sharing patients data with the same
disease approaches like anonymisation techniques with random sam-
pling approaches exist however, limitations like the loss of details are
present and do not guarantee safety when sharing user’s data [136]. Fur-
thermore, attempts are being made to guarantee secure energy demand-
side management through IoT management [137].

Clearly, the collection of data is changing the way humans inter-
act with their environment. And further developments of IoT applied in
smart grids can influence even more due to the fact that information
collected in the “physical” world needs to be confirmed with the digital
information from users. Thus in order to develop the technology, users
need to participate more actively [138]. One article specifically analyse
data from the smart meters to establishing trust levels between decen-
tralized substations by e.g. detecting abnormal behaviour on the data,
using techniques like machine learning and static methods [139].

3.4. Big data in the energy sector

Topic three was “Big Data” AND “Smart Meters”. Under this topic, we
identified five sub-categories: energy data analytics, data-based applica-
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tions, market research, security, and privacy. The main themes, number
of articles for each theme, and the author and respective methodology
used can be found in Table 6 of the Appendix.

Analytics on smart metre data promises efficiency improvements
across the electricity grids by dealing with the challenge of integrat-
ing renewables resources into the power grid, that require balancing
supply and demand loads, which bring technical challenges like relia-
bility, economic and flexibility (REF) [140]. Data analytics techniques
in development are for load analysis, forecast, and management of en-
ergy systems and for providing personalised consumer services [140].
The raw data required for the analysis was derived from the demand
sides, generally consisting of private information, collected from smart
meters and appliances [141]. Thus, one of the core discussions of data
analytics on smart metre data is privacy issues due to inference of socio-
demographic information from users. Ethics questions related to user’s
privacy and data security remain, and are not fully understood. Some
questions are for instance, “who owns the smart metre data?, and how
much can private information be mined from these data?” [135 p.291].

The advancement of techniques for data collection and processing
is mostly occurring due to a lack of regulation on the power indus-
try [142], disregarding the “highly secret” characteristic of the infor-
mation collected from consumers [143]. That, is of two types: energy
consumption and abnormal events on the grid [143], collected with a
time-precision of every 5 to 15 min [144]. Data analytics techniques in
development are using synthetic residential loads to prevent customers’
privacy leakage [145]. For example, synthetic data from electricity from
buildings can be generated (based on factors like type and building qual-
ity, occupation type [145]). However, such datasets will need to be val-
idated with real data from buildings [145] that make it unlikely that
users’ privacy will be protected. Furthermore, data analytics on residen-
tial electricity consumption normalise technics for population segmen-
tation, and the “end purpose of smart metre data is to generate insights
into societal trends and behaviour” [141 p.11]. This is done by using
statistical machine learning frameworks (Gaussian mixture models) to
cluster energy profiles (in the form of time-series). However, they claim
that their approach enables targeting and prediction of energy consump-
tion while keeping the anonymity of individual profiles for the customer
[146]. Other studies focus on energy management by allowing utilities
and consumers to process and validate real-time energy consumption
acquired from smart houses by methods of unified fog computing archi-
tecture [147].

The mechanism of data analytics itself couple socio-demographics,
socio-economic, dwelling characteristics, and occupant energy con-
sumption behaviour to consumer segmentation improves prediction and
analysis of the grid (such as peak load prediction, tariff plans and theft
detection) improve demand response and energy savings [148]. Also,
for identification of anomalous energy consumption, by clustering smart
meters’ data and looking for deviations in statistical measures [149].
However, the success of increasing energy efficiency depends highly on
the customer’s willingness to adjust their behaviour. The problem relies
on the fact that individuals private information is in possession of other
parties. The benefits of having energy data available are for research
that can inform policy-makers, improve products and services, accel-
erate the development of demand-side technologies, and for the cre-
ation of energy policies that shape consumers’ attitudes and behaviours
[150]. Furthermore, data can also be used to detect anomalous energy
consumption like faults, losses, or energy theft [150].

Similarly, techniques use segmentation analysis of consumers and
clustering of smart buildings’ data for spacio-temporal energy profiling
and prediction, categorising the consumers’ electricity and water usage
into different levels [151, 152]. Furthermore, advancements in data col-
lection and analyses also enable novel forensic techniques, where evi-
dence can be recovered from smart home appliances and server files
(e.g. see the framework for forensic acquisition and analysis from smart
home automation systems (HAS) developed). This is one example of a
dual-use problem [153] of having householders data collection.
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Market research papers deal with business models’ characteristics
behind smart metre appliances, customers, and stakeholder decision-
making processes. The groups benefited by smart meters deployment
identified are the energy distributor, the consumers, and the retailer
(energy supplier). The energy distributor can benefit from having ac-
curate consumption data, helping to e.g. detect faults or energy theft.
For the consumers the benefits are on the increasing the awareness of
energy consumption at e.g. appliance levels. Moreover, the retailers ben-
efit from “understand and profile customers for target services for better
loyalty” [149 p.428]. For the functionality of this market, all stakehold-
ers should collaborate. However, trust in the utility companies and the
need for privacy and security improvements were reported as a soci-
etal barrier for smart home appliances to penetrate Germany’s market-
place. Furthermore, smart meters do no guarantee energy savings by the
current legal-framework [155]. Even so, authors propose a credit-based
system to motivate customers to share private information for industrial
and economic purposes [156].

The security challenge is also tackled in the literature reviewed.
Databases can suffer attacks, manipulation, and falsification of data.
They are representing a pressing security issue for energy systems and
data analytics. Technics in development for security defence in power
grids exist, like the use of deep belief network for detecting false data
injection [157] and for analysis of non-technical losses e.g. detection of
energy theft [158]. They do so by comparing consumption data from
the smart meters to identify discrepancies (through multiple linear re-
gression) [158]. Such research is relevant and directly applicable to
the IT and IoT infrastructures underlying smart grids. Furthermore, re-
search on cryptography applied to energy systems aims to protect sensi-
tive information towards unauthorised attacks by designing encryption
schemes that protect, store, and transfer user information [159].

The monitoring of electricity consumption carries the risk of re-
vealing personal information. Although real-time electricity consump-
tion data may be collected for energy management, the consumers’
routine can be inferred from postprocessing such data. Thus, privacy
preservation techniques are required. Most of the articles relating to
privacy develop and evaluate computational models or frameworks for
privacy-preservation using e.g. lightweight cryptography or aggregation
of smart metering data. Methods in development to preserve users’ pri-
vacy focus on minimising the information provided by smart meters
e.g. when a battery is available to the smart home, this can protect
real power demand [160]. Similarly, purpose methods focus on using
protocols based on cryptography for data aggregation [161], for fault
tolerance [162] and do deal with the existence of untrusted aggregator
[163]. Desired information about power consumption time series can
be set secret (hidden) while preserving the utility of data [164]. Despite
a general focus on technological challenges of big data on smart grids,
a consensus exists about the challenges of how data analytics on smart
meters data “enable involuntary and systematic insight into the daily
patterns of the private life of individuals” [165].

3.5. Data ethics in the energy sector

Research on data ethics in the energy sector is scarce, even with
the rise of ethical challenges brought by the spread of IoT and smart
appliances. The details of the articles selected can be found on Table 7 of
the Appendix.

Open investigations related to IoT rely on ethical aspects of security,
privacy, and trust [166]. The ethics concerning big data analytics see
the consequence of a hyper-networked society a power imbalance by
societal actors, having a gradual decrease in individuals moral agency,
and a strengthening of corporate agency [167]. Those concerns extend
to the energy sector, Le Ray [32] argues that ethics should be on the
basis for the development of smart grids, for reasons like the mandatory
roll-out of smart meters appliances. Such mandatory regulation does not
consider users views and power to decide over their private information.
Lack of ethical guidance can generate low trust towards that technology
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and the institutions handlying the smart meters, thus challenging users’
further possibilities to get involved with the technology that could result
in energy-saving behaviour [32]. For instance, applying the Declaration
of Human Rights (the individual’s right to privacy [32]) should imply
that people’s home environment should not suffer outside interferences.
This extends to all the smart city environments, where the list of indi-
viduals’ privacy branches goes from surveillance (watching or recording
users information), intrusion (invasive acts like notifications), to black-
mail (disclosing users information) [168].

Furthermore, citizens’ sharing private data with institutions and
companies raise questions on data control, and who controls it. Users
should have the right to decide who will have access to their data [32].
Customers controlling their data of the smart meters or being considered
stakeholders in the energy sector could increase user awareness about
efficient energy practices. However, amongst the problems of this nar-
rative is that the smart meter’s interfaces can be hard to comprehend
for non-experts [32]. We need to advance the ethical regulations as fast
as data analytics technology development, at least.

4. Discussion

In this section, we look back at the aims of the study and discuss
how our findings help in addressing them. The main aim of this study
is: to identify what the literature reports about surveillance capitalism
practices and to correlate that with the discussions to do with trust in
big data analysis, energy systems such as smart meters and high trust
Scandinavian societies.

We can say that the monitoring of people’s behaviour and the trans-
gression of their privacy rights is identified as a threat to trustworthy
cultures because their democratic processes and practices, central to
their continuous development and welfare, are challenged by the misuse
of data for inference and modification of users’ behaviour and prefer-
ences, driven by corporate or governmental interests. Furthermore, the
reported culture of trust in Scandinavia seems to guarantee companies
the people’s tolerance to the collection and processing of their data but
may undermine users’ conscious agency when it comes to the uses of
their data. In this way, it is necessary to keep in mind that the current
technological development that enabled and facilitated surveillance cap-
italism practices is developing faster than the legislations to regulate
them. This means that people’s activities inside their households are
likely objects for increased data generation, analysis, and subsequent
profit-making.

It requires a high level of trust from users to knowingly allow private
companies or public government institutions to collect and analyse their
data. In this article, we analysed and discussed how much trust the pub-
lic could invest in energy companies that harvest and process people’s
data, given that we do not know yet where the rapid advancements of
data processing technologies may lead [10 p. 509].

We were able to find an increased interest in developing smart tech-
nologies and techniques that collect and analyse detailed data about
people’s practices and smart platforms were identified to provide suit-
able profiling information. However, many papers are raising concerns
about privacy issues, and most of them focus on developing protocols to
protect users’ privacy and data security. At this stage, it is not possible
to discern from the existing literature whether the companies that are
installing, maintaining, or supporting smart devices and have control of
users’ data, are selling such data to third parties, or using such data to
generate products or services. We found no specific literature that ex-
amined the nature of consent people sign when they get connected to
smart metre devices in Scandinavia. This could provide insights into the
clauses in such agreements that protect people’s privacy.

Access to primary domestic information through e.g. smart meters
allows, from a technical point of view, not only the possibility to man-
age energy use (e.g. to decrease energy peak demand) but also to make
inferences of users’ patterns of behaviour. Although peak shaving and
peak shifting can be beneficial for the grid and customers, if data pro-
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cessing practices are kept opaque for the customer, there is an increased
likelihood that trust will be undermined out of fear of possible manipu-
lation.

Furthermore, as shown by the articles reviewed that focus on data
analytics techniques, third parties can use energy data and metadata to
infer sensible and personal information whose value and danger may
not be evident at present. This is a reason for concern because data
collection is ubiquitous through advanced metering infrastructures and
smart devices. Thus, data gathering technologies already invaded peo-
ple’s homes [55,68,131]. Surprisingly though, this is changing peoples’
perception of what is private and their understanding of what consti-
tutes their personal boundaries giving rise to security vulnerabilities.
Scandinavian trust-based societies’ progress is strongly driven by the
implementation of innovations, some of which rely on big data. How-
ever, the moral values, public discussions, and collaborative tendency
of individuals and institutions create an awareness of the vulnerabilities
of dealing with networked digital devices. Hence, trust is balanced by
rational distrust.

By analysing the methodological instruments used by the articles we
identified a pattern where articles on the section “big data and trust”
mostly use computational and modelling methods to deal with techni-
calities. In other side, e.g. Scandinavia trust use surveys and focus on
people understanding of trust, correlation with behavioural character-
istics.

Amongst our key findings, we encountered a growing trend in the
development of privacy-preserving tools to protect the user’s data, con-
sequently increasing the trust in big data, and further developing smart
systems technologies such as wearables and home appliances and collec-
tion for smart metre data. In Scandinavian countries, such innovations
can potentially spread quickly because the trust relationships favour co-
operation between citizens and the state, governments and public insti-
tutions, and public and private companies. This can favour the decar-
bonisation of the energy sector, but trust amongst those societies can
decrease if, e.g. the purpose of smart metre data collection is not clar-
ified to the citizens, since there is an apprehensiveness towards data-
gathering technologies. It follows that surveillance capitalism indirectly
challenges the cultural norms bringing new configurations to individu-
als, institutions, and relationships.

While privacy protection is a big challenge, due to the computational
cost of handling and maintaining data quality while preserving users’
anonymity, customers will need to have more control over who gets
access and clarity about the purpose of the data collection. However,
research focuses mostly on improving how we are processing data more
effectively and not so much whether what is being processed could be
harmful to people. The collection of personal behavioural information
may path the way for energy data collection that potentially allows com-
panies to regulate people’s behaviour. Most of the research we identified
on smart meters and big data focus on data collection and analysis but
lesser on the consequences this may have for people’s lives.

5. Conclusion and future work

In this article, we have proposed to carefully examine what the lit-
erature reports about surveillance capitalism practices, and how this
shapes people’s vulnerabilities and increases the need to trust those who
are in power of processing data. We contextualised this by focusing on
the energy sector and within this sector on smart meters. We examined
questions of trust in the context of Scandinavian societies since they are
reported to be high trust societies.

We chose this focus because it seemed particularly suitable for a sys-
tematic analysis of the literature, and we were not disappointed by what
we were able to identify. Our analysis has allowed us to thematically
group some well-known reports of (energy user) data processing and its
effect on people’s trust, but has also offered some interesting and un-
expected observations (e.g. the vulnerability of technical solutions to
protect people’s privacy).

Energy and Al 5 (2021) 100079

In the context of Scandinavian countries, the distribution system
operators (DSOs) control users’ data collection through smart meters.
While data analytics of smart metre data is at an early stage of devel-
opment, the main focus is often on optimisation strategies of the tech-
nology. We learned that Scandinavian citizens trust the intentions of the
core institutions who collect data, but they are vigilant on actions taken.
This indicates an existence of rational trust that allows innovation and
development of innovative projects but also rational distrust that works
as a form of control by citizens towards institutions who could profit
from analytics of citizens data. Trust is showing to be fundamental to
enhance cooperation between energy providers, distributors, and cus-
tomers and thus comply with the aim of digitalisation of the energy
sector by decreasing energy consumption.

In our literature review, we found no specific studies directly link-
ing practices of surveillance capitalism in Scandinavia with energy data
processing practices. However, we found evidence supporting a corre-
lation between the Scandinavian culture of trust and ethical values like
transparency, and social and environmental responsibility. The Scandi-
navian culture of trust is influenced by citizens sharing similar values,
thus it can be argued that political decisions must reflect citizens in-
terests to preserve this cultural characteristic. Controversies caused by
distinct interests can harm mutual trust between citizens and institu-
tions. For instance, if citizens feel they lost control over their private
information or that data is used for a purpose that has not stated in
the consent signed e.g. though smart meters, a position of rational dis-
trust can be adopted. We conclude that the ongoing implementation
of privacy-disrupting technologies in private homes, like smart meters,
could endanger trust [32]. Given, the pivotal role of trust in Scandi-
navian’s whole political and social infrastructures, it seems that there
is a need for an ethical framework that can be applied and allows for
more transparency and disclosure of data handling processes in the user
contracts in the energy sector.

The literature review showed that data analytics algorithms can be
used to infer people’s behaviour, potentially revealing citizens’ private
information that is usually considered only accessible in the household.
Eventually, organisations (or individuals on them) may develop inter-
ests in such data, and big-data technologies could provide them with
the ability to get hold of privileged information and use it to make deci-
sions over the smart energy systems. Without the extra inference power,
such decisions would belong to or be influenced by individuals or other
institutions. Therefore, besides possible violations of the human right
of privacy preservation, without regulatory frameworks, there is a clear
risk of expropriating the personal, bureaucratic or social agencies.

An accompanying problem is the increased tolerance for surveillance
practices since the implementation of digital surveillance economies
started. Framing societal problems as of technological nature put cor-
porate interests at the centre and citizens are transformed in objects
of datafication. Furthermore, companies and institutions may disregard
the trust granted by users when data, or analysed data, is shared between
monopolies, government, or other organisations. While using systematic
review principles helped us to improve the quality of the literature re-
view, it also a resource-intensive activity. Above all our hope was that it
should help us to find a reasonable answer to our research question, but
we are aware that the review here is not an end in itself. As mentioned at
the beginning we made a decision to neglect some socio-cultural factors
(migration, socio-economic factors) however, we are aware that they
will have an impact on people’s perception on how vulnerable they feel
when data is collected from them.

We think that future studies could consider various kinds of appro-
priate ‘ethical frameworks’ to assess the case at hand. Currently, theory
on data-ethics proliferate (e.g. Zwitter 2016 [167]), however broader
frameworks that include assessments of social justice and citizens’ au-
tonomy and privacy protection could be relevant for future theory de-
velopment [169,170]. For instance, basic liberal political theory, such
as John Rawls’ influential theory of justice (1971/1999) might provide
outlines for such theory development [170]. This would include to ab-
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stain from deliberate ignorance of the consequences that are attached to
consenting to data harvesting and equally to ignoring the consequences
when data processing algorithms are profit driven. Needless to say, it
goes beyond this article’s scope to enter this issue further.
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Appendix A

Tables 3-7.

Themes and methodologies under of the topic “Surveillance capitalism”.

Theme Reference No. of papers

Methods used

Control [14]; [36]; [46-53]. 10

Privacy [54]; [55]; [56]. 3

Cultural Impact [57, 58]. 2

Business Models [59-62]. 4

Market Sectors [13]; [63-66]. 5

Smart Technologies [67-69]. 3

GDPR [70-72]. 3

30

[14] Theoretical argumentation and document analysis;
[36] Theoretical review;

[46] Discussion group, interviews and grounded theory;
[47] Conceptual framework;

[48] Case study;

[49] Theoretical review;

[50] Case study;

[51] Theoretical argumentation;

[52] Theoretical analysis;

[53] Case study, comparative analysis.

[54] Theoretical argumentation, case study;

[55] Cross-Cultural focus group;

[56] Network analysis.

[57] Case study;

[58] Theoretical argumentation,

[59] Empirical research (literature review, conceptual maps);
[60] Theoretical analysis;

[61] Theoretical analysis;

[62] Document analysis.

[13] Theoretical argumentation;

|63] Theoretical argumentation and case study;

|64] Literature review;

[65] Theoretical argumentation and case study;

|66] Theoretical argumentation and case study.

[67] Theoretical argumentation;

|68] Empirical research;

[69] Theoretical argumentation.

[70] Case study;

[71] Theoretical argumentation;

[72] Case study.
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Table 4
Themes and methodological analysis of the topic “trust culture in Scandinavia”.
Themes References No. of papers Methods used
Economic 73, 74]. 2 [73] Theoretical argumentation;
development [74] Case study and interviews.
Control [75, 76]. 2 [75] Case study, cross-country comparision and qualitative
analysis;
[76] Case study, empirical analysis.
Institutional trust [77-84]. 8 [77] Qualitative textual analysis;
[78] Empirical analysis;
[79] Case study;
[80] Empirical analysis;
[81] Theoretical argumentation;
[82] Theoretical argumentation;
[83] Interview, cross-country comparison;
[84] Theoretical argumentation, case study.
Interpersonal trust [28, 85-88]. 5 [28] Survey;
(social trust) [85] Survey;
[86] Survey;
[87] Survey;
[88] Interviews.
Ethics [89] 1 [89] Theoretical argumentation, case study.
Social and [90-94]. 5 [90] Theoretical argumentation, case study;
environmental [91] Theoretical argumentation, case study;
responsibility [92] Survey;
[93] Cross-country comparison, case study;
[94] Survey.
Digital trust [95-97]. 3 [95] Survey, cross-country comparison;
[96] Theoretical argumentation;
[97] Survey, cross-country comparison.
Total 26
Table 5
Themes analysis of the “big data” and “trust” papers reviewed.
Theme Author/ Papers No. of papers Methods
Datafication, [98-101]. 4 [98] Survey;
Dataveil- [99] Theoretic argumentation;
lance/Surveillance [100] Theretical framework, case study;
[101] Theoretical argumentation.
Privacy and [102-104]. 3 [102] Review;
security [103] Review;
[104] Review,
Ethics, philosophy [105-111]. 7 [105] Focus group;
and ideologies [106] Review;
[107] Theoretical argumentation;
[108] Theoretical Argumentation;
[109] Theoretical argumentation;
[110] Theoretical argumentation;
[111] Theoretical argumentation.
Behaviour [112-117]. 6 [112] Grounded theory, interviews, case study;
[113] Survey;
[114] Systematic literature review;
[115] Survey;
[116] Interviews;
[117] Survey.
Governance [118-121]. 4 [118] Systematic literature review, case study;

[119] Theoretical argumentation;
[120] Mathematical modelling and software implementation;
[121] Interviews.

(continued on next page)
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Table 5 (continued)
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Theme

Author/ Papers

No. of papers

Methods

GDPR

Smart Technologies

Total

[122-126].

[127-139].

5

13

42

[122] Cross-contry comparisson;

[123] Computational modelling;

[124] Tool validation;

[125] Review;

[126] Ethnography.

[127] Empirical analysis, interviews;

[128] Theoretical argumentation;

[129] Empirical analysis, tool development;

[130] Theoretical argumentation;

[131] Empirical analysis;

[132] Empirical analysis, semi-structured interviews;
[133] Survey and case study;

[134] Review, application development;

[135] Review;

[136] Mathematical modelling;

[137] Technique development, optimization;

[138] Mathematic modelling, computational modelling;
[139] Machine learning.

Table 6

Themes analysed and research methods explored under the topic “Big Data” AND “Smart Meters”.

Theme

Papers

No. of papers

Methodology

Energy data
analytics

Data-based
applications

Market research

Security

Privacy

Total

[140-147].

[148-153].

[154-156].

[157-159].

[160-165].

8

26

[140] Mix-methods (book);

[141] Empirical analysis;

[142] Review;

[143] Review;

[144] Empirical analysis;

[145] Computational modelling;

[146] Empirical analysis, computational modelling;
[147] Theoretical argumentation, computational modelling.
[148] Modelling, empirical analysis;

[150] Review, theoretical argumentation;

[149] Empirical analysis;

[151] Empirical analysis;

[152] Empirical analysis;

[153] Case study, empirical analysis.

[154] Review;

[155] Literature review and experts interview;
[156] Computational modelling.

[157] Empirical analysis, computation modelling;
[158] Computational modelling, empirical analysis;
[159] Computational modelling.

[160] Computational modelling;

[161] Computational modelling;

[162] Computational modelling;

[163] Computational modelling;

[164] Mathematical modelling;

[165] Review.

Table 7

Themes analysed and research methods explored under the topic “Data Ethics” AND “Energy Sector”.

Theme Papers No. of papers Methodology

Regulations [32,166]. 2 [32] Theoretical argumentation;
[166] Review.

Foundations [167,168]. 2 [167] Theoretical argumentation;
[168] Theoretical argumentation.

Total 4
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