
 

 

 

 

The Relationship Between Social Media Sentiment  

and Bitcoin Price Volatility 

 
September 2021 

 

 

MSc in Economics and Business Administration 

Master’s Thesis 

 

 

 

Authors: 

Klaudia Byc 

Stefania-Cornelia Ilinca 

Characters: 

153,753

 

Supervisor:      Number of Pages: 

Raghava Rao Mukkamala        100



Abstract 

This paper examines the relationship between the sentiment derived from social media and the 

cryptocurrency price movement. To achieve this objective, the study combines two natural 

language processing tools, specifically a document-level sentiment analysis and an aspect-

based leved analysis, which is complemented by topic modelling. The dataset has been 

collected from Twitter using Python and it consists of tweets related to Bitcoin from 2017 to 

2021.   

The research reveals that the aggregate daily tweets conveyed preponderently positive 

sentiments. Moreover, the correlation coefficient between sentiment polarity and prices is close 

to 0, indicating the lack of a connection between the two variables. 

The aspect-based sentiment analysis provides slightly better results than the document-level 

one, however, it is still not able to explain how does the prevailing sentiment of a topic explain 

the changes in Bitcoin price.    

There was not enough evidence to confirm a significant relationship between the sentiment 

derived from Twitter and Bitcoin price movements. Several limitations could have affected the 

accuracy of the models: lack of multimedia content processing, use of slang and sarcasm. 
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1. Introduction 
 

The birth and development of blockchain technology created many opportunities for digital 

currencies to emerge and expand. Since the invention of the blockchain technology in 2008, 

thousands of cryptocurrencies of various sizes have been created, displaying different 

characteristics and processes. The most popular cryptocurrency to date is Bitcoin, which was 

first introduced in 2009. It is also the currency with one of the most spectacular evolutions, 

both in terms of price and volume. Bitcoin started catching attention at a global level at the end 

of 2013, when its price crossed the $1,000 mark. After that, its price continued to increase 

significantly at a fast pace, reaching its highest price of over $64,000 this year. 

The price development of Bitcoin can be described as hectic, with a lot of up and down 

movements. Looking at the price evolution over the years, it can be noticed that the price has 

great fluctuations from day to day. For example, at the beginning of the year, Bitcoin price 

dropped more than 30% in one day. The high volatility exhibited by the Bitcoin price arises 

from its design, which involves a lack of a central authority and a limited supply of coins. The 

high volatility implies high risks, but at the same time it implies great opportunities for 

speculating investors.   

Over the past years, we have observed an increasing popularity of cryptocurrencies and a 

growing interest for speculating activities. Since some investors were able to make huge profits 

based on the swings in the cryptocurrency prices, more and more individuals have started 

investing in these currencies. There can now be seen an abundance of information, discussions 

and advices related to cryptocurrencies all over the internet.  

Social media platforms have also been used to share information and express opinions about 

cryptocurrencies. It appears that recently, content related to some of the well-known currencies 

has boomed, with even famous people expressing their thoughts on these. Some of the most 

popular cryptocurrencies on social media platforms such as Twitter are: Dogecoin, Ethereum 

and Bitcoin.   
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Given the high volatility exhibited by cryptocurrencies and the rise in the popularity on social 

media platforms, it would be interesting to study how does the mood of the social media 

content impact the price movements of cryptocurrencies.  

1. 1 Motivation  
The main motivation behind this study is grounded in multiple sources. First, the curiosity for 

the topic arose from personal experience and observations, where individuals use social media 

platforms to keep themselves informed and updated about cryptocurrencies. This, together with 

an increasing Bitcoin popularity and a surge in the volume of online content have provided a 

starting point for the interest in this topic. 

Moreover, a recent event from Twitter that can be correlated to a sudden change in Bitcoin 

price raised some questions that could be potentially studied. There have been several 

occasions where Elon Musk, the founder of SpaceX and Tesla Motors, posted content related 

to Bitcoin and shortly after, the Bitcoin price suddenly increased or decreased. One of the most 

recent examples is from June 2021, when Elon Musk posted that Tesla will allow Bitcoin 

payments again once the sustainability issues will be addressed. In less than 24 hours after he 

posted this tweet, the price of Bitcoin increased by more than 10%. Similar examples can be 

observed when looking at some of his other Bitcoin related tweets and the price changes 

following these posts.  

Therefore, a question can be asked about how important is the information from social media 

in explaining the sudden changes in prices of Bitcoin.  

Additionally, the paper has a starting point in behavioral finance, which supports the concept 

of market participants acting less than fully rational when dealing with situations where there is 

either high risk involved or high uncertainty. 

Observing the behavior of the cryptocurrency investors, especially their activity on social 

media and the price movements of Bitcoin, this can be associated with the concept of herding, 

since investors seem to follow the general opinion when making their investment decisions.   

Therefore, taking into consideration the above mentioned information, this paper will attempt 

to research the relationship between the sentiment derived from social media platforms and the 
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volatility of cryptocurrency prices. The objective is to expand the knowledge on how 

cryptocurrency prices are influenced by social media content. 

1.2 Research question 
Consequently, this paper seeks to provide an answer to the following research question: 

“What is the relationship between sentiment derived from social media content  

and Bitcoin price movements? “ 

The following sub-questions are formulated to provide a structure that would facilitate the 

process of answering the main research question: 

1.3 Sub-questions 
 

1) “Is there any significant correlation between tweets polarity and Bitcoin price?” 

2) “Are there any dominant topics discussed among Twitter users that affect Bitcoin price?”  

 

1.4 Delimitations  
The topic of the study is fairly broad, so this section presents the study limitations, which will 

help narrow down the topic. 

The first limitation to be mentioned is that this study will focus only on one cryptocurrency. 

The aim of this study is to identify whether the sentiment derived from social media can help 

explain the movements in the prices of cryptocurrencies, however, given that there is a 

multitude of cryptocurrencies trading at the moment of writing the thesis, only one will be 

studied: Bitcoin, since it’s the most popular one.  

Another limitation worth mentioning is the use of a single social media platform. Although 

there are several platforms to choose from, this study will include only data from Twitter. 

Additionally, the time frame chosen for this research is four years, from 2017 to 2021, so the 

dataset will contain tweets belonging to this time frame. Beside the time frame, there is an 

additional criteria which limited the dataset: when collecting the tweets, only a sample with a 

count of likes and retweets above a certain threshold has been selected.  
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Moreover, there is also a linguistic limitation. Twitter is a social media platform available 

worldwide, so individuals all over the world can express their opinions in their own language. 

Tweets are available in a variety of languages, but only the ones written in English have been 

selected for this study.  

There is a wide range of statistical and natural language processing tools that can be used on 

the dataset in order to answer the research question, however, due to computational power and 

time constraints, a selection had to be made among these tools. Thus, to conduct the sentiment 

analysis, only lexicon-based models will be implemented.   

 

1.5 Structure of the paper 
This section will describe the entire process behind the research conducted in this paper and all 

the necessary stages to find answers to the research question. 

First, the process will start by creating a theoretical background, with various terms and 

concepts relevant for the study, which will be useful for understanding the overall topic of the 

thesis. Then, a review of empirical studies related to the research topic will be presented.  

Once the theoretical and empirical background has been established, we move on to identifying 

what type of data is needed to achieve the purpose of this thesis. Next, the data will be 

collected from Twitter using a tool from Python.  

The raw dataset has to be cleaned and preprocessed using a variety of tools from Python 

packages. These processes will be described more thoroughly in the following sections.  

After obtaining the cleaned dataset, the analysis process can start. This consists of three 

different models: sentiment analysis, topic modelling and aspect based sentiment analysis. 

Based on the results presented in this section, a discussion will be included to debate the 

outcomes of the tools implemented. 

Finally, a conclusion will be developed to wrap up the paper and provide an answer to the 

research questions.  

The elements of this master thesis have been summarized in Figure 1.  
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Figure 1 - Structure of the paper 
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2. Theoretical Background 
 

This section introduces the concepts and the theories which form the foundation of this 

research paper. All the information presented in this section represents the theoretical starting 

point of this paper, as well as the essential knowledge related to the chosen topic, facilitating 

the understanding of the overall purpose of the project. 

2.1 Cryptocurrencies 
Cryptocurrencies can be generally defined as a digital asset used as medium of exchange, that 

depend on the use of blockchain technology to provide secure transactions. (Härdle  et al, 

2020) One of the most significant terms when discussing cryptocurrencies is cryptography. 

Cryptography represents the discipline of secure communication, taking into account the 

existence of rivals attempting to interfere with the communication channel. (Franco, 2015) 

Therefore the central interest of cryptography is encryption. The cryptography has multiple 

roles for cryptocurrencies, but mainly it is used to encrypt transactions, control the issuance 

and the supply of supplementary units and to monitor the transfer of assets. (Härdle  et al, 

2020) 

One important characteristic of cryptocurrencies, i.e., a currency without an intrinsic value, is 

that they can only exist and operate if two conditions are fulfilled: market acceptance and the 

common belief that the cryptocurrency has value associated with it. (Härdle  et al, 2020) 

There is an abundance of cryptocurrencies available on the market, with a high level of 

differentiation among them, such as different rules, different driving mechanisms, latency or 

even cryptographic hashing algorithms. (Härdle  et al, 2020) 

One of the most popular cryptocurrencies worldwide is Bitcoin, which will be introduced and 

described in the following section.  
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2.2 Bitcoin 
Bitcoin was first created in January 2009, based on the ideas proposed in a whitepaper by a 

person using the pseudonym Satoshi Nakamoto, with an unknown identity to date. Although 

Bitcoin is not legal tender in most parts of the world, it quickly gained a lot of popularity and it 

became the largest cryptocurrency traded globally, influencing the creation of many other 

cryptocurrencies. 

To provide a generic definition of Bitcoin, it is a virtual currency, i.e., with no tangible form, 

created independently of a central institution, such as government or bank. Bitcoin, similar to a 

traditional currency, is also used as a medium of exchange, but differs greatly from traditional 

means of payment in almost every other way. (Segendorf, 2014) One Bitcoin unit can be 

divided into 100 million “Satoshis”, which is the smallest fraction of a Bitcoin.  

(Berentsen&Schar , 2018) 

Two of the most prevailing characteristics of Bitcoin are  its decentralization and its peer-to 

peer trading nature, characteristics which also contribute to its desirability. These features are 

made possible through the use of a system called Proof-of-Work.   

The Bitcoin network relies on a technology called Blockchain, which is a shared public ledger, 

consisting of a history of all the confirmed transactions of the cryptocurrency. As implied by 

the name, the blockchain comprises of numerous sequential blocks, linked using a 

cryptographic mechanism. Each block contains information about the newest Bitcoin 

transactions, and it is built on its predecessors.     

The Bitcoin Blockchain is a public record, therefore any individual can access Bitcoin 

ownership information at any point. New Bitcoin blocks can be added to the Blockchain using 

Proof-of-Work algorithm. This process is being accomplished by individuals referred to as 

miners. In consequence, it is necessary to introduce these two terms to understand how Bitcoin 

is being created and its functionality. 

One of the difficulties associated with maintaining a virtual currency such as Bitcoin is 

establishing the amount of monetary unit existent at every point in time, the amount of new 

units created with each block and reaching an agreement regarding the ownership rights. For 
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this purpose, Bitcoin is built with a consensus mechanism which allows its users to reach an 

agreement, despite its increasing size and the lack of personal interactions. To summarize, the 

objective of the consensus mechanism is to provide an environment where working together 

becomes possible even when the users lack reciprocal trust. A few consensus models are 

available, but Bitcoin uses the Proof of Work. (Berentsen&Schar , 2018) 

The consensus among the Bitcoin miners that keeps Bitcoin alive is that all the block 

contenders with valid fingerprints will be added to each miner’s copy of the Bitcoin 

Blockchain. (Berentsen&Schar , 2018) Thus through this consensus, Bitcoin keeps its 

decentralized form, as there is no central authority or institution to control the currency and to 

enforce the rules. Although this raises several issues, including questions about ensuring a 

secure virtual currency, the Proof of Work mechanism provides a powerful incentive to adhere 

to the consensus among the miners, because it can be a highly difficult task to unilaterally 

modify any feature of the blockchain, since an alteration would be reflected in all the following 

blocks. (Berentsen&Schar , 2018) 

 

2.3 Bitcoin Mining 
Bitcoin miners have an essential role in maintaining the Bitcoin. Their tasks consist of 

gathering the pending Bitcoin transactions, certifying their legitimacy and congregate them 

into a “block candidate”. Following this, the miner has to persuade the other miners to add his 

block candidate to their own Bitcoin Blockchains. By doing this, the miner can obtain recently 

created Bitcoin units. 

Generally, the process of Bitcoin mining is freely available, so any individual can become a 

miner, with only two prerequisites: downloading the required software and obtaining the most 

recent copy of the Bitcoin Blockchain. The reality, however, proves to be slightly different, as 

the majority of the newly accepted blocks are produced by a few large miners, as opposed to 

numerous small ones. The main explanation for the existence of only a few large miners is the 

fierce competition among the miners, which means that only miners with economies of scale 

can survive as they have access to cheaper electricity, therefore being able to gain some profits 

from their mining activity. 
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Mining is mostly being undertaken by large producers since, as explained above, it is an 

activity that involves high costs. The high costs arise due to the highly specialized hardware 

needed for mining, as well as the high electricity consumption from the complex computations. 

Another factors which contribute to the high costs of mining is the process of identifying valid 

block candidates, as this can only be done through trial and error.  

The high costs of mining contribute to its secure feature, as it is increasingly difficult for a 

single user or a group of users to dominate the blockchain’s computing power, given the 

expensive equipment and resources needed to achieve this. 

In order for a block candidate to be valid and therefore accepted by all the users from the 

network, this must meet particular criteria, such as all the transactions registered in the block 

should be legitimate and the fingerprint should be below the desired threshold. The fingerprint 

is obtained by the miners when computing the block’s candidate’s hash value. 

(Berentsen&Schar , 2018) 

To complicate this process even more, only the fingerprints with hash values below a specific 

threshold are generally accepted by all miners, which makes the valid fingerprints a rare 

feature to find. Therefore, there is a continuous process in trying to identify the rare block 

candidates fulfilling the threshold criterion. Each block has a data field, referred to as the 

“nonce”, and this includes arbitrary data, which miners constantly adjust to get new 

fingerprints. Every alteration to the arbitrary data creates a new hash value and depending on 

where the hash value is positioned in relation to the threshold, the miners would either dispose 

the block candidate or share it immediately to the network, where the other users can check 

that the fingerprint fulfills the criterion. (Berentsen&Schar , 2018) 

2.4 Bitcoin Price  
Bitcoin is one of the cryptocurrencies with the highest growth since its origin in 2009. 

Following its price history and development since 2009, a tremendous surge in price can be 

observed. The price increase has been continuous since 2009, with periods of decline as well as 

slower development. As it can be observed on the graph below, the Bitcoin price started at $0 

in 2009 and was constant until 2010, when the price increased to $0.1. Based on the graph, a 

small surge in price can be noticed in January 2014, when Bitcoin reached an unprecedented 
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price of $1014. The Bitcoin price has continued to develop, with highs and lows, reaching its 

peak of more than $64,000 in April 2021. At the time of writing this paper - the price of 

Bitcoin is around $33,500. Hence, the graph below (Figure 2) depicts how volatile Bitcoin 

price has been throughout the years.  

 

Figure 2 - BTC price 2009-2021, own creation 

2.5 Use of Bitcoin 
Based on the current set-up of the Bitcoin network, a valid block candidate is found on average 

every 10 minutes. The miner with the valid block candidate would then earn a predefined 

amount of newly created units of Bitcoin. The current Bitcoin system is scheduled in such way 

to achieve 21 million units of Bitcoin. (Berentsen & Schar, 2018) 

Bitcoin is available for use to any individual, all that is required in order to start using the 

Bitcoin system is to obtain a Bitcoin wallet. The Bitcoin wallet is a software, through which 

users can store, receive and send Bitcoin units, and even fractions of it. Once a user has 

downloaded the Bitcoin wallet, the only thing left to do is to exchange a standard currency, 

such as Euros, for Bitcoin units. When a Bitcoin transaction takes place, the seller announces 

on the network the transfer of a specific amount of Bitcoin units, using the buyer’s address. 
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The information regarding the ownership transfer will be shared from node to node, until all 

the network users learn about the transaction. (Berentsen & Schar, 2018) Of course, the 

transaction will follow the regular protocol where the transaction details, specifically the keys 

and the inputs, are being verified by the miners on the network. In order for a transaction to be 

successful, the inputs must be confirmed by the miners. 

Besides the Bitcoin wallet, other important elements of a Bitcoin account are the keys. Every 

Bitcoin owner has two keys: a public key and a private one, which should not be shared. This 

system of using two different keys is called asymmetric cryptography and it is used in order to 

ensure the legitimacy of the transactions. The private key is used for message encryption, while 

the public key it’s used to decrypt the corresponding message. This process is commonly 

known as “signature” because it mimics the role of handwritten signatures, to make sure that 

the transaction belongs to the correct person.  

Once a user encrypts a message using their own private key, the other network users can check 

that in fact the encryption was done using that specific private key, if they can decrypt the 

message using the corresponding public key. Since only the specific user should have access to 

that private key, this process ensures the legitimacy of the transaction’s origin. 

(Berentsen&Schar , 2018) 

The use of this double key system is also useful in preventing manipulating transactions, 

because while everyone can decrypt the message and make changes to it, only the user with 

access to the private key can re-encrypt the message. Since the message will fail to be re-

encrypted, the network participants will notice that, and they will reject the message. 

(Berentsen&Schar , 2018) 

Bitcoin transactions can be considered anonymous, given that they do not reveal private 

information about one’s identity if certain guidelines are being followed. However, anonymity 

should not be understood as complete privacy, since all the transactions are being published on 

the ledger, therefore being fully trackable and transparent to all the Bitcoin network 

participants. The anonymity is preserved through the use of pseudonyms in the form of Bitcoin 

addresses, which are used to hide the real identity of the users. Bitcoin owners are 
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recommended to use the addresses only once and to use a new address for each transaction, in 

order to prevent transactions from being associated to a common owner. Bitcoin addresses take 

the form of long strings of numbers and letters, which appear in a random order. (Franco, 

2015) Therefore, to conclude on Bitcoin privacy, all the transactions are public and easily 

accessible, but the identity behind the transactions has been hidden, therefore protecting, in 

some part, the anonymity of the users. 

2.6 Bitcoin Volatility 
A significant aspect of Bitcoin, which has been widely discussed since its apparition is its 

volatility. Being a virtual currency, there is no intrinsic value associated with Bitcoin, which 

means that the expectations about the future price have a decisive role in determining its 

current price. This implies that Bitcoin is highly dependent on the expectations of the market 

participants, resulting in a very intense price volatility (Berentsen&Schar , 2018), as it can be 

seen in Figure 2 above.  

Comparing Bitcoin with other fiat currency systems, it can be concluded that Bitcoin is 

generally a less desirable monetary policy because it doesn’t meet the conditions to be a stable 

currency.  

When referring to government-run currency systems, a crucial feature for the central bank is 

the possibility to stabilize the price level by making changes in the money supply. 

Unfortunately, given the limited constant supply of 21 million units of Bitcoin together with 

the price of Bitcoin being dependent on the aggregate demand, this makes a price stabilizing 

mechanism almost impossible, which results in higher price fluctuations for Bitcoin than for 

government run fiat currencies.  (Berentsen&Schar , 2018) 

2.7 Big Data 
The concept of Big Data is one that has been increasingly popular over the past years, with 

applications in multiple disciplinary areas. Introducing the concept of Big Data is relevant 

since this is what makes the study of this research paper possible.  

Despite the wide usage of the term Big Data, there is no consensus about a general definition. 

However, most data specialists agree that Big Data consists of a process where a large set of 
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data is being extracted, preprocessed and transformed. A well-known approach to describe Big 

Data is by using the 3Vs attributes: volume, velocity and variety. The volume refers to the 

aggregate volume of a dataset, the velocity refers to the speed at which the data can be 

generated and collected, and the variety refers to the diversity of the data, which can be both 

structured and unstructured and offer unlimited possibilities.  (Buyya et al, 2016) 

The reasoning behind Big Data is that these large amounts of data collected by companies, 

entities etc can become useful by being processed in such a way that useful insights and 

observations are being extracted. Moreover, Big Data can be combined with a multitude of 

methods and models from different academic fields in order to make some sense of the data 

and to adapt the analysis to the scope.  

Big Data application is not limited only for business purposes but can be observed in almost 

any field where technology is being used, ranging from IT, media, entertainment sector to 

biology, biochemistry and healthcare sectors. 

Recently, Big Data has been associated with Machine Learning, a term that has also received a 

large amount of attention in the recent years. The purpose of Machine Learning is to create 

systems which can handle complex issues and tasks better and faster than humans. It comprises 

of different techniques and models, depending on the task to be fulfilled. (Buyya et al, 2016) 

Therefore it is logical to combine these two terms, as they are intertwining frequently, given 

that Big Data facilitates and enhances the use of Machine Learning. 

One of the subfields of Machine Learning, highly relevant for achieving the goal of the study is 

Text Mining, which will be introduced later in the paper.  

2.8 Social Media  
It might be a challenge to precisely define social media, however the general principle is to 

create, exchange and share information, ideas, opinions or other content and participate in 

social networking. (Kietzmann & Hermkens, 2011) There has been a broad range of 

applications found for social media with different stand-alone or built-in services. Social media 

major characteristics are considered to be interactive web-based applications, ability to 

generate content by users, dedicated profiles for users in each service, ability to develop and 
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maintain social networks by creating a platforms to exchange thoughts and interests. (Obar & 

Wildman, 2015) The prime access point for social media services is through web-based apps or 

mobile apps which can be used on desktops, laptops or convenient mobile devices – tablets and 

smartphones. First developments on social media happened in the second half of twentieth 

century, however the real breakthrough in social media industry is dated for the first decade of 

current century were companies like Facebook, MySpace and Twitter were founded. It is 

aligned with rapid innovation within mobile industry where smartphones started to gain 

popularity due to its ease of use and interactive approach with user. Today, multiple social 

media platforms like Facebook, Twitter, LinkedIn, Instagram, TikTok and Snapchat are 

international corporates who dominate technology industry. (Obar & Wildman, 2015)  

The increased adaption of social media platforms has led to enormous growth of usage. The 

usage has grown two-fold, in terms of amount of users but also time spent on a platform by a 

single user. (Bello-Orgaza et al., 2016) The gigantic success of social media is due to its ability 

to connect people and creating new societal groups which have positive outlook on being 

engaged in social media by interacting, sharing and collaborating with others. Engagement in 

social media quickly became a daily standard for teenagers and young adults. (Bello-Orgaza et 

al., 2016) Data analysis experts quickly realised the scale of data insights produced by each 

post and interaction which happens on social media platforms like Twitter and Facebook. Such 

big data is often used for pattern mining, analysing user behaviors as well as visualizing and 

tracking the data. (Bello-Orgaza et al., 2016) The main challenge with big data acquired from 

social media is to critically filter through datasets in order to identify meaningful  data records. 

Such data is later analysed with consideration of decision making processes. 

The concept of social media mining is emerging among literature publications in the recent 

years. It can be categorised under data mining and is understood as “the process of 

representing, analysing and extracting actionable patterns from social media data”. (Zafarani et 

al., 2014) The approach proposes simple methods and algorithms which are applicable to social 

media data. The foundation for social media mining lies in traditional disciplines such as 

sociology but also computer science, machine learning, social network analysis, mathematics. 
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(Zafarani et al., 2014)  The most popular use cases of social media mining are trend analysis, 

event detection, social spam detection 

2.9 Twitter 
Twitter is a social networking service which was founded by Jack Dorsey in 2006. It is an 

interactive platform which enables the users to post “tweets” – short messages which usually 

encourage others to interact either by liking, replying or retweeting such post. Twitter is 

primarily available as a mobile app but it also has a web based application for desktop users. 

(twitter.com) Initially, the service allowed to post messages no longer than 140 characters, 

however the amount of characters was increased to 280 in the late 2017. Twitter is accessible 

globally with 330 milion monthly active users dated for first quarter of 2019. (statista.com) 

Apart from its prime function, Twitter has been used for multiple purposes among societies. 

There are plenty examples where Twitter was used as a mean to organise protests such as 2009 

student protests in Austria, the 2011 Egyptian Revolution or the 2012 Gaza-Israel conflict. On 

the other hand, Twitter is widely used by the governments and other entities to gauge the 

emotion sentiment of citizens, manipulate the users by spreading misleading news or to censor 

the spread of information. Twitter is trying to actively confront such campaigns by detecting 

suspicious behaviors.  For instance, the service has suspended over 1000 accounts during 2019 

and 2020 Hong-Kong protests due spreading the misleading information and apparent 

connections to Chinese government. (Makena, 2019) 

One can argue that Twitter interactions among users have high degree of emotions which 

makes the obtained big data fascinating to analyse for any data scientist. 

2.10 Behavioral Finance  
One of the most important assumptions in finance theories is that individuals are perfectly 

rational, and they are able to apply this rationality when valuing securities. This assumption is 

at the foundation of many theories proposed within finance, such as efficient market 

hypothesis. However, the premise that market participants are fully rational has been 

challenged based on observations throughout time that proved the contrary. (Tseng, 2006) 

Consequently, alternative concepts have been proposed which are more grounded in reality. 

For example, the concept of bounded rationality takes as starting point the idea that market 
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participants are rational, however, it relaxes the assumption that they are perfectly informed at 

all times. According to bounded rationality, the behavior of market participants deviates from 

rationality when other elements are included into the equation, such as risk, uncertainty or 

incomplete information. (Tseng, 2006) 

As defined by Simon (1997), bounded rationality implies a rational choice when individuals 

are bounded by cognitive limitations. This concept is an advancement from the perfectly 

rational assumption, however, it’s still not able to fully describe the behavior of market 

participants in some situations.  

These challenges led to the establishment of behavioral finance as a subdiscipline. Behavioral 

finance seeks to explain the actual behavior of the market participants against the behavior 

suggested in financial theories. The objective of behavioral finance is to gain insight into 

individual’s process of making financial decisions in the presence of risk, unpredictability and 

insufficient information. (Pompian& Pompian, 2012) 

Behavioral finance builds on traditional finance, which proposes perfect rationality, but it 

incorporates components such as emotions and biases to explain the deviations from 

rationality. It also includes social elements and draws from psychology, therefore being better 

at explaining human behavior.  (Pompian& Pompian, 2012) 

An indirect link has been made between emotions and behavioral finance, because emotions 

are connected to psychology and physiology, which, in turn, is connected to behavioral 

finance. Therefore, emotions can be highly influential in the decision-making process of 

humans. To exemplify the importance of emotions during decision making, the notion of 

emotional states is introduced. Generally, they have been split into two categories: hot states 

and cold states. The hot states are a result of the human mental state being affected by 

physiological elements, such as tiredness, hunger or other strong emotions. On the contrary, the 

cold states are characterized by homeostasis, where emotions are not clouding the judgement, 

so humans are calm and more rational.  

The distance between behavior in hot states and in cold states is called empathy gap. 

Conventionally, people are not able to recognize the temporary aspect of these states and they 
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can over- or underpredict their reactions when they will be in the opposite state. The existence 

of the empathy gap implies flawed expectations about future behavior. As indicated by 

academic literature, investors have higher chances of misjudging during hot states, which can 

result in losses. (Tseng, 2006) Therefore understanding individual emotions and how they 

affect our decisions is highly important. 

A brief conclusion of this section is that through behavioral finance, the assumption of fully 

rational individuals has been relaxed and the role of emotions and psychology in the decision-

making process has been emphasized. Moving further, in the next subsection the investor 

behavior will be described more thoroughly, 

2.10.1 Investor behavior 
The investor behavior has been thoroughly studied within finance, with contributions from a 

multitude of researchers shedding some light into this subject. Investor behavior attempts to 

explain the decision-making process of an investor by combining aspects from psychology and 

investing. As expected, the behavior can variate depending on the context and the risk 

involved, while the decision-making process can be affected by a variety of factors, such as 

cognitive biases and past experiences.  

Some of the most common biases which can affect the investor’s decision-making process are 

representativeness, loss aversion, anchoring, trend-chasing bias and overconfidence. The 

representativeness bias consists of investors classifying an investment based on its historical 

performance. For example, given a stock with abnormal returns during the past year, this 

impressive performance would be used as an indicator of the general performance of the stock 

and used to make decisions further on.  

Loss aversion can be described by the phenomenon of attributing more importance to a 

potential loss than its equivalent gain. In finance, this bias explains why generally, individuals 

need higher incentives when the threat of loss exists. Anchoring is another common bias 

among investors. It represents the habit of “anchoring” to the first piece of information learned 

and using this as a resource for further decisions. This happens when people allow a certain bit 

of information affect their whole decision-making process, taking a subjective approach rather 

than an objective perspective. (Baker& Ricciardi, 2014) 
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The trend-chasing bias, as the name implies, occurs when investors follow the historical 

performance of securities and mistakenly rely on these historical results to predict the future 

performance of the asset.  (Baker& Ricciardi, 2014) Lastly, the overconfidence bias refers to 

the overestimation of own’s abilities. The overconfidence bias can affect the decision making 

of investors, by making them overestimate their own expertise and capabilities, therefore 

encouraging riskier or unjustified investments. (Said et al, 2011) 

There is a great amount of studies corroborating the existence of these biases and their effects 

on the investor’s behavior. Daniel et al (1998) provide evidence for the overconfidence bias: 

their results suggest that investors are more responsive to private information indicators 

compared to the public information signals. They have discovered that when the public 

information matches their own private facts, their confidence level increases substantially, 

however, when faced with information that’s contrary to their own facts, their confidence level 

only slightly decreases. (Tseng, 2006) 

Moreover, Lim (2012) also confirms that the overconfidence and the loss biases have a 

compelling influence on the investor’s decisions. Quareshi et al. (2012) studied multiple biases, 

including representative bias, anchoring and overconfidence. He conducted the research on 

investors from Pakistan and he was able to determine that all three biases mentioned above are 

meaningful factors that can affect the decision-making process of an investor.  

Another concept that has been recently adapted to financial markets is herd behavior. The 

concept emerged by observing animal behavior and how at times, they tend to imitate the 

actions of the others or of a leader, in a manner that seems thoughtless. Adapted to financial 

markets, the herd behavior is illustrated by situations where market participants behave less 

rationally, by making similar decisions, usually based on public information at the detriment of 

private information. It is important to understand this behavior and its implications: it can 

affect not only the investor’s results and gains, but also the economic efficiency. (Darity, 2008) 

Herding is not always considered an irrational behavior; this depends on the context and the 

factors affecting the decision-making process. When there is either high uncertainty, lack of 

information or potential external threats, herding can be considered the optimal choice, 
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assuming that the group is more experienced or knowledgeable than a single person. However, 

if the main motivation behind herding is the social pressure, then the behavior can be described 

as irrational because the driving factor is conformity with the general opinion, rather than 

forming a logical conclusion based on available information. (Darity, 2008) 

There is extensive empirical research conducted on herd behavior and its implications for the 

decision-making process, most of the studies confirming the existence of herding among 

investors.   

Kumar (2009) identified a strong presence of herd behavior among investors in the retail 

segment.  Kallinterakis and Gregoriou (2017) reach the same conclusion that confirms the 

existence of herding, not only at an individual level, but also at a macro level.   

A more recent study, conducted in 2019 by Bouri, Gupta and Roubaud investigates the herding 

behavior among cryptocurrency investors. First, they attempted to study the herding behavior 

using a static model, which provided no significant results. They also tried a more dynamic 

approach and through a rolling-window analysis, they were able to indicate the presence of 

herding among cryptocurrency investors. Lastly, they also conducted a logistic regression 

which again confirmed the existence of herd behavior, especially when the uncertainty 

intensifies.  

Behavioral finance suggests that investors are not always perfectly rational as expected by 

standard finance theory and they can be influenced by cognitive biases and also by emotions. 

The empathy gap becomes relevant for investors, who should aim to be aware of the 

differences in the behavior between hot state and cold state. Moreover, the herd behavior 

among investors implies that they behave in similar ways to other investors. Therefore, given 

the theoretical concepts introduced in this chapter, some pertinent questions can be formulated: 

is social media capable of reflecting this behavior?  If so, can the emotions derived from social 

media affect the decision-making process of investors, more specifically cryptocurrency 

investors?  
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3. Empirical evidence  
 

This section will introduce previous studies following the same direction as this paper, as well 

as other relevant studies which support the reasoning behind the analysis.  

The discussion of the related studies will be divided into two complementary parts: the first 

part will focus on presenting evidence towards the usefulness of sentiment analysis and the 

value of social media. The second part focuses on studies that have a similar topic to this 

master thesis: the relationship between cryptocurrency price movements and the users’ 

sentiment derived from social media.  

There is empirical evidence that supports the relevance of implementing sentiment analysis as 

a tool to answer the research question. Lerner & Keltner (2001) find a significant influence of 

emotions on the decision-making process. They determine that especially negative emotions 

can have a direct interference with decision making, by affecting the perceptions of risk.  

Fenton-O’Creevy et al.’s (2011) findings support the importance of emotions in the decision 

making process too. Their study is limited to investors from London, and it concludes that 

emotions affect the judgement of traders. Since emotions affect decision making, and 

sentiment analysis is a tool which helps identify emotions, implementing the sentiment 

analysis is useful in studying the relationship between cryptocurrency prices and the emotions 

on social media.  

Additionally, there is also evidence supporting the value of social media analytics. Oumayma 

(2020) investigate the impact of social media on the purchasing behavior of consumers using a 

sample of 828 social media users. He determines that the social media platforms have a high 

impact on the user’s decision to purchase a product/service. The two stages that are the most 

influenced by social media in the purchase decision making process are the information and 

evaluation of alternatives. Therefore, information from social media can influence the 

decisions that individuals make at any given point in time, so it is relevant to include social 

media platforms as proxy for investor sentiment.  
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Reviewing the academic literature, numerous studies trying to establish the nature of the 

relationship between cryptocurrencies and social media content can be found. A recent study 

conducted by Mirtaheri et al. (2021) investigates cryptocurrency manipulations using social 

media platforms. They are using data from Twitter and Telegram in an attempt to discover and 

predict the existence of advertising campaigns and whether these actions will succeed. They 

are able to identify successful operations of manipulation, especially for the data extracted 

from Twitter. Their study proves that the activity on social media platforms such as Twitter can 

affect the decision-making process of the investors.  

Another interesting finding is the relationship between the cryptocurrency price behavior and 

the content from Google Trends and Telegram identified by Smuts (2019). Through his 

extensive analysis, he discovered a negative correlation between Bitcoin price movements and 

the search volumes extracted from Google Trends in June 2018. Smuts (2019) also derives 

sentiments from investment groups on Telegram and finds a positive correlation between these 

sentiments and the Bitcoin prices. Moreover, he also finds that the number of messages posted 

in Bitcoin Telegram groups are helpful in predicting the Bitcoin price movements in the 

following week.  

Rahman et al. (2018) study the correlation between Bitcoin price change and the user’s 

sentiment using Twitter data. They implement a more complex classification algorithm, where 

the sentiments are divided into 10 different groups of emotions, so instead of the classical 

labels such as positive, negative and neutral, they use emotions such as anger, sadness, surprise 

etc. The authors apply a variety of machine learning models and are able to discover a positive 

correlation between change in price of Bitcoin and the sentiment from Twitter.  

An abundance of articles use sentiment analysis tools on data extracted from social media and 

try to build models that can predict prices of cryptocurrency. Wołk (2020) proposes a 

multimodel approach to evaluate the effects of social media content on Bitcoin prices. He 

recommends the use of a hybrid model which combines Google Trends data with tweets and 

the sentiments extracted. Using the hybrid model, the author was able to achieve a significant 

predictor for fluctuations in Bitcoin. The results shown in his paper indicate a negative 

correlation between the two variables: Bitcoin prices and sentiments.  
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Philips and Gorse (2017) have similar results as presented previously. They conclude that 

social media can contain useful information related to cryptocurrency price movements. The 

same conclusion is presented in Kim et al.’s paper (2017), where they discuss the usefulness of 

social media analytics and how several topics can be linked to price movements.  

 

Lastly, there is evidence on the use of topic modelling on Twitter content. The study conducted 

by Lim and Buntine (2014) and uses over 9 million tweets for electronic products to derive the 

main topics of discussion and the opinions for these topics. The results show that the aspect-

based sentiment analysis conducted on a large amount of tweets generates valuable opinions 

about the products.  

 

3.1 Research Gap 
Based on the information presented in the previous sections, it has been established that there 

is a research gap which this study can help fill by bringing some knowledge into.  

According to the findings from the empirical evidence section, there have been recent studies 

with similar topics, that is conducting a sentiment analysis on cryptocurrencies. However, the 

different techniques used, preprocessing elements and the dataset provide a novelty to the 

already existing academia.  

Furthermore, this paper presents a unique approach by combining three different tools to 

extract information from social media: sentiment analysis, topic modelling and aspect-based 

sentiment analysis. There was also no indication of other studies using topic modelling on 

cryptocurrency-related tweets. 

This paper brings information and insights from two perspectives: from an individual level and 

from an aggregate level, using topics as proxies for the sentiments.  
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4. Methodology 
 

This chapter will intrduce the methodology used throughout the paper, that provides a 

systematic, planned approach to examine the proposed topic and address the outlined research 

question. Additionally, it ensures the consistency among all aspects in the study. (Teresa & 

William, 1997) 

In order to construct a well-structured methodology, the researchers have incorporated the 

Research Onion model created by Saunders et al. (2007). Hence, the study will go through 

different layers of the research onion as presented in Figure 3.  

The section will start with the choice of general philosophy of the research that will be 

followed by research approach. Next phase will include a discussion of the research design that 

consist of methodological choice, research purpose, research strategy and time horizon.  Even 

though research design also includes data collection as well as data analysis together and 

research quality, those elements will be covered in the separate subsections.  

 

Figure 3 - The research onion, (Saunders et al., 2015, p.164) 
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4.1 Research philosophy 
The first layer of the research onion, introduced by Saunders et al. (2007), refers to the research 

philosophy, which is defined as “a system of beliefs and assumptions about the development of 

knowledge”. Knowledge development is not only depicted as a new theory invention but it 

could be also an answer to a specific problem, which is a case in this study. There are four 

major research philosophies: pragmatism, positivism, realism and interpretivism (Saunders et 

al., 2007). In order to distinguish between aforementioned philosophies, one need to consider 

the differences in the assumptions among each of them.  

In each phase of the study, there is a continuous need to form numerous assumptions, 

especially regarding ontology, epistemology and axiology (Burrel & Morgan, 1979). 

Ontology is a system of believes about nature of reality. It reflects an interpretation by an 

individual about what constitutes a fact (Blaikie, 2010). Therefore, ontological assumptions 

shape the way in which study objects are seen and researched. These study objects can include 

social groups of people, institutions, organizations as well as social situations, events and 

social behaviour (Matthews & Ross, 2010).  

Epistemology refers to the relationship between the researcher and the phenomenon being 

studied (Veal, 1997). It focus on the assumptions regarding knowledge, more specifically it 

target the question what constitute acceptable, valid and legitimate knowledge, and how this 

knowledge can be communicated to others (Burrel & Morgan, 1979). It is vital to understand 

the fundamentals of epistemological assumptions since they play a crucial role in the further 

research design phases, such as methods choice.   

Axiology relates to the assumptions about values and ethics within the research process. In 

particular, axiology is engaged in assessment of the role of researcher’s own value throughout 

all stages of the study (Saunders et al., 2007). For example, knowing the researchers value, one 

is able to conclude that chosen topic was more important for the researchers than any other. 

Moreover, Heron (1996) is pointing out that researchers values are being articulated by the way 

in which the study is conducted, for instance by depicting data collection method. 
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Additionally, Lee & Lings (2008) argue that axiology also guides the aim of the study as it 

determine whether the researchers are seeking to explain, predict or understand the world.  

Presented three types of philosophical assumptions can undertake two extreme positions, 

namely objectivism and subjectivism. Objectivism is based on the believes, which states that 

social reality is external to the researchers and others. It portrays the position that social 

phenomena exist independent of social actors. Therefore, the perception of social actors do not 

affect social word (Bryman, 2012). According to Saunders et al. (2007), the most extreme form 

of objectivism incorporate the assumption that there is only one true social reality encountered 

by all social actors.  

On the other hand, subjectivism focus on believes declaring that social reality is made from 

perceptions and consequent activity of social actors (Saunders et al., 2007). The most extreme 

form of subjectivism asserts that the social phenomena is only real when it is created by social 

actors that are continually reviewing and reworking it (Matthews & Ross, 2010). Therefore, 

there is no underlying reality to the social world beyond what people constitute to it. 

After acknowledging the differences between four major philosophies, namely, pragmatism, 

positivism, realism and interpretivism by understanding various assumptions and their extreme 

positions, researchers are able to define research philosophy that will further determine 

methodological choice, research strategy and data collection techniques and analysis process.  

Researchers of this study have developed reflexivity on the philosophical position that led to 

undertaking positivism as a main stance. Positivism portrays that the researchers see the 

studied phenomena from the outside and explain its behavior on the basis of objectively 

gathered data (Veal, 1997). Therefore, the researchers are independent of the data and have no 

impact on it. Additionally, as argued by Crotty (1998), positivists aim at discovering 

observable and measurable facts as only the phenomena that could be observed and measured 

will produce sufficient and valid results.  

Following proposed positivist perspective, it is believed that relationship between Bitcoin price 

volatility and Bitcoin related Tweets is universal and it does exist independent of whether or 

not it is examined. Researchers aim at investigating the effect of Twitter posts on Bitcoin price 
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through observable and recorded data set rather than subjective understanding. Lastly, to 

achieve unbiased findings, researchers detach from their own values and belief during the 

whole study (Saunders et al., 2007).  

4.2 Research approach 
According to Malhotra, researchers should endeavor to base study investigations upon 

objective evidence, supplemented by theory identified by reviewing academic literature 

(Malthora, et al., 2017). Theory is a set of ideas or related concepts that help to understand, 

explain and investigate studied event or social phenomena. Depending on the epistemological 

stance, theories can be explicit or implicit to the chosen research study (Matthews & Ross, 

2010).  

There are two main research approaches that could be employed in the study, namely, 

deduction and induction. Deduction undertakes the approach to test the hypothesis that is based 

on existing theory. The concepts in the hypothesis need to be operationalized, which allows for 

quantitatively measures (Saunders et al., 2007). Afterwards the hypothesis is either rejected or 

confirmed. However, researchers may modify the hypothesis throughout the study in order to 

test again.  

On the other hand, induction starts with the data collection process in order to explore studied 

phenomenon that further leads to the theory formulation. Hence, it is a theory that follows the 

data. Induction approach is also associated with collection of small sample in contrary to the 

large number in deduction approach.  

Considering the positivist stance of the researchers, it was decided to adopt deduction approach 

for this thesis. That is, the research question has been formulated based on existing theory 

regarding investors behavior and decision making that establish a framework and set the basis 

for the application of our chosen model. The deductive reasoning approach is tied to the mostly 

quantitative nature of the paper, which is also a case in this study.  

 

 



31 
 

Research design  

The following section presents the research design, which serves as a guideline to 

methodological factors on which the thesis is built. The research design refers to the overall 

strategy chosen to integrate the different components of the study in a coherent and logical 

way, thereby, ensuring that the research question will be addressed effectively. Although, there 

is a wide choice of alternative research designs that can meet study objectives, the researchers 

should aim at creating a design that enhances the value of the information obtained, while 

decreasing the cost of obtaining it (Malhotra et al. 2017).   

As depicted by Saunders et at. (2007), research design incorporates methodological choice, 

research purpose, research strategy, time horizon as well as data collection, data analysis and 

research quality. However, it is well worth to mention that the data collection and data analysis 

together with research quality will be introduced and discussed in two separate subsections due 

to the high level of information associated with those aspects.  

4.3 Methodological choice 
Methodology stands for the framework within which research should be undertaken in order to 

precisely achieve study objectives (Saunders et al., 2007). Methodological choice, that 

constitutes a third layer of Saunders research onion, will be inevitably influenced by two first 

outer layers – research philosophy and approach.  

The first methodological choice concerns whether researchers follow quantitative, qualitative 

or mixed methods research design. Quantitative research methods focus on collecting 

structured data that can be represented numerically (Matthews & Ross, 2010).  

Additionally, it is believed that quantitative data is highly associated with positivist 

philosophy, where collected data is gathered and statistically analyzed.  

Contrarily, qualitative research methods concentrate on collecting a large amount of 

information about a relatively small number of people regarding social or behavioral aspects 

(Veal, 1997). Qualitative data is frequently gathered by interpretivists and it commonly consist 

of the words and expressions of the research participants (Matthews & Ross, 2010). 
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Lastly, mixed methods combine qualitative and quantitative methods in a way that is best for 

the given research.  

Since Bitcoin price as well as Twitter text could be represented as numerically measured 

variables, quantitative methods will be applied to examine the relationship between those two 

variables. The choice of quantitative methods was also highly driven by undertaking positivist 

perspective as well as deductive approach.  

4.3.1 Research purpose 
The second component of methodological choice refers to determination of research purpose. 

According to Marshall & Rossman (1995) there are three types of research purpose: 

exploratory, that focus on investigating a new or an understudied idea, explanatory or causal, 

whose primary role is to explain factors or relationships related to the phenomenon being 

studied and the descriptive research, that seeks to describe a certain phenomenon. However, as 

noticed by Saunders et al. (2007), the purpose of the research may change throughout the 

study.  

The primary purpose of this thesis is explanatory, since the aim of the study is to identify 

cause-and-effect relationship between Bitcoin price and Bitcoin related Tweets. Therefore, it 

seeks to determine whether one variable, the sentiment from Twitter affects another outcome 

variable, which is Bitcoin price. The research is conducted for a topic that has not been clearly 

studied and the result is inconclusive and so tries to identify a specific answer to the topic. 

Moreover, Veal (1997) depicted that depending on the purpose of the research, it could be also 

categorized as either empirical or non-empirical/theoretical. An empirical study includes  data 

collection, whether quantitative or qualitative, primary or secondary, followed by the analysis 

of the collected data and has a primary objective expanding the knowledge from actual 

experience, compared to just theory, as is the case of theoretical research (Veal, 1997).  

Presented study is perceived as an empirical research, since its main objective is investigating 

the relationship between Bitcoin price and Twitter activity. Nevertheless, as Swartz et al. 

(1998) mention in their paper, “theory cannot be generated without data, and data cannot be 

collected without a theoretical framework.” Therefore, this research is not purely empirical as 



33 
 

it implicitly contains some theory necessary to explain different concepts related to the object 

of study. The theoretical background constructed supports the empirical research conducted in 

this project. 

4.4 Research strategy  
The fourth layer of the research onion concerns the determination of research strategy, which is 

defined as a general plan of how the research question should be approached and answered by 

the researcher (Saunders et al., 2007). It is known as a link between research philosophy and 

upcoming choice of methods to collect and analyse data (Denzin & Lincoln, 2017). Typically, 

research strategies are the consequence of philosophical stance and undertaken research 

approach. 

There are a number of frequently used strategies available, such as experiments, surveys, 

documentary research, ethnography, action research, grounded theory or narrative inquiry, but 

for this research, case study has been chosen as a primary strategy. According to Robson 

(2002), a case study is a strategy that aims at conducting research that involves an empirical 

investigation of certain real-life contemporary circumstances using several sources of evidence. 

Additionally, Gerring (2008) defined a case study as an intensive study of a single spatially 

delimited phenomenon observed at a single point in time or over some period of time.  

Above definitions seems to depict the strategy followed throughout this research as the aim is 

to investigate the relatively young Bitcoin phenomenon employing various sources of 

information and empirical data on Bitcoin price. Considering that this study only examines the 

price volatility of one cryptocurrency, it points in the direction of a single case study. 

Moreover, Yin (2009) argued that single case studies should be preferably either critical, 

unique or phenomenon revealing, which matches the case at hand given that sentiment analysis 

of social media data with respect to Bitcoin price volatility is still a relatively novel and 

unexplored area.  

It is believed that selected strategy will provide coherence throughout research design, which 

lead to answering research question (Saunders et al., 2007). 
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4.5 Time horizon  
The fifth onion layer represents the time horizon of the study. According to Saunders et al. 

(2007), the choice of time horizon is independent of the applied research methodology.  

There are two types of time horizons, namely cross-sectional and longitudinal.  

Cross-sectional studies concerns the collection of information only once from any given 

sample from population (Malthora, et al., 2017). It is suggested that cross-sectional research 

typically focus on investigating possible relationships between the variables about which data 

is gathered (Matthews & Ross, 2010). 

On the contrary, the aim of longitudinal studies is to examine the same sample at key points in 

time, where data is gathered on at least two separated occasions (Matthews & Ross, 2010). The 

benefit of longitudinal studies is that it can account for change and development over time. 

In line with a cross-sectional study type, the purpose of this study is to investigate whether 

Bitcoin price volatility can be explained by social media activity captured over 4 years.  

Despite that the study covers significant number of days, it is still perceived as a snapshot from 

a single period of time. Moreover, particular sample was collected only once, thus no changes 

over time were considered.  

The remaining layer of the research onion refers to data collection and analysis, which will be 

discussed in the subsequent section. 

 

4.6 Data Collection and Preprocessing 
The following chapter will provide some relevant insights regarding the data used throughout 

the study. At the beginning, the researchers will specify data type chosen for this paper, which 

will be followed by the description of data extraction process. Subsequently, detailed sample 

selection approach will be introduced, which results in the presentation of the final dataset. The 

final stages will refer to data cleaning and pre-processing.  
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4.6.1 Data type  
There are two types of data that could be gathered in order to answer the research question. 

The first one is primary data and the second type is secondary data. Primary data is the new 

information that the researchers are gathering for the specific purpose of the project, meaning 

that they are the first users of the data (Veal, 1997).  

On the other hand, secondary data composed of already existing information that have been 

collected for purposes other than the problem at hand (Malthora, et al., 2017). The secondary 

data can be extracted either from other researches on the same or related topics or from other 

sources, such as organizations’ databases, books, journals, big data sets, industry statistics and 

reports etc. Therefore, secondary data stands for an economical and quick source of 

background information. 

It is believed that prior to collecting primary data, researchers should locate and analyse 

relevant secondary data (Malthora, et al., 2017). Consequently, it has been established that 

there is no need for primary data for the purpose of this paper as the available secondary data 

would be sufficient. Despite the fact that the researchers constituted the dataset regarding the 

Bitcoin price and Bitcoin Tweets themselves, the primary raw data was obtained from publicly 

available and already existing databases. Furthermore, in order to portray the studied 

phenomenon and outline the theoretical background, literature review was conducted based on 

relevant books, journals and articles.  

4.6.2 Data extraction 
The process of data extraction consist of two different phases. The first phase focus on 

gathering relevant tweets from Twitter, while the second stage consist of collecting historical 

BTC/USD exchange rate data. The dataset was compiled using a dedicated Python 

Programming Language.  
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4.6.2.1 Collecting Tweets from Twitter 
The initial process of Tweets extraction was based on accessing Twitter API, which enables 

programmatic access to Twitter data in unique and advanced ways 

(https://developer.twitter.com/en/docs). Nevertheless, this approach only allows for collecting 

tweets that were posted in real-time and the access to historical data was restricted to 7 days.  

Therefore, considering several limitations of Twitter API, it was decided to gather relevant 

Tweets by scraping the Twitter and building own model using snscrape. Snscrape is a scraper 

for social networking services (SNS) that allows for efficient data collection by filtering based 

on hashtags or key words (https://github.com/JustAnotherArchivist/snscrape). In this way a 

significant sample was obtained that is discussed further in this section.  

 
4.6.2.2 Collecting Bitcoin price 
This section will present the process of collecting the Bitcoin price over four years, from 2017 

to 2021 using Python.  

The retrieval of Bitcoin prices has been done using the pycoingecko package, which is linked 

to CoinGecko’s API. CoinGecko is a website that tracks prices and other relevant data for a 

multitude of cryptocurrencies. First, the package was installed in Python and the library was 

imported, before setting up the client.  

Upon setting the client up, several inputs were needed to create an API call: the time period, 

which at the time of collecting the data was 1481 days, and the name of the currency as it 

appears on their website. These inputs were then used in a loop to collect the Bitcoin prices and 

the dates over 1481 days and save these in a list, later to be converted into a pandas data frame.  

The date column in the price data frame is presented into a different format, a Unix timestamp. 

An example of how this looks like can be seen in Figure 4. 
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Figure 4 - Data with Unix timestamp 

For ease of interpretation and uniformity throughout the paper, the Unix timestamp is 

converted into the standard date time format. Additionally,  the unnecessary columns have 

been dropped, retaining only the date column, the variable name and the price. Lastly, the NA 

values have been eliminated, since these would later affect the NLP procedures. The code for 

retrieving Bitcoin prices and formatting them can be checked in Appendix 1.  

 

Figure 5 - Bitcoin price dataset 

 

4.6.3 Sample Selection 
As indicated by Saunders et al. (2007), for many research questions and objectives it is 

impossible to gather and analyse all the potential data available owing to restrictions of time, 

money or access. Therefore, to reduce the amount of collected data a sampling method should 

be introduced/implemented. According to Becker (1998), a selected sample should represent 

the full set of cases in a way that is meaningful, and which could be properly justify. 
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The sampling design process begins with specifying target population, which is “the collection 

of elements or objects that possess the information sought by the researcher and about which 

inferences are to be made” (Malhotra et al. 2017). For the purpose of this study, a target 

population is represented by all the Tweets that relates to Bitcoin topic. 

The next step refers to identifying the sample frame, which is a representation of the elements 

of the target population that consist of a list of certain directions for determining the target 

population (Saunders et al., 2007). The sampling frame for this research comprises of all posts 

on Twitter that includes Bitcoin related key words.  

There are various ways in which Twitter users refers to the bitcoin topics. The most direct way 

is by using a hashtag (”#”) followed by ”bitcoin”. Other likely possibility is typing a hashtag 

and cryptocurrency abbreviation, which is ”#btc” for Bitcoin. Therefore, the filter keywords 

were chosen by selecting the most definitive Bitcoin context words that include: Bitcoin, 

bitcoin, BTC, btc, #btc, #bitcoin, #Bitcoin. 

After determining the sample frame, the following step covers a selection of sampling 

technique. There are multiple sampling techniques, which are grouped into two main 

categories as probability sampling and non-probability sampling. The difference between 

aforementioned methods relies on whether the sample selection is based on randomization or 

not. The probability sampling applies randomization, which guarantees that every element gets 

equal chance to be chosen as a part of a sample (Riffe, Lacy, & Fico, 2005). On the other hand, 

non-probability sampling is based on the researcher’s ability to select elements for a sample. 

Thus, it relies on the personal judgment of the researcher (Malhotra et al. 2017).  

In case of exploratory research the judgement of the researcher in choosing participants with 

particular features may be far more effective than any form of probability sampling (Malhotra 

et al. 2017). Therefore, a non-probability sampling will be applied to this study as the sample 

was determined by the researchers based on their topic knowledge. Moreover, a purposive 

sampling, which is a sub-category of non-probability sampling could be also identified in the 

research. It is based on the intention of the study, where the elements selected from the 

population suit the best for the purpose of the research (Riffe, Lacy, & Fico, 2005).  
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Finally, a sample size need to be determined, which is a crucial step in conducting an empirical 

research.  Sample size refers to the number of elements to be included in the study. According 

to Saunders et al. (2007), for non-probability sampling the issue of sample size is ambiguous 

and, in contrast to probability sampling, there are no rules. Saunders further explains that the 

importance lies in logical relationship between the sample selection technique and the purpose 

of the study since the generalisations are made to theory rather than about the population 

(Saunders et al., 2007). As a consequence, sample size depends on the research question and 

objectives, which includes what need to be discovered, what will have credibility and what 

could be accomplished given available resources (Patton, 2002).  

Despite the fact that validity, understating and insights from data will be more tightened to data 

collection and analysis skills rather than sample size, it is still important to consider several 

factors while determining the size of the sample (Patton, 2002). Few of the most significant 

aspects are the importance of the decision, the nature of the research and analysis, resource 

constrains and sample sizes used in similar studies (Nunan et al., 2020). All of the depicted 

features have been thoroughly taken into account by researchers.  

Given that this study focus on daily Bitcoin price volatility with respect to Bitcoin related 

Tweets, the time frame was the first factor that limits the sample size. It was determined to 

conduct a research within the period from 24th June 2017 to 24th June 2021, which sum up to 

1481 days. The decision was made based on the historic Bitcoin price variation that intensified 

in the mid June 2017 as presented in Figure 2. Therefore, it was assumed that the higher price 

increases and decreases, the higher the interest on social media, which will result in sufficient 

number of tweets.  

Another crucial aspect that was taken into consideration was time and resource constrain. 

Given that this study was conducted using the Python Programming Language, sample 

collection was depended on the researchers computer power. Therefore, the researchers 

decided to limit the amount of requested tweets so that it could be manageable by available 

computers. It was achieved by setting by setting the minimum like count to 5 and minimum 

retweet number to 1 in the snscrape code. In this way, it was assured that tweets with at least 
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minimum engagement will be collected. Additionally, English language has been chosen as the 

last search operator.  

Finally, the sample size of the previous research, regarding the similar topic, have been 

thoroughly examined. It was observed that the average sample size varies from 300,000 to 

9,000,000 tweets. The large spread was mainly driven by the time span of the studies. 

The volume of collected tweets vary depend on the range of active session during the given 

days. The final dataset contains of 2,195,405 tweets. It is considered as a large sample size, 

which is aligned with the statement that researches based on quantitative methods should have 

larger sample than studies with qualitative methods (Malhotra et al. 2017).  

4.6.4 Dataset description 
To obtain the abovementioned final dataset of 2,195,405 tweets, the researchers have decided 

to run the snscrape code for each year separately due to the computer power constrain. In this 

way 4 different datasets have been gathered that were further merged using the pd.concat 

function from pandas package. Figure X presents the final snscrape code for 2018.  

 
Figure 6 - Snscrape code 2018 
 

The output of the snscrape code not only consists of the user’s text but also numerous variables 

associated to the single tweet, which are known as properties of the individual tweets. 

Consequently, each tweet includes 27 variables, where the most significant contain the 

information regarding: date, tweet content, user, number of replies, number of retweets, 

number of likes, language or hashtag, Nevertheless, not all of the features were important for 

the aim of this paper. Therefore, unnecessary columns have been removed from the dataset  are 

the final variables are depicted and described in Table 1.   
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Variable Name Variable Type Variable Description 

date  datetime64[ns] The timestamp of the creation of the tweet. 

content object The actual tweet text. 

retweetCount Int64 Count of retweets. 

likeCount int64 Count of likes. 

  Table 1 - Twitter Dataset Description 

As evident from the table above, the first variable refers to the exact time when the tweet was 

posted. This feature is inevitable in order to group tweets by day, later in the pre-processing 

stage. It also plays a critical role while compering the sentiment of a given tweet with regards 

to the Bitcoin price from a particular day.  

Second feature presented in the table includes the actual text of the requested tweet, which is 

crucial for the sentiment analysis process as it contains users opinions, believes and comments 

on a various topics. Twitter streams are known for its lack of structure and high level of noise. 

Therefore, they requires extensive pre-processing that will be described in the following 

section.  

Lastly, the researchers have decided to keep retweetCount and likeCount columns in order to 

verify Tweets during the analysis process. 

4.6.5 Data cleaning and pre-processing 
Upon completing the first step of the analysis process - identifying the data requirements for 

this research and collecting this necessary data, the next step is to clean and pre-process the 

raw data to prepare it for the methods to be applied. 

As mentioned in the Data Description section, the data collected is unstructured and contains 

many unnecessary variables and features, which is why it is crucial to clean and transform the 

content to obtain a more structured dataset, which can be used for classification. 
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Before diving into the data pre-processing procedure, the notion of text mining will be defined 

and described. It’s important to gain an understanding on the concept of text mining, as it’s the 

foundation of the whole cleaning process.  

As mentioned by Dang (2014), a raw, unprocessed dataset which consists of mainly 

unstructured texts with a large amount of information cannot be easily used in its original form, 

without any further processing because the text will not be fully recognized by the computers. 

Text mining represents the process which has as primary objective uncovering valuable 

information from raw data. (Dang, 2014)  

The text mining procedures allow data to be transformed in such way that it becomes 

accessible to different data mining and machine learning algorithms and tools. This means that 

text mining facilitates the detection and investigation of various relationships and patterns in 

the data, which would, in the lack of text mining, be too complicated or even impossible. 

(Zanini & Dhawan, 2015) 

The field of text mining is considered fairly broad, with applications in many different areas, 

including both academic research, as well as business-oriented studies. A text mining process 

usually combines multiple tasks into one workflow. Based on this, four stages of text mining 

have been identified: information retrieval, natural language processing, information extraction 

and data mining. (Zanini & Dhawan, 2015) 

As per the definition above, the data cleaning and pre-processing procedures are part of the 

broad file of text mining.  

Preprocessing procedures are a common feature applied in natural language processing with 

the objective of preparing the text for the methods to be implemented. The preprocessing 

techniques consist of cleaning the texts, normalizing them and preserving only the information 

that is relevant for the classification process. (Duong & Nguyen, 2021) 

Prior to describing how the data pre-processing was implemented in this paper, a discussion 

about the characteristics of the data is required to highlight the importance of this process. As 

mentioned in the previous section, the dataset consists of more than 2 million Tweets collected 

over a period of 4 years. Analyzing Tweets is considered a much more complex process, due to 
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some unique features of the Tweets, which differentiate them from other forms of data (such as 

reviews, interview, surveys etc).  

Since Twitter is a social media platform, tweets have very different characteristics compared to 

conventional texts, producing some challenges for when trying to analyze them using machine 

learning methods. Tweets currently have a maximum limit of 280 characters, which is double 

the limit since November 2017. Social media content (including tweets) is informal with a 

more relaxed language style since individuals posting online do not always follow grammatical 

rules. Therefore, it is fairly common to encounter one of the following features in tweets: 

improper use of grammar, use of slang, abbreviations, use of sarcasm, humor, etc. Moreover, 

tweets also include a large amount of noisy information, such as punctuation marks, hashtags, 

URLs, stop words etc., information which proves to be irrelevant in the classification process. 

(Bao et al, 2014), (Duong & Nguyen, 2021) Given this, it can be understood why the cleaning 

and transformation of the dataset is relevant.  

As the academic literature indicates, the preprocessing of the dataset is extremely valuable and 

can affect the performance of the model and its results. (Tajinder & Madhu, 2016). 

Consequently, a large amount of time has been dedicated to this stage in this study, in order to 

ensure the best results possible.  

Browsing through the academic literature, the preprocessing phase contains different cleaning 

steps depending on the format of the data collected and the overall purpose of the research. 

Giachanou & Crestani (2016) recommend the following process for preprocessing a 

conventional text: 

1. Tokenization 

2. Stop word removal 

3. Stemming and lemmatization 

However, they distinguish between preprocessing conventional texts and tweets, so they advise 

on applying a different cleaning procedure for the tweets, which includes two extra 

intermediary stages: 

1. Tokenization 
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2. Stop word removal 

3. URL, hashtag, at symbol removal 

4. Spelling correction 

5. Stemming and lemmatization 

As mentioned previously, the tweets have been collecting with a “scraper”, using a package 

from Python. Hence the tweets present some undesirable aspects, which need to be handled 

first. Based on the format of the tweets and the objective of this thesis, it has been determined 

that a different approach to preprocessing is more suitable, where the order of the steps has 

been changed and a few other steps have been added.  

Moreover, since the paper combines two different natural language processing models, the 

cleaning and transformation process has to be adjusted for each of the models. Therefore, the 

data preprocessing will be divided into two parts: Preprocessing for the Sentiment Analysis 

and Preprocessing for the Topic Modelling. 

The same dataset containing the tweets from 2017 to 2021 has been saved into two different 

variables in Python. Each variable contains the exact same information, but they will be 

processed differently, as per the required steps of the model being applied. Although the data 

preprocessing is similar for the two models, there are a few steps done distinctively to warrant 

a flawless performance of the models.   

These are the preprocessing steps for Sentiment Analysis undertaken in this study: 

1. Noise removal 

1.1. Emoji handling 

1.2. Remove URLs 

1.3. Target cleaning for emoji 

1.4. Replace contractions 

1.5. Remove punctuation marks and special characters 

1.6. Convert text to lowercase 

1.7. Remove stop words & negation handling 

2. Normalization 
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2.1. Lemmatization 

3. Tokenization 

 

Data & Preprocessing for Sentiment Analysis 

As a prime step in the cleaning process is installing and loading all the necessary packages in 

Python. The codes for loading the packages have been all grouped together into one line, which 

can be seen in Appendix 2. This includes all the packages that have been used throughout the 

study, incorporating the ones necessary for the sentiment analysis and topic modelling.  

In the next step, the data, which has been collected and saved into a separate csv file for each 

year, has to be loaded and merged. Therefore, each year has been loaded into different Pandas 

data frames, which have been then merged into a single data frame using the concat function of 

Pandas. During the merging, the indexes of the data became irregular, so a reset was applied. 

The relevant code has been appended as Appendix 3.  

All the data is now in one data frame and there is one step left before starting the 

preprocessing: eliminating the columns that are unnecessary. As mentioned in the previous 

sections, the data has 27 variables, most of which have no value for the analysis, therefore they 

have to be removed. Out of the 27 columns, only two have been deemed relevant: date column 

and content column, which contains the tweets, while the other 25 variables have been 

dropped. The date column has been transformed into datetime format. The corresponding 

codes can be seen in Appendix 4. The resulting data frame can be seen in Figure 7 below. 
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Figure 7 - First 10 rows tweets 

 

For the analysis, two different methods have been used, corresponding to two Python 

packages: TextBlob and VADER. They will be described in more detail in the Data Analysis 

section, but they are mentioned here because there is one distinguishing feature which makes 

the data cleaning process slightly different: VADER is able to process emoji automatically, 

while TextBlob does not include such a feature. In consequence, when using TextBlob, the 

data preprocessing contains one extra step: handling emojis.  

Noise Removal 

Emoji handling 

The preprocessing procedure starts with the emoji handling, step which is exclusively used for 

the TextBlob sentiment analysis.  

Emojis are icons used in online messages, used to express an emotion or idea. In some 

previous studies, the emojis have been simply considered noisy information and have been 

deleted, however, this is erroneous because the emojis can contain essential information about 

the emotion of the tweet. (Duong & Nguyen, 2021) Removing emojis therefore can affect the 

results of the model and the overall sentiment. More recent studies have tried to analyze the 

connection between emojis and the sentiment polarity and they have found that some emojis 

are important for the sentiment polarity, but some others offer mixed signals. Moreover, they 
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also attempt to compare the sentiments with and without the inclusion of emojis, and are able 

to assess the significance of emojis in conveying sentiments. (Wang & Castanon, 2015) 

Hence, in order to improve the accuracy of the classifier, the emojis must be translated into an 

input which is recognized by the model. The approach used in this study is to replace the 

emojis with their textual representation, which can be further subjected to the same treatment 

as the other words and therefore be recognized by the model. 

To complete the emoji translation, the function demojize from the emoji package has been 

used. However, a layer of complexity has been added, as the function can be applied only to 

strings, not to data frames. The solution employed was to convert the data frame into a string, 

apply the demojize function and then convert the newly obtained content back into a data 

frame. The code has been presented into Appendix 5. Below is an example of how the new 

column with the translated emojis looks like: 

 
Figure 8 - Processed emoji 
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Remove URL 

The next step consists of removing URLs. These are links to the corresponding twitter posts or 

to some other materials or websites. They do not contain any information valuable for the 

sentiment analysis, so they have to be eliminated. This has been done by using the defining a 

function using the compile component of the re package. The effect of removing the URLs can 

be seen in Figure 9 below.CODE  

 

Replace contractions  

Contractions, or contracted words, are shorter words obtained by combining two words and 

replacing letters with apostrophes. The most noticeable case of contraction is for negations, 

obtaining words like: don’t, won’t, haven’t etc. Since the contraction combines two different 

words, the classifier model will not be able to identify them, so it is highly possible that the 

sentiment will not be determined correctly, especially for the case of negations.  

To fix this shortcoming, an extensive dictionary has been created consisting of the majority of 

the contracted words and their corresponding expanded form. This dictionary (Appendix 6) has 

been used then to define a function which detects all the contractions and replaces them with 

their expanded form. An example of a transformation from contraction to full form is presented 

in Figure 10.  

 

Figure 9 - Remove URL example 
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Figure 10 - Expanding contractions 

 

Remove punctuation marks and special characters 

The next step in the noise removal phase is to remove all the punctuation marks, special 

characters such as hashtags, user references and numbers. None of these present any valuable 

traits as they do not affect the sentiment, so it is better to eliminate them to reduce noise and 

keep only the data that is meaningful for the sentiment models. (Duong & Nguyen, 2021) 

Convert to lowercase 

One common step in the data preprocessing is lowercase conversion. This technique consists in 

converting the text to lowercase form. The procedure ensures that the data is in the best form to 

be fed to the model, avoiding issues that could potentially arise if the sentiment classifier might 

be unable to recognize text in capital letters.  

Remove stop words & negation handling 

As a final step before moving to the lemmatization stage, the stop words must be removed. 

Stop words are the most common words in a language, usually carrying little to no valuable 

information. They appear with high frequency in the text and do not reflect any sentiments, so 

it is highly recommended to remove the stop words, in order to minimize the dimensionality, 

the computing time, and to obtain an overall enhancement of the model’s performance. (Duong 
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& Nguyen, 2021) The removal of the stop words is being handled with NLTK from Python, 

which will be shortly introduced below. 

NLTK, is the abbreviation used for Natural Language Toolkit, which is a collection of libraries 

and programs used, as the name suggests, for various natural language processing tasks. NLTK 

is widely used for projects and assignments within computational linguistics, due to its 

extensive range of available features: it can be used for anything from preprocessing to 

categorizing and analyzing the linguistic structure of a text. (https://www.nltk.org/) 

In this study, NLTK has proven its versatility, as many of its libraries have been imported and 

used throughout the data preprocessing and data analysis stages. The main packages from 

NLTK are used for stop word removal, lemmatization, tokenization, corpus creation and 

sentiment analysis.  

For stop word removal, the package stopwords has been imported from nltk.corpus. Besides 

this package, it was necessary to download a list of stop words, which will be used together 

with the package to help identify and delete the stop words from the data frame. Since the 

NLTK stop removal list also includes negation words, such as “no” and “not”, these had to be 

deleted from the list first, otherwise it could have affected the accuracy of the sentiment 

classifier. The code for this process can be seen in Appendix 7. 

In the previous paragraph, the notion of negation has been shallowly touched upon, but given 

its high weight to the topic, it should be discussed more thoroughly. Negation handling is one 

of the most examined topics when it comes to sentiment analysis, because it is critical to the 

performance of the sentiment model. Negation words are essential in identifying the accurate 

sentiment polarity of a text. If not being handled properly, this can potentially affect the 

polarity of a text and even reverse it, which is certainly undesirable, as a negative text can be 

classified as positive and vice versa. As important as negation handling is, it is still a challenge 

for researchers, as no unique solution has been discovered so far. The academic studies suggest 

that the majority of the researchers are dealing with negation by reversing the polarity when 

encountering negative words. Of course, this solution is not perfect and has many critics to 
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how it is not always accurate and does not improve the model in all the cases. (Giachanou& 

Crestani, 2016) 

Another approach introduced by Kiritchenko et al. (2014) was to create two lexicons, one 

consisting of words that generally are found in contexts with negations and one without. This 

approach seemed to improve the performance of the sentiment analysis, however, it is a very 

computational heavy task. 

In this master thesis, a first attempt at dealing with negation was by using antonyms. A 

function has been defined that iterates over the content column of the dataset and replaces the 

words in the presence of negative forms such as “no” and “not” with their antonyms. However, 

this proved to be ineffective at times, as the antonyms used did not have the same contextual 

meaning as the words they were replacing, therefore having a higher chance to decrease the 

accuracy of the sentiment classifier. 

The solution implemented was to keep the negative words by eliminating them from the stop 

words list, together with building bigrams. Just by keeping the negative words, the 

performance of the model still increases because the packages for sentiment analysis are able 

to recognize these words as negative and assign them a negative score. This is still not as good 

as having a solution that can interpret the negation contextually, but it is seen as an 

improvement from the basic procedure.  

The results of applying the last three mentioned preprocessing procedures can be seen in 

Figures 11 and 12.  

 
Figure 11 - Preprocessing example 1 
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Figure 12 - Preprocessing example 2 

 

Moreover, bigrams were created and added to the dataset. Bigrams represent sequences of two 

adjacent elements, such as words. The bigrams created consisted of two words that are 

frequently found together identified at least 50 times throughout the dataset. The frequent 

words were binded together using the underscore sign and these newly created bigrams 

replaced the separate words. Among these bigrams, there were many combinations of words 

which included a negation.   

 
Figure 13 - Example bigrams 

 

Normalization  

Text normalization can be defined as the process of transforming a word into its base form. 

During this process, the base is obtained by removing the inflectional form of the word. The 

aim of normalization processes is to remove the variations of a word to draw them nearer a 

single standard form. The main goal of normalization is to improve efficiency by decreasing 

the volume of information to be processed by the computer and model. (Bao et al, 2014) 
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Two of the most popular normalization techniques used in the preprocessing stage are 

stemming and lemmatization. Stemming is the process through which words are reduced to 

their stem form, with the goal of bringing related words to a common stem. (Bao et al, 2014) 

For example, the word “children”, through stemming, would be converted into “child”. There 

is one disadvantage associated with this normalization technique: the stem form is not 

necessarily a dictionary word, which can create complications during the sentiment analysis, as 

the words may not be recognized by the models 

Lemmatization is similar to stemming, but instead of reducing the word to a stem form, it 

reduces it to the base word, a process that ensures the transformed word is found in the 

language. (Bao et al, 2014), As opposed to stemming, the lemmatized word, or lemma, has a 

dictionary form, so it does not affect the sentiment analysis performance. An example of 

lemmatization is the transformation of the word “bought” into its root form “buy”.  

Given the discussion above, only the lemmatization process has been chosen for the 

normalization of the tweets, as the stemming can affect the accuracy of the sentiment 

classifiers.  

To the apply lemmatization techniques to the dataset, the wordNetLemmatizer package from 

NLTK has been used. A function has been defined which incorporated multiple preprocessing 

techniques in order to facilitate the process and improve the time efficiency.  

Following the lemmatization process there were still some noises identified in the dataset: 

single letters with no value for the sentiment analysis. Therefore, these were removed using a 

simple function. 

Tokenization 

The last step before starting the analysis of the collected data is tokenization. Tokenization is 

defined as splitting the text into smaller units, also known as tokens, generally represented by 

words. Tokenization is an essential step when preprocessing the date for sentiment analysis. 

(Wisdom, 2016) 
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In order to tokenize the tweets, Python’s x.split function has been applied, separates the 

contents of a text using a comma as a separator.  

Figure 14 shows the first 10 rows of the dataset after the tokenization has taken place. 

 
Figure 14 - Tokenization example 

 

Data & Preprocessing for Topic Modelling: 

A second natural language processing model used in this paper is topic modelling. This 

technique will be more thoroughly described in the next section, but it is important to note the 

differences in data preprocessing. Although the cleaning and preprocessing procedure is 

similar to that for the sentiment analysis, described in the previous section, there are a few 

distinguishing steps fundamental for ensuring the best performance of the topic modelling.   

Another dissimilarity compared to the sentiment analysis, is that the topic modelling will be 

conducted on a subset of data, consisting of one year of tweets, from June 2020 to June 2021. 

The explanation for choosing a one year subset instead of the whole dataset, is that topic 

modelling consists of a more in-depth analysis, which requires not only more time, but also 

more computational power.  

Most of the steps are identical to the ones outlined in the sentiment analysis section. The same 

rationality applies in this section as well, therefore only the dissimilar steps will be discussed 

here. 
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Remove emojis 

For the sentiment analysis, emojis are important as they can contain useful information about 

the emotions of the users. However, topic modelling is not concerned with identifying 

emotions, but only with determining the most popular topics in a certain text, which is done 

using word frequency. By converting emojis to a textual representation, this affects the topic 

identification, depending on the frequency of the emojis.  Since the emojis were very frequent 

throughout the tweets, this influenced the topics found, as most of them were related to emojis. 

To prevent this situation which can lead to the misidentification of the topics, the emojis have 

been removed altogether from the dataset. 

Removing words related to cryptocurrencies  

The same reasoning described for emojis removal applies here as well: all the words related to 

cryptocurrencies and the words previously used as hashtags appear with a high frequency, 

affecting the results of the topic modelling. The cryptocurrency words such as “bitcoin”, “btc”, 

“crypto”, “Ethereum” etc. are present in a large number in the tweets and they do not reflect a 

topic, but rather the object of a topic. Accordingly, they were excluded from the text. 

 
Figure 15 - Remove Bitcoin words 

 

Remove frequent words 

Moreover, a list of the most frequent words has been compiled in order to evaluate the 

usefulness of these words. After a scrutinous evaluation, the first 20 words have been selected 

as having no value to the model and they have been eliminated to enhance performance of the 

topic modelling.  
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Figure 16 - Frequent words 
 

 
Figure 17 - Frequent words example 

 

Remove negations  

Negation words have been removed from the text together with the stop words, because they 

are the some of the most frequent words, but they do not have any influence on determining the 

topics.   

Lemmatization 

Although this step is identical to the one performed for sentiment analysis, the reasoning is 

slightly different. Lemmatization is an eminent step for topic modelling because of the nature 

of the task. The topic modelling algorithm is based on the distribution of the words, so 

identifying the correct frequency of a word is vital to the accuracy of the model. By 
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lemmatizing the words and bringing them to a standard variant which is consistent throughout 

the whole dataset, it is ensured that the topic modelling will correctly determine the frequency 

of words with different forms.  

Split data monthly 

After the whole data preprocessing has been completed, the last step before proceeding with 

the topic modelling is to split the dataset into smaller sets, using a monthly verge. By using the 

aggregate data, the frequency of some common words increases and therefore affects the topic 

identification. The one year dataset has been divided into 12 separate pandas data frames, one 

for each month. 

 
Figure 18 - Split data 

 

4.7 Data Analysis  
This chapter will demonstrate and justify the choice of data analysis methods proposed to 

answer the research question of this paper. At this stage, it is well-worth to recall that this study 

aims at investigating whether Bitcoin related tweets may contribute to the Bitcoin price 

volatility. The possible effect of Twitter posts will be measure by extracting sentiments from 

collected tweets, which will be further compared to the daily price of chosen cryptocurrency.  

Given that, the following section will introduce the sentiment analysis as a sufficient method to 

address the research problem. Moreover, to improve the model and gain different perspective 

on the topic at hand, the researchers portrayed an aspect-based sentiment analysis, which also 

includes topic modeling.  
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Furthermore, to adequately comprehend the proposed methods, it is inevitable to introduce the 

field of computational linguistics and natural language processing at the beginning of this 

chapter. Finally, a discussion regarding validity and reliability of the research will be 

presented. 

4.7.1 Computational linguistics  
Computational linguistics is an interdisciplinary field that primarily focus on the computational 

modelling and mathematical properties of natural language as well as the design and analysis 

of natural language processing systems (McEnery, 1996). Computational linguistics requires 

expertise in various fields such as artificial intelligence, machine learning, cognitive 

computing, linguistics and neuroscience. 

There are two components of computational linguistics, namely, theoretical and applied 

component. Theoretical computational linguistics concerns with issues in theoretical linguistics 

and cognitive science, whilst applied computational linguistics focuses on the practical side of 

modeling human language use (Och & Ney, 2003).  

Majority of tasks in computational linguistics aim at improving the relationship between 

computers and basic language, which includes constructing artifacts that can be used to process 

and produce language. Consequently, it requires data scientists to analyze massive amounts of 

written and spoken language in both structured and unstructured formats (Motkov, 2004) 

4.7.2 Natural language processing 
Nowadays considerable amount of important information is contained in raw text in different 

human languages. Nevertheless, computers on their own are not able to understand and extract 

meaningful insights from these unstructured text data. Therefore, one has introduced Natural 

language processing as a perfect tool to make computers capable to understand the contents of 

various documents. 

Natural language processing (NLP) is a sub-field of applied computational linguistics that 

focus on interactions between computers and human language, in particular how to program 

computers to process and analyze enormous amounts of natural language data. As a 

consequence, dedicated machines can extract relevant information and insights included in the 

documents as well as classify or sort the documents. The most common applications of NLP 
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incorporate speech recognition, natural language understanding, and natural language 

generation that could be seen in Amazon’s Alexa or Apple’s Siri. These virtual assistants 

recognize verbal commands and complete requested actions by humans, such as making a 

phone call or sending a text message.  

As depicted by Liu (2015), with the explosive growth of social media (e.g., reviews, forum 

discussions, blogs, micro-blogs, Twitter, and postings in social network sites), individuals and 

organizations are increasingly using the content in these media for decision making. Therefore, 

NLP found its another wide implementation in sentiment detection of social media data, which 

will be discuss in more details in the next subsection.  

4.7.3 Sentiment Analysis 
As defined by Liu (2015), sentiment analysis, also referred to as opinion mining,  is “the field 

of study that analyzes people’s opinions, sentiments, evaluations, appraisals, attitudes, and 

emotions towards entities such as products, services, organizations, individuals, issues, events, 

topics, and their attributes”. The technology of sentiment analysis includes the use of NLP, 

Computational Linguistics, text analysis and text mining to determine the sentiment expressed 

in a given text, often scored within values for negative, neutral and positive attitude. (Pak & 

Paroubek 2010) Sentiment analysis has its applications in a wide variety of domains including 

analyzing news, movie or food reviews and social media content.  

The main purpose of implementing sentiment analysis in this study is to determine whether the 

extracted Twitter posts are generally positive, negative or neutral in the users opinion of the 

chosen cryptocurrency. Hence, the model is extremely important since it allows to understand 

the sentiment of Twitter users towards Bitcoin. Consequently, sentiment analysis is a crucial 

part of the data analysis process conducted in this paper since the output of its module is used 

to identify any relations or patterns between Twitter interactions regarding Bitcoin and Bitcoin 

price variations.  
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Sentiment Analysis Levels  

In general, sentiment analysis could be performed at three different levels: 1) Document level, 

2) Sentence level, 3) Entity and Aspect Level. (Liu, 2015)  

Firstly, application of the model at the document level is characterize by performing sentiment 

analysis on a one piece of text, which may vary from one line of a text to a one-hundred-page 

document. This level of analysis assumes that each document expresses opinions on a single 

entity. (Provost & Fawcett, 2013). 

Secondly, task performed at sentence level requires to separate the documents into sentences 

and then determines whether each sentence expressed a positive, negative, or neutral opinion. 

Liu (2015) argue that presented level of analysis has common characteristics with subjectivity 

classification, which distinguishes objective sentences that express factual information from 

subjective sentences that express subjective views and opinions. Nevertheless, as pointed out 

by the author, the subjectivity is not equivalent to the sentiment since many objective sentences 

may contain opinions. (Liu, 2015) 

Lastly, the goal of conducting sentiment analysis on the entity and aspect level is to identify 

and extract object features that have been commented on by the opinion holder. Therefore, 

instead of examining the language constructs, such as documents or sentences, aspect level 

directly focus on the opinion itself. Hence, it is based on the idea that an opinion consists of a 

positive or negative sentiment and a target of that opinion. (Liu, 2015) 

For the purpose of this study, the researchers found it relevant to conduct sentiment analysis on 

both document as well as entity and aspect levels. The application of the entity and aspect level 

will be discussed in more details in the section regarding aspect-based sentiment analysis. 

Although, this section will focus on implementation of the document level model. The 

document is defined as a text from one day, which was achieved by grouping by all tweets 

from that particular day, whilst a single entity is represented by Bitcoin.  
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Sentiment Analysis Algorithms 

It is essential to acknowledge that sentiment analysis can be performed in various ways since 

there are many methods and algorithms to implement sentiment-analysis systems. The most 

general approaches refers to the rule-based method as well as automatic method. 

Rule-based system focus on performing sentiment analysis based on set of manually crafted 

rules according to which the words are classified as either positive or negative along with their 

corresponding intensity measure. Rule-based approach uses a lexicon, which is a component of 

NLP system that contains information about individual words or word strings. (Guthrie et al., 

1996) This may incorporate a dictionary of positive and negative words with a sentiment value 

assigned to each of the words. 

Automatic systems utilizes machine learning and statistical techniques to learn from data to 

determine the sentiment orientation. This approach is known for its precision and accuracy 

since it involves unsupervised machine learning algorithms to explore the data as well as 

supervised machine learning for classification algorithms. (Hassan et al. 2014) 

Despite that automatic approach may perform the best results, its application requires larger 

datasets than in the rule-based system as well as the existence of labelled training set. (Pang et. 

al., 2002) Even though dataset gathered for this analysis contains over two millions tweets, 

none of them is primarily labeled as positive, negative or neutral, which means that additional 

training dataset will be needed to train the machine learning algorithm. Moreover, if the 

research would like to construct the training and testing datasets on their own, they need to 

ensure equal distribution of positive, negative, and neutral tweets in the training set. It will be 

hard to achieve as there is a tendency for more positive tweets than negative or neutral, which 

may lead to unbalanced data. In this way machine learning algorithm may classify significant 

majority of the tweets as positive based on the biased learning. Therefore, considering time 

constrain as well as the lack of resources, which includes distributed-servers needed for 

training sophisticated machine learning models, it was decided to undertake rule-based 

approach to perform sentiment analysis for this paper. Nevertheless, with the use of currently 

available advanced tools, the accuracy of rule-based technique is comparable to automatic 
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approach but at lower cost level. Moreover, rule-based approach can be more easily understood 

and modified by humans, which is considered a significant advantage for this study. 

As mentioned before, rule-based systems are built on lexicons that may vary from simple one 

to more complex, which includes negation rules, distance calculations, added-variance, and 

other sufficient rules. (Liu, 2015) Since real world data, such as social media content, is very 

intricate and nuanced as it includes slang, emojis, abbreviations, misspelled words, punctuation 

or shorthand, there is a high need for sophisticated lexicons to handle this complex data. 

Fortunately, there are several sufficient Python libraries that enable to conduct rule-based 

sentiment analysis process, which not only assess the polarity of the word but they also 

consider the intensity of the words, meaning that they assess how much positive or negative the 

given word is. Additionally, those advanced lexicons also determine the subjectivity or 

objectivity of the word. The most popular and reliable tools for rule-based sentiment analysis 

are TextBlob and VADER.  

TextBlob  

TextBlob is an extremely powerful NLP library that offers its own sentiment analysis 

functionality, which is based on Natural Language ToolKit. NLTK, as previously described 

during the pre-processing stage, is a Python library that interfaces to 50 corpora and lexical 

resources, which enable to precisely conduct categorization, classification and many other 

tasks. (nltk.org)  

TextBlob returns texts’ sentimental features, such as polarity and subjectivity by using 

predefined word scores. (Loria, 2018) The polarity score is a measurement that states how 

positive or negative the given content is. Polarity value ranges between -1 to 1, where 1 means 

positive statement and -1 means a negative statement. On the other hand, subjectivity refers to 

the personal opinion or judgment as well as factual information contained in the text. (Loria, 

2018) It lies in the range between 0 and 1. The higher the subjectivity value for particular 

instance, the less objective it becomes. Additionally, TextBlob contains the intensity 

parameter, which assess whether the given word modifies the next word, for example 

‘extremely perfect’. Moreover, it is portrayed that the TextBlob can detect negation words and 
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handle them by multiplying the polarity by -0,5, which results in reversing the polarity of a 

given instance. It is also worth to notice that when a negation combines with modifiers, the 

inverse intensity of the modifier enters for subjectivity and polarity. Lastly, the library also 

offer access to semantic labels, which are remarkably beneficial for performing precise 

analysis. (Loria, 2018) 

Abovementioned TextBlob’s characteristic made it a perfect tool to support complex analysis 

and operations on textual data. Therefore, it will be implemented for sentiment analysis in this 

paper. Nevertheless, in order to gain broader overview on the topic as well as a point of 

comparison for TextBlob, it was also decided to conduct sentiment analysis with VADER, 

which is introduced below. 

VADER 

VADER (Valence Aware Dictionary and Sentiment Reasoner) is a well-known lexicon and 

rule-based sentiment analysis tool that is specifically attuned to sentiments expressed in social 

media. (Hutto & Gilbert, 2014) It relies on a dictionary that contains words and other numerous 

lexical features that are common for sentiment expression in microblogs. Each word in the 

dictionary is assigned a score measured on a scale from -4 to +4, where -4 stands for the most 

‘Negative’ sentiment and +4 for the most ‘Positive’ sentiment. Intuitively the midpoint of 0 

represents ‘Neutral’ sentiment. Subsequently,   

VADER maps the word under the consideration with the corresponding one from the 

dictionary, which is already labeled as positive or negative according to its semantic 

orientation. As a result, VADER returns the probability of a given input sentence to be 

positive, negative, and neutral. (Hutto & Gilbert, 2014) Moreover, it also provides a fourth 

score, which is a compound sentiment score that ranges from -1 to 1. The compound score is 

computed by normalizing the three aforementioned probability scores.    

VADER, similarly to TextBlob, is not only sensitive to polarity but also to intensity. 

Furthermore, proposed tool is perfectly adjusted to detect and handle negations as well as 

conjunctions. Lastly, VADER’s resource-efficient approach helps to decode and quantify the 

emotions widely contained in social media content. (Hutto & Gilbert, 2014) 
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Aspect-Based Sentiment Analysis  

In contrast to basic sentiment analysis, which extracts the general sentiment expressed in a 

piece of text, aspect-based sentiment analysis aims to obtain both the entity described in the 

text, in this case, Bitcoin related event or situation, as well as the sentiment expressed towards 

such entity. Aspect-based sentiment analysis can be divided into two main tasks, which are 

feature extraction and sentiment classification. (Liu et al., 2012) Each of these stages will be 

thoroughly discussed in separate paragraphs.  

Feature extraction 

During the first phase of feature extraction, aspect-based sentiment analysis relies on the 

feature engineering, which is an essential process of using domain knowledge to extract 

features (characteristics, properties, attributes) from raw data. (Chandrakala & Sindhu, 2012) It 

enables to identify aspects of the entity and is also known as information extraction task. For 

example, in the tweet stating ‘Bitcoin Miami conference was awesome’, the aspect is 

represented by ‘Miami conference’, while ‘awesome’ is the opinion word towards this aspect.  

In order to conduct feature extraction  process, it is inevitable to detect the dominant aspects of 

entity in a specific domain. There are four primary methods for feature determination, which 

are: 1) extraction by frequent nouns and noun phrases, 2) extraction by opinions and aspects 

relation, 3) extraction by supervised methods, and 4) extraction by topic modeling. (Li & Li, 

2015)  

As depicted by Liu (2012), in recent years, statistical topic models have emerged as a 

principled method for discovering topics from a large collection of text documents. Therefore, 

the later section will exclusively focus on introducing topic modeling as a chosen method for 

feature extraction for this paper.  

Topic modeling  

Topic modeling “is an unsupervised learning method that assumes each document consists of a 

mixture of topics and each topic is a probability distribution over words”. (Liu, 2015) The main 



65 
 

purpose of topic modeling is to uncover latent variables that govern the semantics of a 

document, these latent variables representing abstract topics. Consequently, the output of topic 

modeling is a set of word clusters, where each cluster forms a topic that is a probability 

distribution over words in the document collection. (Liu, 2015) 

There are two main statistical topic models, namely, probabilistic Latent Semantic Analysis 

(pLSA) and Latent Dirichlet Allocation (LDA). (Blei & Jordan, 2003) As opposed to pLSA, 

LDA does not require time consuming data training to estimate model parameters and thus is 

more scalable. Moreover, LDA is the most popular technique for topic modeling and is 

effectively implemented on variety of documents, such as collections of news articles, policy 

documents, social media posts or tweets. (Liu, 2015) Considering the above, LDA model has 

been used in this study to find relevant Bitcoin related topics discussed by Twitter users.  

Sentiment Classification  

After identifying the meaningful topics, one should proceed to the second phase of aspect-

based sentiment analysis, which is a sentiment classification. The process of sentiment 

classification broadly refers to binary or multi-class categorization that includes two important 

tasks, namely sentiment polarity assignment and sentiment intensity assignment. (Chandrakala 

& Sindhu, 2012) The former task determine whether the expressed opinion on different aspects 

are positive, negative or neutral, whilst the later task includes the analysis whether the positive 

or negative sentiments are mild or strong. As already discussed in the previous subsection, 

various tools and techniques could be undertaken to conduct meaningful Sentiment 

Classification. However, based on the aforementioned arguments from previous section, it was 

decided to apply VADER as the best sentiment tool.  

4.8 Quality of research 
Assessing research quality is an essential task while conducting scientific papers, especially the 

ones with quantitative methods. (Veal, 1997) There are two main aspects that need to be taken 

into consideration to evaluate research quality, namely validity and reliability. Both of them 

not only refers to the quality of the collected data but also to the quality of conducted study. In 

general, validity is defined as “the extent to which the information presented in the research 

truly reflects the phenomena which researcher claims it reflects”. (Veal, 1997)  
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There are two main types of validity: internal validity and external validity. Internal validity 

aims to measure how accurate the phenomena under consideration is represented by the chosen 

measures and collected data. (Veal, 1997) Therefore, to ensure high level of accuracy, the 

researchers extract data exclusively from trusted and academic, peer reviewed sources. 

Moreover, the data collection process was manually performed by the researchers and then 

double-checked to avoid any errors. 

External validity focus on generalisability or representativeness, which means to what extent  

findings can be applied beyond the specific case. Considering that this paper is a single case 

study, as it investigates the price volatility of one cryptocurrency, applied methods do not seek 

to produce findings which are generally representative. (Veal, 1997) Nevertheless, sufficient 

relationship could be established between the case study and applied theories. Hence, this 

paper may not yield in generalisations about the population, but it may portray valid insights in 

relation to the theory. 

Similarly to validity, one can also distinguish between internal and external reliability. Internal 

reliability indicates whether there is a consistency throughout all stages of the paper, whilst 

external reliability refers to the reproducibility of the findings. (Saunders et al., 2007). 

According to Veal (1997), a reproducible study means that undertaken data collection 

techniques and analysis methods will yield the same results if they were repeated by the same 

researchers at different occasion or by someone else.  

In this paper, the internal reliability was accomplished by involving two researchers in data 

gathering and analysis. On the other hand, external reliability was ensured by setting special 

parameter, called ‘random state’, which guarantees that all of the random numbers, used in the 

analytical models, are generated in the same order. 
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5. Analysis & Results 
 

The following section introduces the implementations of the models as well as the 

corresponding results. Figure 19 displays the visual illustration of the process undertaken 

during analysis.  

 

 
Figure 19 - Data Analysis diagram 
 

5.1 Document Level Sentiment Analysis  
As discussed in the methodology section, the first data analysis method, undertaken to address 

the research question, refers to the sentiment analysis conducted at the document level. It is 

well-worth to recall that for the purpose of this study a document is defined as a content of a 

single tweet. As a consequence of sentiment analysis application, each tweet will be labeled as 

positive, negative or neutral according to its semantic orientation. 
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Since Twitter data is known for its lack of structure and its high levels of noise, prior to 

sentiment analysis implementation, collected tweets were extensively preprocessed, as 

described in the former chapter. The preprocessing was conducted with the use of Natural 

Language Toolkit (NLTK), which is known as one of the most powerful Python libraries that 

supports text preprocessing for sentiment analysis application. (nltk.org)  

Finally, all unnecessary columns have been removed, which results in obtaining the final 

dataset with 2 columns and 2,195,405 rows. Remaining columns, which are ‘Date’ and 

‘content_tokenize’ refer to the date of the Twitter post and actual tweet text after tokenization. 

Figure 20 illustrate first 10 rows of the final dataset.  

 
Figure 20 
 

Among various sentiment analysis algorithms, the researchers have selected TextBlob and 

VADER as the most relevant tools to identify the emotional tone behind a body of text. Both 

libraries are built upon Natural Language ToolKit (NLTK) to compute Natural Language 

Processing (NLP) tasks. It is important to notice that since VADER effectively handles emoji 

detection, emojis were not substituted with the corresponding textual meaning, as it was a case 

for TextBlob. Hence, emojis remain untouched during the preprocessing for VADER.  

The subsequent two paragraphs will present the implementation of TextBlob and VADER as 

well as their corresponding results.   
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5.1.1TextBlob Analysis & Results 
As a starting point, it is essential to import TextBlob liabrary with the following code: 

 

 
Figure 21 

 

The algorithm used by TextBlob provides the sentiment scores in the form of polarity and 

subjectivity that were discussed in the previous section. However, for the purpose of this study, 

subjectivity score is not considered relevant to address the research question since the 

researchers are interested in the emotions of the given tweets rather than assessing whether the 

tweet is subjective or objective. Consequently, it was decided to solely focus on the polarity 

score that could be achieved by means of the presented function: 

 

Once the function is generated, it can now be applied to the preprocessed text contained in the 

column ‘content_tokenize’. With the use of NLTK library, TextBlob is able to assign an 

individual polarity score to each of the word within the single tweet. Following that, by means 

of averaging technique, it calculates the pooled polarity score for the whole Tweet content. In 

this way each row is assigned a score that lies in the range from -1 to 1. Computed score will 

be stored in the newly created column, called ‘Polarity’.  

Figure 22 

Figure 23 
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Figure 24 

 

In order to assess the sentiment orientation of each tweet, getAnalysis function has been created 

and applied on the ‘Polarity’ column. As indicated from below, a tweet is considered as 

positive when the polarity score is higher than 0, negative when it is lower than 0 and finally 

neutral when it is equal 0.  

 
Figure 25 

 

 
Figure 26 
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After the successful classification of tweets’ sentiment, the whole dataset will be grouped by 

date and analysis. As a result, the newly created dataset will provide the information regarding 

how many negative, neutral and positive tweets are there per each day.  

 
Figure 27 

 

 
Figure 28 

 

At this point, there are three polarities with their corresponding value counts for each day. 

Therefore, to gain an overall daily sentiment, the researchers check which polarity count value 

is the highest during the given day. Consequently, as depicted by the graph below, there are 

1325 days where the dominant polarity is positive and 136 when the dominant polarity is 

neutral. Surprisingly, none of the day has been assigned a negative sentiment.  

 
Figure 29 
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Figure 30 

 

The above results demonstrate an overview of the prevailed daily sentiment of the Bitcoin 

related Tweets during the 4 years period. Even though the vast majority of the tweets occur to 

be positive, the researchers still endeavor to obtain the insight whether there is a correlation 

between polarity score and Bitcoin price. Therefore a new data frame has been created, which 

includes tweets grouped by date and the polarity score mean for each day.  

 

 
Figure 31 
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Following that, the sentiment orientation has been assigned to each day based on the average 

polarity score. Next, the Bitcoin price has been added to the data frame and the last step refers 

to the computation of two charts, one illustrating the Polarity over time and the second one 

demonstrating Bitcoin Price over time. The aim of the following graphs is to determine 

whether the change in those two variables follow similar pattern.  
 

 

 

 

 

 

 

 

 

 

 

Figure 32 

 

 

 

 

 

 

 

 

 

Figure 33 

Looking at the graph 1, it could be noticed that there is an overall increasing trend in Polarity 

with several significant peaks. However, while compering to the graph 2, it cannot be stated 

that the price change follow the same pattern as the polarity change over the given period of 

time. 
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Furthermore, result from the graphs was supplemented by a calculation of the correlation score 

since as depicted by Kumar (2015), correlation analysis is dedicated to discover the 

relationship between two aspects of a situation.  

 

 

Figure 34 

 

Presented table shows that the correlation between price and polarity is 0,0158. Since the 

achieved value is above 0, the correlation is positive. Nevertheless, it is considered eminently 

low.  

5.1.2 VADER Analysis & Results 
This section will describe the process of conducting the sentiment analysis using the VADER 

package in Python and it will present the corresponding results.  

The VADER sentiment analysis is conducted similarly to the one in TextBlob, with small 

differences in the code used, which is dependent on the Python package. The main 

dissimilarity in the analysis is how the packages work in identifying the sentiment, as 

described in the the Methodology section. 

The process starts by loading the necessary packages and the already preprocessed data frame. 

Then, the Sentiment Intensity Analyzer from VADER is being loaded into a variable called 

“analyzer”. Using this analyzer, four new columns will be added into the already existing data 

frame: one column for the negative score, one for positive, one for neutral and one for the 

compound score. The first three columns, as the name suggests, represent the scores attributed 

to each sentiment category, in terms of proportion. The compound column is a metric based on 

the three scores.  
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Figure 35 

 

Figure 36 

As it can be seen in Figure 36 after applying the Sentiment Intensity Analyzer on the data 

frame, each tweet has been attributed a negative, positive, neutral and a compound score.  

A similar step included also for TextBlob analysis is defining a function which will determine 

the sentiment label based on the compound score. The function is identical to the one presented 

previously and the results of its application can be seen in Figure 37 below.  

 

Figure 37 
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In order to be able to draw some insights and results from the model, it was necessary to 

aggregate the tweets. Therefore, these have been grouped by using the Date and Sentiment 

column and count as an aggregation function. The results shown in Figure 38 display the 

number of positive, negative and neutral tweets in each day.  

 

Figure 38 

Moreover, only the sentiment with the highest count has been selected for each day, as this 

would become representative for the general sentiment displayed in that day.  

 

Figure 39 
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The graph below shows the distribution of sentiments among the 1481 days. As it can be 

clearly seen, the results are similar to the ones obtained using TextBlob, with only a slight 

difference between them.  

 

Figure 40 

 

Figure 41 

Additionally, a correlation score can be calculated to gain better insight into the relationship 

between the Bitcoin price volatility and the dominant sentiment on Twitter. First, the tweets 

have been grouped by again, this time using mean as an aggregation function. The tweets have 

been grouped by day and the compound score is now an average of all the scores in that day. 
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Figure 42 

 

Figure 43 

 

Figure 44 

The two graphs above show the change over time in the compound score and Bitcoin price. 

Already by looking at the graphs it can be observed that there does not seem to be any similar 
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pattern between the two variables that could indicate a significant relationship. To verify this, 

the correlation score has been calculated below:  

 

Figure 45 

 

The correlation between the Bitcoin price and the compound is 0.024, which is very close to 0. 

The low  correlation score implies  that there is no relationship between the two variables, the 

price and the compound.  This is in line with the results of the previous sentiment analysis 

conducted using TextBlob,  where a similar low but negative score has been identified.  

Considering that the results obtained from the document level sentiment do not yield 

significant correlation, the researchers agree to undertake different approach that focus on 

sentiment analysis on the entity and aspect level, which is further referred to as an aspect-based 

sentiment analysis.  

5.2 Aspect-Based Sentiment Analysis 
While reviewing social media content, it is noticeable that Twitter society not only use Bitcoin 

hashtag while referring to the Bitcoin related situation, but also while expressing general 

thoughts regarding other cryptocurrencies. As a result, in the day associated to the relevant 

Bitcoin situation, the aggregated daily polarity score may be not accurate, since it includes bias 

from Twitter users posting common thoughts under #bitcoin, which was used as the key phrase 

when extracting Twitter data. Therefore, to tackle this constrain, it was decided to apply 

aspect-based sentiment analysis. 

In contrast to document level sentiment analysis, which extracts the general sentiment 

expressed in each tweet, aspect-based sentiment analysis focus on determining both the entity 

described in the text as well as the sentiment articulated towards that entity. For the purpose of 
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this paper, an entity is defined as any Bitcoin related event, situation or attribute. Hence, the 

model help to group tweets by the most popular topics and assign sentiment orientation to each 

of them.  

Prior to the implementation of the aspect-based sentiment analysis, it is essential to recall that 

the analysis is performed on the subset of collected data, consisting of one year of Twitter 

posts, from June 2020 to June 2021. The reason for decreasing the number of tweets from the 

initial dataset is driven by the fact that the topic modelling, which is part of the aspect-based 

sentiment analysis, requires not only more time but also more computational power. Moreover, 

the process of topic modeling is based on the in-depth analysis. Therefore, in order to increase 

credibility of the results, it was decided to conduct 12 separate aspect-based sentiment analysis 

for each month. The following section will exclusively portray the results from June 2021, as 

they were considered the most interesting and adequate to present.  

As discussed in the methodology section, text aspects were extracted by the means of topic 

modeling techniques, whilst sentiment classification was performed with the use of VADER.  

5.2.1 Topic modelling 
 

Bigrams 

After the cleaning and preprocessing of the raw data extracted from Twitter, the researches 

have decided to implement n-gram model to increase the accuracy of the topic modeling. More 

specifically, the process focus on determining 2-word phrases, known as bigrams that have 

been frequently occurring together. Once such complementary words have been identified, 

they were further concatenated, so that topic modeling algorithm can perceive such a bigram as 

a one word. Example of the most relevant bigrams are depicted in figure below.  
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Figure 46 

 

As indicated in Figure 46, the first four bigrams refers to 1) ‘El Salvador’, which is a country 

in Central America that has recently adopted Bitcoin as a legal tender, 2) ‘Elon Musk’, who is 

the CEO of SpaceX and Tesla, and is the active Twitter user especially within cryptocurrency 

field, 3)’legal tender’, which is a legally recognized payment instrument, that could also refer 

to the recent announcement of El Salvador president, 4) ‘Michael Saylor’, who is the co-

founder of MicroStrategy, that is constantly increasing its Bitcoin holdings.  

Based on the above, construction of the bigrams seems sufficient for the purpose of this paper. 

Thus, with the use of genism package, 2-word phrases have been implemented into the 

preprocessed tweets, which led to the final dataset demonstrated in Figure 47.  

 

Figure 47 
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The next stage will incorporate the identification of dominant topics that Twitter users talk 

about with respect to Bitcoin. As argued in the methodology section, topic modeling was 

performed by means of LatentDirichletAllocation. The LDA model could be implemented 

through genism library and sklearn library. In order to increase accuracy, the researchers have 

decided to undertake both approaches.  

LDA with Gensim 

After successful installation of genism library as well as all necessary packages, the researchers 

need to specify several crucial parameters for the LDA model.  

There are two main inputs, namely dictionary and corpus. Dictionary contains the mapping of 

all words from preprocessed Tweets to their unique word ID and is used to determine the size 

of the vocabulary. On the other hand, corpus consist of abovementioned word ID and its 

frequency in each document. Hence, by the use of dedicated codes (Figure 48), preprocessed 

Twitter text has been represented as a bag of its words, known as Bag of words (BoW).  

 

 

Figure 48 

 

In addition to corpus and dictionary, the researchers has specified the subsequent parameters:  

30 passes through the corpus during the training, 200 iterations through the corpus and 10 000 

documents to be used in each training chunk. Moreover, to assure the reproducibility of results, 

a random state of 0 has been established. Finally, the number of topics was determined by 

computing the coherence score for each topic within the range of [2,11]. It means that the LDA 

model was performed 9 times by the use of the following code:  
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Figure 49 

 

The results outlined in Figure 50, indicate that the coherence score keep increasing with the 

number of topics and it reaches a peak at 8 topics with the score value of 0,44. Therefore, it is 

reasonable to pick the LDA model that yields the highest coherence score.  

 

Figure 50 

 

Consequently, the final topic modeling by means of LDA from genism package was performed 

to gain 8 dominan. Each topic is a combination of keywords and each keyword contributes a 

certain weightage to the topic. Figure 51 demonstrate 8 topics with their 7 corresponding 

keywords. 



84 
 

        

 

It could be noticed that not all key words seem relevant. Nevertheless, there are still some 

meaningful results that may contribute to extracting few prominent topics. 

In order to gain some visual interpretation, all topics have been displayed in the interactive 

chart that depicts marginal topic distribution. The larger the circle on the graph the higher the 

value of the marginal distribution.  

Figure 51 
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The most appealing bubble in Figure 52 includes words such as ‘conference’ and ‘miami’, 

which clearly refers to the biggest Bitcoin conference held in Miami in June 2021.  

 

Figure 52 

Another topic that is important to mention involve words such as ‘mining’, ‘energy’, ‘china’, 

‘power’, ‘miners’ and ‘government’. Hence, there is a strong association with the recent 

announcement of Chinese government to ban Bitcoin mining.  
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Figure 53 

 

Third prominent topic refers to ‘el_salvador’, ‘legal_tender’, ‘country’, ‘currency’, ‘president’, 

‘nayibbukele’. All of these words point out to the declaration of Nayib Bukele, president of El 

Salvador, that the Bitcoin will be considered as a legal tender.  
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Figure 54 

Lastly, it is noteworthy that phrases such as ‘elon’ and ‘elonmusk’ illustrates the influential 

power of Elon Musk’s Twitter posts regarding Bitcoin. 
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Figure 55 

 

Taking into account the considerable insights derived from proposed result, it could be 

concluded that there were 4 dominant topics in June 2021: 

1) Bitcoin conference in Miami 

2) Ban of Bitcoin mining in China 

3) Bitcoin as a legal tender in El Salvador 

4) Influencing power of Elon Musk 

LDA with Sklearn 

The second approach to the LDA model will be conducted by means of Sklearn library. The 

main distinction from the genism example is that the current model incorporates TF-IDF as a 

more sophisticated method for bag of words creation. Previously explored doc2bow technique 
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only describes a document in a standalone fashion without considering the context of the 

corpus. Nevertheless, TF-IDF takes into account the relative frequency of words in the 

document against their frequency in other documents. Hence, the process of document 

vectorization with the Tf-IDF score was performed by the use of TfidfVectorizer transformer.  

Figure 56 covers all TF-IDF steps.  

 

 

Figure 56 

Next stage refers to the specification of the LDA parameters. For this model, the researchers 

have defined only 3 features: number of topics being 8, maximum iterations of 30 and 

‘random_state’ equals 0. Other input values remained as default. Once the LDA model has 

been requested, it could be fit into vectorized version of the text. Consequently, the following 8 

dominant topics have been determined: 

 

Figure 57 

 



90 
 

Examining the figure above, it is important to perceive that majority of key words, identified 

with genism library, are also present in the current approach. The most remarkable phrases 

includes: ‘el_salvador’, ‘mining’, ‘china’, ‘miners’, ‘miami’, ‘conference’, ‘elonmusk’, 

‘elon_musk’, ‘tesla’ and ‘elon’. 

It could be concluded that both libraries were successful in their capabilities, even though they 

yield slightly different results. Nevertheless, the main topics remain the same.  

Considering that the Sklearn library provides more sophisticated and advanced tools, it was 

decided to pursue with the output generated by this library. Hence, the achieved topics served 

as the main aspects for the further process of aspect-based sentiment analysis. Consequently, 

the following steps endeavor to determine one prominent topic as well as a sentiment score for 

each tweet.  

Having said that, each document has been assigned one dominant topic based on the highest 

relevance score computed for each topic, as outlined in Figure 58. 

 

Figure 58 

5.2.2 Sentiment Classification 
The process of detecting sentiment orientation of each Twitter text has been computed with 

VADER algorithm. More detailed description of the VADER technique was portrayed in the 

previous result section regarding document level sentiment analysis. However, it is essential to 

recall that VADER analyzes the documents with the SentimentIntensityAnalyzer() function. 

Subsequently, based on the compound sentiment score, calculated for each tweet, VADER 

assign positive, negative or neutral label to every document.  

The next step incorporates the merger of the topic related dataframe with the one including 

sentiment scores. The first 10 rows are displayed in the Figure 59. 
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Figure 59 

 

Taking into account that not all of the 8 dominant topics are implicating meaningful results, the 

researchers have chosen 4 with the most relevant keywords. As a consequence, the final 

analysis includes the following topics: 

 

Figure 60 

 

Finally, by the use of groupby() function, all documents have been grouped by the dominant 

topic and sentiment orientation. Subsequently, the count() function has been used to calculate 

how many tweets there are for particular topic and for each sentiment.   
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Figure 61 

 

For simplicity of the results interpretation, the researchers referred to the topics as follows: 

Topic 1: ‘El Salvador’ 

Topic 2: ‘China Mining’ 

Topic 3: ‘Miami Conference’ 

Topic 7: ‘Elon Musk’ 

It could be observed from Figure 61 that the most popular aspect of Bitcoin discussed during 

June 2021 relates to El Salvador. This topic has been an area of interest for 81 991 Twitter 

users. More than a half of tweets, which is 40 814, associate positive emotions towards the 

topic. Nevertheless, there is also quite significant number of negative posts that sum up to 24 

886.  

Second the most frequent topic, among Twitter users, concerns the Bitcoin mining in China. 

As opposed to the first topic, the highest value count is now represented by negative 

expressions included in 22 250 tweets. The positive sentiment is determined in 10 084 posts, 

which stands for the half of the negative values. 
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Third topic, with the total number of tweets being 19 612, refers to the Bitcoin conference in 

Miami. The event mostly contributed to the positive mood among Twitter society. 

Lastly, it is noteworthy that Topic 7 does not refer to any Bitcoin event, but rather to the well-

known person, Elon Musk.  

In order to gain visual insights of the sentiment discribution among chosen topics, Figure 61 

has been plotted in form of a bar graph, shown in Figure 62. 

 

 

 

Figure 62 
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6. Discussion 
 

The main purpose of this study was to investigate whether the social media mood extracted 

from Bitcoin related tweets help to understand the Bitcoin price volatility. In order to reach 

research objectives, two different data analysis models have been implemented. The results of 

the document level sentiment analysis show that more than 90% of the days yield positive 

sentiment orientation, while only one day out of the 1481 days have been identified as 

negative. Comparing the daily polarity score and the daily prices, it can be observed that the 

sentiment of the tweets tended to stay positive, regardless of price changes. Moreover, 

correlation score computed by two algorithms, TextBlob and VADER, was significantly low, 

with the value close to 0. Consequently, it could be stated that there is no correlation between 

daily Twitter sentiment and Bitcoin price movements.  

One of the limitations that could affect the performance of the models is related to the behavior 

of the Twitter users who are not always using the hashtags as expected. For example, Twitter 

society not only use Bitcoin hashtag while referring to the Bitcoin related situation, but also 

while expressing general thoughts about cryptocurrencies. This implies that the accuracy of the 

models might be reduced due to the bias from Twitter users posting common thoughts under 

#bitcoin, which was used as the key word when extracting Twitter data.  

Since the aggregated daily sentiments occur to be not an accurate indicator of Bitcoin price 

volatility, it was decided to implement more sophisticated method, which is aspect-based 

sentiment analysis. This model requires more computational power and resources, thus it was 

decided to limit the dataset to 1 year, from June 2020 to June 2021. To yield more accurate 

results, the subset has been divided into 12 different data frames, one for each month.  

The aspect-based sentiment analysis consists of two essential stages, namely feature extraction 

and sentiment classification. Although, the model has been applied to 12 months, the most 

interesting results were identified in June 2021.  
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The first relevant topic contains key words that point towards the Miami Bitcoin conference, 

which was held in Miami, USA on the 4th and 5th of June 2021. This was the biggest Bitcoin 

event in history, with more than 12,000 attendees and specialized speakers from the Bitcoin 

community. The most remarkable element of the conference was the announcement made by 

Nayib Bukele, the president of El Salvador. He communicated a partnership with digital wallet 

company Strike, to develop the country’s financial infrastructure based on the Bitcoin 

technology. As a result, El Salvador takes the lead by being the first country in the world to 

adopt Bitcoin as legal tender. It is well worth to notice that even though the announcement took 

place during the Miami conference, it was identified as a separate topic during feature 

extraction phase, which demonstrates the magnitude of the news.  

Both topics display positive prevailing sentiments, which is aligned with the nature of the 

events and their implications. A positive sentiment for the Miami conference was expected, 

since it is an event for Bitcoin enthusiasts, where they can share innovative insights within the 

field. The same reasoning could be applied to the announcement made by the El Salvador 

president, as it represents a promising step into the future for Bitcoin.  

However, while looking at the Bitcoin price (Figure 63) from 4th to 8th June 2021, in contrary 

to the expectations, there has been a significant price decrease. The explanation of this 

unanticipated drop can be found by exploring another dominant topic, which refers to Elon 

Musk. It is not surprising that he was identified within several key words given his social status 

as well as his active engagement in Bitcoin content on social media. 
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Figure 63 

Reviewing Elon Musk’s most popular posts from June 2021, an interesting tweet (Figure 64) 

has been found, which was posted on the first day of Miami Conference. This tweet  embodies 

a meme suggesting a ‘break up’ with Bitcoin. It is out of the scope of this study to analyze the 

exact meaning behind this tweet, nevertheless, there is a strong implication that this post 

express negative sentiment.   

 

Figure 64 - Post extracted from Elon Musk's Twitter https://twitter.com/elonmusk/status/1400620080090730501 
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Considering the above, it could be hypothesized that Elon Musk has such a strong influence, 

that with one negative post he was able to eliminate the positive effects associated with Miami 

conference, which may have led to price increase.  

The last dominant topic points towards Bitcoin mining in China. On the 20th June 2021, the 

Bitcoin mins in South-West China were closed due to the regulatory scrutiny. This was a 

consequence of the Bitcoin ban announcement by the Chinese government. It is estimated that 

more than 90% of mining capacity will be shut down due to the ban. The event was broadly 

discussed among Twitter users, who have expressed their negative sentiment as exemplified in 

Figure 65.  

 

 

Figure 65 

 

While looking at the graph from Figure 63, it could be discovered that there is a significant 

drop in Bitcoin price on June 21st, which is aligned with the results from the sentiment 

classification yielding negative emotion.  

All things considered, aspect-based sentiment analysis, in comparison to document level 

sentiment analysis, is more suitable for determining the link between the price and social media 

content. However, the aspect-based model is still not a perfect tool to fully explain the 

cryptocurrency price movements due to the several limitations that can affect the accuracy of 

the model.  

One of the first limitations identified is the lack of proper techniques to analyze multimedia 

content included in the tweets, especially pictures such as memes. Many users post pictures 
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instead or along text to convey opinions and emotions, therefore they are relevant for the 

sentiment analysis and by omitting them, the accuracy of the model can be affected.  

Another limitation focuses on the language style used by individuals on social media 

platforms, such as slang and sarcasm. The use of slang is very common among Twitter 

community, which cannot be handled properly by the natural language processing techniques 

implemented in this paper. Sarcasm detection is another challenging task when working with 

sentiment classification, that needs to be addressed correctly, since it has the power to reverse 

the polarity of the sentiment. 

Overall, there is not enough evidence to conclude that the price movements follow the 

sentiment orientation of the given topics.  

Lastly, it is an already well-known fact that news have a powerful influence on the price of 

securities, but with the increasing popularity of social media, news are also breaking on these 

platforms. The conclusions made throughout this paper do not imply the lack of importance of 

the news announcements on the price of Bitcoin, since it has been acknowledged that they are 

highly influential factors. News have the ability to affect the sentiments, as well as to express 

emotions on their own. From the concepts proposed by behavioral finance as well as the 

empirical findings, it can be recalled that emotions have an effect on the decision making 

process of an investor. Therefore, it can be argued that the sentiment analysis conducted on the 

tweets is still relevant, as it can provide insight on the sentiments stemming from the news. 

Moreover, social media can also have an intensifying effect on the sentiments by spreading the 

information at a faster pace.  
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7. Conclusion 
 

This master thesis examined the relationship between the sentiments extracted from Twitter 

posts and the Bitcoin price volatility. Drawn from behavioral finance, concepts such as 

cognitive biases, herd behavior and emotions have been explained and linked to the decision 

making process of investors. Moreover, the value of sentiment analysis as a significant tool has 

been presented, based on the evidence that emotions affect the decision making process. In 

order to answer the research question, two main approaches have been combined: applying a 

document-level sentiment analysis and identifying the correlation between the polarity score 

and the price movements and an aspect-based sentiment analysis, which proposes to determine 

dominant topics discussed on Twitter and their prevailing sentiments.  

After conducting an extensive literature review, the data collection process was initiated. The 

data was collected from Twitter for 2017-2021, using a package from Python. The raw dataset 

consisted of more than 2.1 million tweets related to Bitcoin and 27 variables. Preprocessing the 

dataset was an essential step to ensure a proper performance of the classifiers and it consisted 

of three main stages: noise removal, normalization and tokenization.  

Once the data has been cleaned and preprocessed, it was ready for the analysis stage of this 

study. The analysis started with the document-level sentiment analysis, which was conducted 

using two different Python packages. Both models exhibited similar results: preponderant 

positive sentiments for the aggregated daily data and no correlation determined between 

polarity score and price changes.  

Given the shortcomings of the first tool to provide some insights on the link between social 

media sentiment and Bitcoin prices, a more complex technique has been implemented, the 

aspect-based sentiment analysis. This model has been applied only on a subset of the data, 

consisting of 1 year of tweets from June 2020 to June 2021. First, the dominant topics are 

being extracted from the dataset using topic modelling, then, the sentiment classifier labels the 

data as either positive, negative or neutral. The results of this analysis are rather inconsistent, 

since for the China mining topic, the movement in price seems to follow the negative sentiment 
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of the event, but for the other topics, the price development does not appear to align with the 

prevailing emotion.   

Several limitations are being described which can affect the accuracy of the models: lack of 

proper techniques to interpret multimedia content, use of slang and use of sarcasm.  

To sum everything up and to answer the research question formulated at the beginning of this 

paper: there was not enough evidence to confirm a significant relationship between the 

sentiment derived from Twitter and the price volatility of the cryptocurrency, however, 

sentiment analysis on social media can still be valuable, as discussed previously, perhaps using 

different approaches and techniques.  

7.1 Further studies 
On the basis of the above, several suggestions for further studies can be proposed. First, future 

research can focus on implementing techniques that are able to handle multimedia content, for 

example using image processing in the data transformation phase. This can help improve the 

accuracy of the classifier, by including more relevant content in the analysis. Another 

suggestion for further research is to use a machine learning sentiment model. This involves 

building from scratch a model that is being trained to classify data using the a sample of the 

dataset. This is a more complex approach that requires a balanced dataset, more computational 

power and  time.
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2. Appendix 2 – Code snip for Installing and loading Python packages  

 

 

3. Appendix 3 – Code snip for Loading and merging data 
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4. Appendix 4 – Code snip for removing unnecessary columns 

 
 

5. Appendix 5 – Code snip for emoji handling 

 

6. Appendix 6 – Code snip for expanding contractions 
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7. Code snip for stop words removal 
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