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English summary 

This dissertation analyzes how artificial intelligence (AI) technologies are being governed, with 

an emphasis on the experiences of the United States and China. The thesis is positioned at the 

intersection of platform- and technology-related governance and regulation, rooted in literature 

emanating from disciplines such as information systems, institutional theory, and political economy. 

The thesis elaborates on a range of governance mechanisms for AI located across technical, 

organizational, and institutional levels. Drawing on the empirical cases of the United States and China, 

the overarching research question of the thesis inquires: how is artificial intelligence governed in the 

United States and China, and what are some of the broader implications for the governance of AI?  

The motivation for this research question rests on the insight that the approaches to AI governance 

by the United States and China will inform AI governance regimes elsewhere in significant ways. 

While scholars from several academic fields have contributed to the existing literature on AI 

governance, many unfulfilled gaps have barely been dealt with. In particular, as more vigorous calls 

for AI regulation have emerged, little is known about the interactions between new and incoming AI 

regulation and firm-level behavior and innovation. Second, while AI technologies are already 

implemented in most sectors and industries, little is known about how discrete AI fields gain 

legitimacy and become institutionalized over time. Third, while a great number of national AI policies 

and innovation strategies have been released, how these interact with and affect AI innovation has 

been little studied. Finally, even though international competition in areas such as AI and 

semiconductors is on the rise, the effects of great power competition on technological governance 

and data privacy preferences have been little studied.  

To address each of these gaps and answer the main research question, the dissertation employs a 

mixed-methods approach to the study of AI governance. The first article of this thesis examines four 

kinds of AI regulation in the United States. The article finds that while regulation may decrease firm 

managers’ intent to adopt AI technologies, it increases the salience of AI-related ethical concerns. 

The second article looks at how AI technologies gain socio-technical legitimacy. The article finds 

that variations within digital and institutional infrastructure affect processes of obtaining socio-

technical legitimacy. The third article focuses on China’s policy initiative to create National Open 

Innovation Platforms for AI. The article uncovers several government mechanisms that affect the 

resourcing tools and securing rules of innovation platforms, all of which have broader implications 
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for AI innovation. The fourth article assesses how great power competition between the United States 

and China affects the data privacy preferences of Chinese citizens. The main finding, that tech 

competition shifts citizen willingness to share data, has underlying implications for the design of AI 

governance regimes. The findings of the thesis build on 24 months of field research in China and the 

United States, as well as on the analysis of 4,391 survey-based observations, 16 interviews, and more 

than 2,000 archival records. 

Building on its theoretical and empirical findings, the dissertation advances a holistic 

understanding of AI governance. Specifically, this thesis, first, clarifies how governments have 

several mechanisms at their disposal to affect platform governance processes and associated forms of 

generativity, which has implications for AI innovation. Second, the thesis demonstrates that 

policymakers, firms, and civil society participants all are capable of influencing how AI technologies 

are accepted or rejected at a socio-technical level. Third, it documents the essential role AI regulation 

plays in fostering more ethically oriented AI solutions. Lastly, it indicates why and how competition 

among nations can have significant consequences for associated forms of AI governance. Based on 

lessons from the United States and China, national differences in AI governance are likely to have 

implications for AI alignment at the international level. 

 

Keywords: artificial intelligence, innovation, governance, mechanisms, United States, China 

JEL codes:  K24  Cyber Law 

L38  Public Policy 

L51  Economics of Regulation 

O25  Industrial Policy 

O33  Technological Change: Choices and Consequences • Diffusion Processes 

O36  Open Innovation 
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Danish summary 

Denne afhandling analyserer hvordan kunstig intelligens (AI) bliver styret ud fra USA og Kinas 

erfaringer. Afhandlingen er placeret i krydsfeltet mellem platform og teknologirelateret styring og 

regulering, forankret i litteratur inden for informationssystemer, institutionel teori og politisk 

økonomi. Specialet bidrager ved at uddybe en række styringsmekanismer for kunstig intelligens der 

er placeret på tværs af tekniske, organisatoriske og institutionelle niveauer. Afhandlingens 

overordnede forskningsspørgsmål er: hvordan styres kunstig intelligens i henholdsvis USA og Kina, 

og hvad er nogle af implikationerne heraf for fremtidig styring af AI? 

Motivationen for dette forskningsspørgsmål hviler på refleksionen af, at AI-relaterede 

styringsmekanismer udviklet i USA og Kina, vil have vigtige konsekvenser for andre lande. Den 

eksisterende litteratur omkring styringen af kunstig intelligens består af en bred vifte af akademiske 

discipliner, imens der er mange vigtige spørgsmål omkring AI-relateret styring der endnu ikke er 

blevet berørt. Forholdet mellem AI-lovgivning og AI innovation er for eksempel ikke blevet tæt 

studeret. For det andet, mens kunstig intelligens er blevet implementeret i mange sektorer, forbliver 

vores viden om hvordan kunstig intelligens opnår social-teknologisk legitimitet i høj grad ukendt. 

For det tredje, mens et stort antal nationale AI-politikker og innovationsstrategier er blevet frigivet, 

er det lidt undersøgt, hvordan disse interagerer med og påvirker AI-innovation. Til sidst, mens 

geopolitisk konkurrence i henhold til kunstig intelligens er stigende, har forholdet mellem af 

stormagtkonkurrence og teknologisk styring ikke modtaget meget opmærksomhed.  

For at adressere disse områder samt at besvare det overordnede forskningsspørgsmål, anvender 

afhandlingen blandede metoder til at forstå social-teknologisk styring af kunstig intelligens. Den 

første artikel i afhandlingen undersøger fire forskellige former for AI-regulering i USA. Artiklen 

finder negative, men heterogene virkninger af forskellige former for AI-lovgivning på AI-adoption. 

Artiklen finder også, at AI-regulering øger vigtigheden af etiske spørgsmål forbundet med brugen af 

kunstig intelligens. Afhandlingens anden artikel ser på, hvordan forskellige AI-teknologier opnår 

social-teknologisk legitimitet. Artiklen konstaterer, at uensartede AI-teknologier er underlagt 

forskellige udviklinger inden for digital og institutionel infrastruktur, hvilket påvirker deres grad af 

legitimitet. Den tredje artikel fokuserer på Kinas politiske initiativ med at skabe nationale åben 

innovations platforme inden for kunstig intelligens. Artiklen opdager flere styringsmekanismer, der 

påvirker ressourceværktøjer og sikringsregler for innovationsplatforme, hvilket har implikationer for 
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AI-innovation. Den fjerde artikel vurderer, hvordan stormagtskonkurrence mellem USA og Kina 

påvirker individers præferencer for databeskyttelse. Artiklen finder, at grundet teknologisk 

konkurrence mellem USA og Kina er individer mere tilbøjelige til at dele deres data med kinesiske 

virksomheder. Disse resultater har underliggende betydninger for fremkomsten af forskellige AI-

relaterede styringsregimer. Afhandlingens resultater bygger på 24 måneders feltarbejde i Kina og 

USA, samt 4,391 survey-baserede observationer, 16 interviews, samt analyse af mere end 2,000 

artikler. 

Med udgangspunkt i de teoretiske og empiriske resultater fremmer afhandlingen en holistisk 

forståelse af AI-styring, der er baseret på USA’s og Kinas erfaringer. Afhandlingen bidrager specifikt 

til at afklare, hvordan regeringer har en række mekanismer til rådighed, hvilke kan bruges til at 

påvirke platform-relaterede styringsprocesser, hvilket har implikationer for AI-innovation. For det 

andet har både virksomheder, politiske beslutningstagere samt civilsamfundet forskellige 

mekanismer til rådighed der kan bruges til at påvirke hvordan AI-teknologier accepteres eller afvises 

på et socialt-teknologisk plan. For det tredje spiller AI-regulering en vigtig rolle i at fremme mere 

etisk orienterede AI-løsninger. Endelig kan højteknologisk konkurrence mellem nationer have vigtige 

konsekvenser for tilknyttede former for AI-styring. Baseret på erfaringerne fra USA og Kina vil 

nationale forskelle i AI-styring sandsynligvis få konsekvenser for tilpasning af bedste praksis på 

internationalt plan. 

 

Nøgleord: kunstig intelligens, innovation, regeringsførelse, mekanismer, USA, Kina 

JEL-koder:  K24  Cyberlov 

L38  Offentlig Forvaltning 

L51  Økonomisk Regulering 

O25  Industripolitik 

O33  Teknologisk forandring: Valg og konsekvenser • Diffusionsprocesser 

O36  Åben innovation 
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List of key concepts 

The following provides a brief overview of the key concepts deployed and explored throughout the 

thesis. 

 

Artificial Intelligence (AI) 

Artificial intelligence (AI) is defined as the capacity of a technology to cognitively perform functions 

that would ordinarily be understood to require intelligence (Russell & Norvig, 2010). This includes 

perceiving, reasoning, learning, interacting with the environment, problem-solving, and exercising 

creativity. Examples of technologies that enable AI to solve problems are robotics and autonomous 

vehicles, computer vision, language, virtual agents, and machine learning. 

 

Artificial General Intelligence (AGI)  

Demarcates the ability of an intelligent agent to understand or learn any intellectual task similar to 

that of a human being (Pei, et al., 2019). 

 

AI Ethics 

AI ethics have converged around five ethical principles: transparency, justice and fairness, non-

maleficence, responsibility, and privacy (Jobin, et al., 2019). 

 

AI Governance 

AI governance is conceptualized throughout this thesis as a combination of AI innovation, AI 

adoption/diffusion, and AI regulation. AI governance combines and bridges understandings of AI 

development (e.g., industrial policy, R&D conducted in companies and research institutions) and AI 

regulation (e.g., laws and regulations that affect AI development and application). 

 

AI Regulation 

AI regulation includes existing laws, new rules, and evolving domain-specific regulations. The main 

goal of regulators is to ensure opportunity in the application and innovation of AI-based tools, 

products, and services while limiting negative externalities in competition, privacy, safety, and 

accountability. 
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Boundary Resources 

Boundary resources are defined as “the rules and tools that serve as the interface to govern the arm’s 

length relationship between the platform owner and different members of the platform ecosystem” 

(Bonina & Eaton, 2020, p. 4). Members include developer organizations of all sizes, other boundary 

resource owners, and regulators, as well as user communities that may be beyond any direct ability 

to influence a platform and its design but can nonetheless seek to affect the process of boundary 

resource modification through other forms of pressure (Eaton, et al., 2015). 

 

Compute 

Compute or computing refers to computer performance and specifies the amount of useful work that 

is accomplished by a computer system. Computer performance is estimated in terms of accuracy, 

efficiency, and speed of executing computer program instructions. Complex algorithms and large 

amounts of data tend to rely on more extensive use of compute resources.  

 

Digital Infrastructure 

Digital infrastructure is made from a multitude of digital building blocks. It is defined as the 

computing and network resources that allow multiple stakeholders to orchestrate their service and 

content needs (Constantinides, et al., 2018). Digital infrastructures are distinct from traditional 

infrastructures because of their ability to collect, store, and make digital data available simultaneously 

across many systems and devices (Constantinides, et al., 2018). Examples of digital infrastructures 

include the Internet (Henfridsson, et al., 2018), data centers, open standards, e.g., IEEE 802.11 (Wi-

Fi), and consumer devices such as smartphones. 

 

Digital Sovereignty  

Digital Sovereignty is broadly defined as retaining national control over domestic data and strategic 

supply chains that include digital components such as hardware and software (Pohle & Thiel, 2020). 

 

Ecosystems 

Ecosystems comprise the platform’s sponsor, i.e., platform core, plus all complement providers that 

make the platform more valuable to consumers (Ceccagnoli, Forman, Huang, & Wu, 2012; Gawer & 
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Cusumano, 2013). Platform ecosystems take a “hub and spoke” form, with an array of peripheral 

firms connected to the central platform via shared or open-source technologies and technical 

standards that are accessed via application programming interfaces (API) and software development 

kits (SDK). 

 

Field Change 

Institutional infrastructure reflects the embeddedness of organizations within fields and the 

structuration of fields that occurs through interactions and institutional activity amongst actors (Dacin, 

et al., 1999). Organizational fields are becoming more dynamic, and boundaries between fields have 

become more porous due to new digital infrastructures, such as the Internet (Powell, et al., 2017, p. 

336). 

 

Field Legitimization 

Issues associated with field-level legitimization and processes of institutionalization arise when 

emerging AI systems are inaccurate, unsafe, or non-transparent, which erode trust across applications 

and causes fields’ to stay fragmented. Analyzing field-level trajectories involves assessing what it 

takes for altered power dependencies to be conceived as legitimate practices. This process is 

necessary for a field to move from fragmentation or contestation towards greater alignment of digital 

and institutional infrastructures.  

 

Generativity 

In the context of digital innovation, generativity is referred to as “a technology’s overall capacity to 

produce unprompted change driven by large, varied, and uncoordinated audiences” (Zittrain, 2006, 

p. 1980). 

 

Innovation Platforms  

Innovation platforms are defined as the “foundations upon which other firms can build 

complementary products, services or technologies” (Gawer, 2009, p. 54). The technical architecture 

of an innovation platform contains modules, or building blocks, that represent “accessible innovative 



xiv 

 

capabilities” (Gawer, 2014). These modules can be accessed and combined by app developers 

(complementors) to build apps and services (known as platform complements) (Bonina, et al., 2021) 

 

Institutional Infrastructure 

Institutional infrastructure is established through activities such as certifying, assuring, and reporting 

against principles, codes, rules, and standards, as well as through the formation of new associations 

and networks among organizations, including official rules and regulations (Waddock, 2008).  

 

Negative Externality 

A negative externality exists when the production or consumption of a product or system results in a 

cost to a third party, such as civil society participants. Air and noise pollution are commonly cited 

examples of externalities.  

 

Open Innovation 

Open innovation is defined as “the use of purposive inflows and outflows of knowledge to accelerate 

internal innovation and expand the markets for external use of innovation” (Chesbrough, 2006, p. 1). 

Similarly, open data and open-source software (OSS) are often associated with open innovation 

platforms since their “free” redistribution of public goods attracts complementors from the ecosystem 

to the platform. 

 

Orchestration / Governance 

Orchestration refers to a set of governance mechanisms through which the Government as a Platform 

determines a variety of technological and institutional configurations to deliver public value. These 

governance mechanisms require negotiations between the regulatory regimes embedded and 

structured in the technological architectures and those embedded and structured in the institutional 

arrangements that govern different public agencies (Cordella & Contini, 2012).  

 

Platforms 

Platforms are referred to as 1) transaction platforms, e.g., e-commerce, and 2) innovation platforms, 

e.g., apps and services (Bonina, Koskinen, Eaton, & Gawer, 2021; Cusumano, Gawer, & Yoffie, 
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2019). Platforms usually have a core and a periphery established by third-party developers (Bonina 

& Eaton, 2020). 

 

Socio-technical systems  

Socio-technical systems describe the interaction between people and technology in the workplace and 

society. The term refers to the interaction between society’s complex technological and digital 

infrastructures and how these affect and influence human behavior. 
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1. INTRODUCTION  

Artificial intelligence (AI) has been described as a general-purpose technology (GPT) (Agrawal, 

Gans, & Goldfarb, 2019) that is characterized by near-ubiquitous use across a wide range of sectors 

and industries (Bresnahan & Trajtenberg, 1995). AI systems already operate in diverse areas, such as 

the stock market (Mackenzie, 2006), mortgage underwriting (Markus, 2017), autonomous vehicles 

(Hengstler, et al., 2016), medical devices (Davenport & Kalakota, 2019), the judicial system (Mckay, 

2020), and a range of other fields.1  

While technological use-cases are on the rise, so are national strategies and technology policies 

aimed at AI innovation and regulation. OECD’s AI Policy Observatory provides a repository of 

national AI policies and strategies, which currently covers more than 700 AI policy initiatives from 

60 countries, territories, and the EU (OECD, 2021).  

On the one hand, countries are eager to support domestic innovation and development of AI 

systems and technologies to reach the economic advantages associated with a GPT. On the other, new 

laws and regulations aim to curb externalities that may arise from rapid AI adoption. AI-related 

externalities have already been documented in several areas such as job displacement (Bessen, 2018), 

hiring practices (Whittaker, et al., 2018), data and privacy matters (Tucker, 2017), bias, and 

discrimination (Lambrecht & Tucker, 2019), and so on. The potentially disruptive impacts caused by 

a GPT such as AI highlight the need for new laws and regulations to guide thoughtful technological 

expansion. The measures supporting AI innovation and regulation guiding its diffusion are in 

combination viewed as constituting the nascent field of AI governance.  

AI governance is a multidisciplinary field comprised of various academic disciplines such as 

computer science, information systems, economics and management, political science, and 

philosophy. Some of the critical issues discussed in this emergent field focus on algorithmic 

development and implementation, the economics of AI, and policy- and ethical-oriented issues related 

to guiding the equitable expansion of AI systems and technologies. In other words, a wide range of 

 
1 This dissertation uses a broad definition of artificial intelligence (AI), defined as the capacity of a technology to 

cognitively perform functions that would ordinarily be understood to require intelligence (Russell & Norvig, 2010). This 

includes perceiving, reasoning, learning, interacting with the environment, problem-solving, and exercising creativity. 

This thesis refers to AI interchangeably as AI technologies, systems, programs, and agents. 
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academic fields is currently converging around various problems associated with the ongoing 

expansion of AI technologies. No academic discipline can single-handedly solve the breadth of 

pending problems associated with AI adoption and regulation, and many multipronged and 

multidisciplinary approaches to studying AI governance are currently emerging.  

Based on these considerations, this thesis adopts a broad conceptualization of AI governance that 

incorporates policies, strategies, and mechanisms that enable AI innovation and development and 

constrain its diffusion through mechanisms such as regulation.  

The three most important countries and regions that currently dominate and shape the field of AI 

governance are the United States, Europe, and China (Castro, McLaughlin, & Chivot, 2019). Each 

country or region develops independent approaches to AI governance, shaped by national policies, 

laws, and regulations that sometimes affect the direction and composition of AI development and 

shape socio-technological forms of adoption. 

The European Union is a frontrunner in developing novel data and AI regulations such as the 

General Data Protection Regulation, which went into effect in 2018, and the proposed AI Act, which 

goes into effect by 2023. However, the primary focus of this dissertation rests on a comparison of the 

AI governance regimes that are currently emerging in the United States and China. While AI 

rulemaking is prominent in the European Union, the continent is not home to any of the world’s 

largest AI innovation platforms, which in many cases drive AI infrastructure and innovation on the 

commercial side. While the regulatory approaches of the EU establish precedence in data and AI 

governance (Mökander, et al., 2021), the approaches of the United States and China hold the ability 

to do the same. 

There are several reasons for comparing the approaches of the United States and China from a 

European perspective. Both countries occupy the commanding heights of the global economy, and 

the two countries represent different economic and political systems from market-based to state-

capitalism and from a two-party liberal democracy to a one-party communist state. The United States 

and China are also world leaders in AI research and development and AI-related technological 

adoption (Zhang, et al., 2021). The United States and China are also home to the world’s leading 

technology companies and innovation platforms such as Facebook, Amazon, Apple, Google, 

Microsoft, Baidu, Alibaba, Tencent, ByteDance, and Huawei. In terms of AI development, these 

companies and their AI innovation platforms are establishing industry-wide best practices, which 
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significantly shape the opportunities for other companies in terms of AI-related research and 

development and subsequent adoption. Leading platform companies from the United States and 

China also impact and guide the social fabric of economies in novel ways that alter socio-

technological dependencies while influencing new ways of interaction and organization. This is true 

for AI-powered functions from search engines to social media ranking algorithms, facial recognition 

in surveillance, the ordering of information, and so on. In other words, leading technology companies 

from both the US and China are enabling entirely new forms of digital information infrastructure that 

have wide-ranging consequences for most countries, companies, and individuals. In many ways, 

leading technology companies from both the United States and China are paving the way for 

reimagining how economic, organizational, and social dependencies can be restructured in novel 

forms of socio-technological infrastructure.  

While there are essential differences and similarities to AI governance between the United States 

and China (discussed in Chapter 6), some of the observations made throughout the thesis can motivate 

similar studies to be carried out between the EU and China, and other countries. 

Based on these considerations, the guiding research question of this thesis aims to clarify how 

artificial intelligence is governed in the United States and China, respectively, and what some of the 

implications hereof are for the governance of AI. 

Both the United States and China have declared their ambitions to remain (US) or to become the 

world leader in AI (CH), which implies an underlying great power competition (Cave & 

ÓhÉigeartaigh, 2018). This competition has been variously described as a technological race (Capri, 

2020), an AI arms race (Scharre, 2019), a new Cold War (Dupont, 2020), and technological 

decoupling (Han, Jiang, & Mei, 2021). Common for all these portrayals is that they do not imply any 

expected forms of AI alignment or deep cooperation between the United States and China. Instead, 

AI development and adoption are turned into integral parts of an underlying great power competition 

between the two nations. This competition involves economic, military, research, and application-

driven conflicts that limit potential avenues for cooperation. 

However, viewing AI development as a zero-sum game is neither optimal in the short term nor 

the long run. In the short term, fueling great power competition may cause countries to neglect to 

develop thoughtfully designed ethical solutions that benefit society and limit negative externalities. 

Countries may similarly choose to move away from global norms in terms of international data and 
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information interoperability, which could cause digital fragmentism that results in walled gardens 

and information ecosystems based on diverging socio-economic values and norms. To some extent, 

these developments are already underway.  

The free movement of goods and data and the open-source development of AI tools and systems 

are obstructed by budding political questions over digital sovereignty, which create new and value-

based barriers to sustained global interoperability (Pohle & Thiel, 2020). The choice to use AI as a 

geopolitical lever that enables specific AI-governance regimes to emerge could be associated with 

precarious political strategies that hold potential to distort some of the broader developmental benefits 

of AI for humanity. This is especially true when differing socio-technical regimes are likely to emerge 

based on how social values are baked into technologies and how their underlying systems are utilized 

across use-cases. These use-cases are likely to feed into and determine a range of underlying value-

based structures such as the degree of freedom of access to information, public sector surveillance, 

and varying forms of data centralization, to name a few. 

In the long term, the advent of more robust forms of artificial general intelligence (AGI)2 could 

mean that some countries will seek to exploit their newfound power and ability to the detriment of 

other nations. International hostility could similarly exacerbate risk-taking, embolden hostile 

motivations, or force unforeseen errors associated with AI development and adoption and military 

use of AI technologies. If left unchecked, the current AI competition between the United States and 

China could develop into a race to the bottom. In this scenario, mutual responsibility to formulate and 

install guardrails that curb the adoption and diffusion of harmful AI systems, such as those found in 

military applications or the spread of misinformation, could be neglected.  

Until now, the great power competition on AI between the US and China has entrenched itself in 

an ongoing technological decoupling between the two countries. This decoupling is based on neo-

mercantilist concerns related to unequal terms of competition, illegal means of technological 

appropriation, violation of international sanctions, and value-based concerns over public sector use 

and support of AI systems, such as biometric surveillance (Dupont, 2020). 

The United States has been particularly active in deploying its entity list, which restricts access 

to American technology (Kwan, 2020). In 2016, the Chinese company ZTE ended on the entity list 

 
2 AGI refers to the ability of an intelligent agent to understand or learn any intellectual task similar to that of a human 

being (Pei et al., 2019). 
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as it violated US sanctions by exporting US-origin goods to Iran. In 2019, the Trump Administration 

added multiple Chinese entities to the list because of alleged involvement in human rights abuses, 

including those against the Uighurs in China’s Xinjiang Autonomous Region. Most recently, the 

Biden administration added several of China’s leading AI enterprises to the entity list for acting 

contrary to the foreign-policy interests of the United States. For Chinese companies dependent on 

American technology, such as hardware (e.g., chip technology) or software (e.g., an operating system), 

this can translate into severe strategic setbacks for the marketization of existing products as well as 

for R&D.  

Currently, the US and China seek to bolster national supply chains and technological self-

sufficiency (Shih, 2020) in hardware, e.g., semiconductors, laptops, surveillance cameras, data 

centers, and software, e.g., AI algorithms, open-source software, and AI frameworks.  

While the US has used its entity list to block several Chinese companies from obtaining critical 

American technology, both countries have begun to outstrip and replace foreign developed 

technological hardware such as desktops and network equipment (Fuller, 2020). The Chinese 

Communist Party (CCP), for example, decided to replace all government computers that run 

Windows by 2022 with China’s domestically developed Kylin OS (Hanson, 2020). 

The Clean Network is another initiative that the former Trump Administration initiated to address 

long-term data privacy and security threats. The Clean Network was proposed based on human rights 

principled collaboration in opposition “to aggressive intrusion by malign actors, such as the Chinese 

Communist Party” (US Department of State, 2021). 

These developments obfuscate existing technological and digital interconnections across the 

Pacific while limiting cooperation in joint research, student exchange, market access, ecosystem 

collaboration, and platform integration (Han, et al., 2021). These circumstances have significant 

consequences for the future of AI development and cooperation. 

For Beijing and Washington, the stakes of AI development are associated with the strategic 

development of their respective economies. However, it is increasingly evident that each country’s 

domestic approach to AI governance rests on critical differences that are likely to be embodied in 

varying forms of AI governance.  

In Brussels, the European Union’s specific approach to AI governance is also likely to have 

significant implications and consequences for international AI governance and cooperation. However, 
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it remains to be seen how the triad of emerging approaches to AI governance from Brussels, Beijing, 

and Washington might influence each other. 

Unless common ground for international forms of AI cooperation and governance are found, it is 

plausible that a diverse range of AI governance regimes could emerge in the years to come. The 

formation of disparate AI regimes could have wide-ranging consequences for technological 

application and international forms of digitally-oriented cooperation going forward. 

This introduction has emphasized that AI governance should be viewed as a broad and 

multidisciplinary field that touches on many areas surrounding AI research, innovation, adoption, 

diffusion, regulation, and cooperation. Therefore, it is also clear that AI governance stretches far 

beyond domestic policies and mechanisms for supporting and regulating AI development and 

adoption. The dispersion of AI technologies is, as outlined, entangled in intricate questions and 

problems that are intertwined in the formulation of new rules for international interaction and 

engagement in areas of AI development and diffusion. How countries seek to engage with AI 

governance domestically will have important implications for international forms of AI governance 

and technological expansion. Domestic considerations regarding how AI technologies are enabled or 

constrained already affect how best practices are transmitted elsewhere. It is also clear that 

international fragmentation in digital integration and interoperability will affect the adoption and 

diffusion of disparate AI technologies, systems, and practices.  

Based on an empirical investigation of the approaches to AI governance that are currently 

emerging from the United States and China, this thesis seeks to advance our current understanding 

and conceptualization of AI governance. By doing so, this thesis engages in a broader philosophical 

discussion surrounding AI governance. 

1.1.Motivation  

From an academic perspective, research on AI governance remains in its infancy. This thesis's 

main goal and motivation are to explore a variety of policy mechanisms and firm-level approaches, 

which in combination can contribute to informing the field of AI governance. By comparing policy 

mechanisms and firm-level responses from both the United States and China, this thesis addresses 

four gaps and areas of interest in the expanding literature on AI governance.  
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However, as the literature only has started to form, it may be hard to talk of concrete gaps. The 

field of AI governance should be viewed as a dynamic and constantly evolving research agenda that 

slowly has started to cement around varying issues and academic positions. This thesis is motivated 

by engaging with four distinct areas across AI innovation, AI regulation, AI institutionalization, and 

AI great power competition, which feed into the overarching field of AI governance. While each area 

could have been the subject of a PhD thesis, the argument for engaging with all four areas ties back 

to strengthening the brittle research agenda surrounding AI governance. While each of the mentioned 

areas is researched individually, the scholarly community is largely silent when it comes to addressing 

how they jointly inform the broader field of AI governance. This thesis is motivated by doing just 

that.  

First, governments’ mechanisms to stimulate AI innovation have been largely neglected in the 

literature. While it has been more widely documented how firms engage in AI innovation 

(Brynjolfsson, et al., 2017) and strategy and management processes (Fountaine, et al., 2019), 

including the role and organization of platforms (Bonina, et al., 2021), the link between national AI 

policy and innovation strategies and how these interact with and affect AI innovation has received 

less attention (Sousa, et al., 2019). At the same time, it is becoming clearer that core research on AI 

in universities and research institutions faces new challenges, such as lack of access to data and 

compute vis-à-vis large innovation platforms. Little research has been conducted on national policies 

and strategies that encourage and enable the construction of more open and inclusive AI platforms 

and ecosystems conducive to innovation. Therefore, a research gap is located in understanding how 

governments can use new mechanisms to affect the generativity3 of AI platforms and ecosystems 

while engaging in public-private orchestration of the platform economy.  

Second, the introduction of AI agents into new or existing fields creates altered dynamics where 

algorithms hold power and potential to shape the emergence of novel forms of socio-economic 

organization (Curchod, et al., 2020). Algorithms can be seen as non-human agents that can evaluate, 

rank, and reward or punish individuals’ actions and positions based on pre-programmed instructions 

that shape social relationships (Floridi, 2014). Existing institutional infrastructure, such as internal 

guidelines within a business or external laws and regulations, tend to determine the scope and speed 

 
3 In relation to digital innovation, generativity is defined as “a technology’s overall capacity to produce unprompted 

change driven by large, varied, and uncoordinated audiences” (Zittrain, 2006, p. 1980). 
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at which organizational change is allowed to occur (Hinings, Gegenhuber, & Greenwood, 2018). In 

terms of AI, however, this relationship has been little studied. While it is easy to understand ex-post 

where novel forms of AI such as facial recognition technologies may run into varying forms of 

contestation, it may be harder to conceive ex-ante what is needed to build inclusive and non-biased 

socio-technical systems and institutions. In other words, it is little understood how emerging AI-

powered digital infrastructures interact with and affect human behavior and forms of organization, as 

well as how existing institutional infrastructures are equipped to guide varying forms of AI dispersion. 

Therefore, a perceived gap exists in terms of how novel forms of AI technology diffuse, shape new 

forms of organization in the process, gain legitimacy, and become institutionalized over time.  

Third, little research has been conducted on regulating a GPT such as AI. This establishes a 

problem in terms of a lack of precedence in understanding how new forms of regulation may interact 

with and affect varying sectors that use AI differently. While AI adoption is rising, regulatory 

responses tend to develop much more slowly, categorized as the pacing problem (Hagemann, 

Huddleston, & Thierer, 2018). In other words, novel digital systems, products, and infrastructures, 

including artificial intelligence, tend to emerge much faster than the surrounding institutional 

infrastructure designated as laws and regulations that guide technological expansion (Hinings, 

Gegenhuber, & Greenwood, 2018). This may create extensive issues if negative externalities are 

associated with fast-moving technological implementation that could be at odds with existing 

structures or norms for specific actors or groups of society (Buolamwini & Gebru, 2018: Obermeyer, 

et al., 2019). The main goal of regulators is to limit negative externalities in areas such as competition, 

privacy, safety, and accountability while ensuring continued opportunity in the application and 

innovation of AI-based tools, products, services, and systems (Buiten 2019; Campbell 2021). 

However, the literature has barely dealt with the complex interactions between new public-sector AI 

regulations and their tentative effects on firm-level behavior and innovation during this process. 

Therefore, a gap in the research is located in the rising pressure of normative arguments surrounding 

AI regulation and in the number of studies that have dealt with how new and intended AI regulation 

could affect firm-level behavior.  

Fourth, technological competition could affect AI governance by lowering demands for AI 

regulation to stay competitive. This is also true in terms of data, which is an essential input factor in 

AI innovation. However, little is known about how great power competition interacts with and 
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possibly shapes preferences for technological governance in areas such as data privacy and AI 

regulation. Great power competition and questions over digital sovereignty could have important 

implications for how countries continue to structure hardware and software interoperability measures 

and data privacy and data protection practices (Floridi, 2020). These are all relevant concerns in terms 

of AI governance. At the same time, the impact of great power competition on demands for privacy 

and regulation is an area that remains little understood and accounted for in the literature. Therefore, 

how nationalism feeds into the degree of freedom governments have as they choose among disparate 

AI governance and data privacy regimes is an important research area.  

Table 1. Research gaps addressed in this thesis 

No. Research gap 

Gap 1 The link between national AI policies and innovation strategies and how these interact with and 

affect AI innovation has been little studied. 

Gap 2 There is incomplete knowledge surrounding how novel forms of AI technology diffuse and how 

they obtain legitimacy or are obstructed in terms of institutionalization processes. 

Gap 3 Little is known about the interactions between new and incoming public-sector AI regulation and 

firm-level behavior and innovation. 

Gap 4 The implications of great power competition on regulatory and data privacy preferences have been 

little researched and understood. 

 

Based on the proposed gaps, it is clear that multiple areas associated with AI governance have 

been insufficiently dealt with in the current literature. Furthermore, the interconnections between the 

mechanisms that enable AI innovation and constrain it through policy and regulation have hardly 

been explored and discussed at a more general level of abstraction.  

1.2. Research objective and questions  

This dissertation aims to increase our current understanding of AI governance based on the 

policies and mechanisms developed and deployed by the United States and China. The main question 

of this thesis explores how artificial intelligence is governed in the United States and China and what 

some of the implications hereof are for the governance of AI. This broad and overarching research 

question encompasses various governance dimensions at different levels of AI innovation, 

adoption/diffusion, and regulation. In order to specifically address the research gaps presented in the 

previous section, four sub-questions are formulated, as shown in Table 2.  
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Table 2. Main research questions 

Level  Country Research Question 

Main RQ US & China How is artificial intelligence governed in the United States and China, and what are 

some of the broader implications for the governance of AI? 

Sub-RQ1 US How do different kinds of AI-related regulation – or even the prospect of regulation – 

affect firm behavior, including firm responses to ethical concerns? 

Sub-RQ2 US How are AI-induced fields subject to varying degrees of legitimacy as well as processes 

of institutionalization? 

Sub-RQ3 China What mechanisms can governments use to affect the boundary resources of innovation 

platforms, and how do these influence platform governance? 

Sub-RQ4 China How does technological competition affect data privacy preferences? 

 

Sub-RQ1 focuses on AI regulations in the US. It examines varying forms of regulation across 

existing laws, new horizontal regulation, sector-specific regulation, and data-related regulation. 

Specifically, it assesses how regulation might cause managers to change their perception of the 

importance of AI ethical issues such as privacy, transparency, safety, bias/discrimination, and labor-

related issues. Sub-RQ1 addresses managers’ associated intent to adopt AI technologies and alter 

their AI-related business strategies. This perspective is important as few studies engage with the 

actual or potential costs of varying kinds of AI regulation.  

Sub-RQ2 addresses how AI-induced fields are subject to varying degrees of legitimacy as well as 

processes of institutionalization, with illustrations from the US. AI agents often hold autonomy to act 

on (e.g., judicial evidence, road conditions) and interact with (e.g., speech recognition, chatbots) their 

environments. In many cases, an AI agent is likely to affect organizational structures and alter 

behavioral dependencies in ways that can be difficult to identify ex-ante (Curchod, et al., 2020). 

Looking at AI legitimization processes and understanding how these are likely to arise when 

emerging AI systems are inaccurate, unsafe, or nontransparent contributes to establishing new 

insights into processes of AI institutionalization. 

Sub-RQ3 focuses on China and looks at a range of government mechanisms that are used to affect 

the boundary resources (i.e., governing tools and rules) of AI innovation platforms. The role of 

platforms in AI innovation is relevant since large technology companies often resource digital 

ecosystems with essential tools such as open data and open-source software and guide ecosystem 

behavior through rules that shape interaction (Ghazawneh & Henfridsson 2012: Yoo, et al. 2012). 

The third research question seeks to address how governments interact with and affect the generative 
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boundary resources of AI innovation platforms and how this influences platform governance and AI 

innovation.  

Finally, Sub-RQ4 seeks to determine how technological competition between the US and China 

may affect data privacy preferences. Nationalistic sentiment surrounding technology competition 

between the US and China could influence people’s willingness to share data with companies and the 

government. Researching how and whether that is the case informs how nationalistic sentiment 

correlates with data privacy preferences, indicating how governments can shape varying regulatory 

agendas that surround and feed into disparate forms of AI governance.  

By assimilating the findings from the four perspectives of AI regulation (US), AI 

institutionalization (US), AI innovation (CH), and AI-related great power competition (CH), this 

thesis establishes a multi-angle perspective (Khan, 2014) that informs the governance of AI. 

1.3. Contribution of this dissertation 

Following the presentation of the research gaps and research questions, this section provides a 

brief overview of the main contributions of the dissertation. This dissertation makes several 

contributions to the literature on AI governance. These are divided into empirical and theoretical 

contributions that are further developed and discussed in Chapter 6.  

In terms of empirical contributions, the dissertation adds evidence to some of the tentative costs 

that are associated with varying forms of AI regulation. More specifically, this thesis finds that 

information about current and proposed AI regulation tends to reduce managers’ stated intent to adopt 

AI technologies. However, information about AI regulation also raises managers’ perceptions of the 

importance of varying AI-related ethical issues. An empirical contribution specifies how different 

kinds of regulation could affect industries and their ethical concerns differently due to industry-

specific characteristics.  

The thesis also adds empirical evidence on how great power competition between the US and 

China may invoke nationalistic sentiment, which increases people’s willingness to share data with 

companies and the government. When Chinese citizens are reminded of the US–China tech 

competition, they also tend to lower the valuation they place on their facial image data. This finding 

has potential implications for the understanding of how nationalism can configure in the construction 
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of disparate data privacy regimes. The finding has consequences for AI governance, which needs to 

be interpreted according to diverse socio-political forms of organization. 

Theoretically, this dissertation makes specific contributions to the literature on platform- and 

technology-related governance and regulation, rooted in information systems, institutional theory, 

and political economy. In relation to the platform literature, a theoretical contribution is made by 

adding nuance to our understanding of the governance mechanisms that can be used to govern the 

boundary resources of innovation platforms. Governance mechanisms (e.g. rules and legislation) have 

been detailed to affect areas such as platform interoperability, software accessibility, and data sharing. 

Governments can utilize mechanisms to influence platform behavior, which directly and indirectly 

affects AI governance and innovation. Novel organizational mechanisms also include the 

construction of hybrid public-private platforms that may be conducive to establishing new forms of 

AI-associated infrastructure. 

Institutional theory is advanced by presenting a novel conceptual framework that can be used to 

analyze and understand AI-induced field change at greater depth. The framework clarifies how an 

algorithm’s ability to shape organizations and institutions may be restricted by existing institutional 

infrastructures, which hold the capacity to determine the scope and speed at which organizational 

change may occur. Where institutional infrastructure and governance arrangements, such as standards, 

rules, and regulations, are unelaborate, an AI field can evolve quickly but is more likely to run into 

contestation. Information systems theory is extended by incorporating the notions of technological 

maturity, autonomy, and data, which inform AI-induced digital infrastructures.   
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Table 3. Overview of articles 

  Article I Article II Article III Article IV 

Title Does Information 

About AI Regulation 

Change Manager 

Evaluation of Ethical 

Concerns? 

A Framework for 

Understanding AI-

Induced Field Change: 

How AI Technologies 

are Legitimized and 

Institutionalized 

Government 

Mechanisms for 

Platform Boundary 

Resource Tuning: The 

case of China’s 

National Open 

Innovation Platforms 

for AI 

US–China Tech 

Competition and the 

Willingness to Share 

Personal Data in China 

Co-

authors 

Mariano-Florentino 

Cuéllar,  

Michael Webb, 

Yong Suk Lee  

    Jingxin Wu,  

Yong Suk Lee 

  

Article 

RQs 

How do different kinds 

of AI-related 

regulation – or even 

the prospect of 

regulation – affect firm 

behavior, including 

firm responses to 

ethical concerns? 

How are AI-induced 

fields subject to 

varying degrees of 

legitimacy as well as 

processes of 

institutionalization? 

What mechanisms can 

governments use to 

affect the boundary 

resources of innovation 

platforms, and how do 

these influence 

platform governance? 

How does 

technological 

competition affect data 

privacy preferences? 

Main 

RQ 

Sub-RQ1 Sub-RQ2 Sub-RQ3 Sub-RQ4 

Key 

Findings 

AI regulation increases 

manager perception of 

the importance of 

safety, privacy, 

bias/discrimination, 

and transparency 

issues related to AI but 

reduces manager intent 

to adopt AI 

technologies 

Extends information 

systems theory 

associated with AI 

agency and 

infrastructure through 

adding the institutional 

perspective to 

understand the 

dispersion and 

legitimization of AI 

technologies 

Extends information 

systems theory on 

boundary resources and 

repurposes it around 

government 

mechanisms in shaping 

the boundary resources 

of innovation 

platforms. Constructs 

the concept of hybrid 

platforms 

US–China technology 

competition invokes 

nationalistic sentiment, 

which increases 

respondents’ 

willingness to share 

data with companies 

and the government. 

This lowers the price 

of data as an input 

factor in AI innovation 

Unit of 

Analysis 

Meso: comparing 

managers’ aggregated 

perceptions of, and 

reactions to, different 

AI regulations 

Macro: looking at 

varying AI fields and 

their trajectories of 

legitimization and 

institutionalization 

Macro: national policy 

level, interpreting 

National Open 

Innovation Platforms 

for AI 

Meso: comparing 

citizen’s data privacy 

preferences when 

reminded of US–China 

tech competition on AI 

Status Published in the 

Journal of Law, 

Economics, and 

Organization 

 

Conference paper 

accepted for NBER 

Economics of AI 

(2019) & ASSA 

(2020) 

Published in 

Proceedings of the 

2021 AAAI/ACM 

Conference on AI, 

Ethics, and Society 

(AIES’21) 

Submitted  Submitted 

 



14 

 

1.4. Overview of research articles 

The dissertation comprises this synopsis as well as four original research articles that form the 

analytical body of the dissertation. As shown in Table 3, each research article is guided by its own 

research question; together, these questions inform the overarching research question of the thesis. 

The first research article adopts a meso-oriented view. It provides empirical insights into the 

preferences of firm managers and how information on varying forms of AI regulation is likely to shift 

these preferences.  

The second research article adopts a macro-oriented view and develops a novel theoretical 

framework that can be used to understand varying processes of AI legitimization and 

institutionalization.  

The third research article adopts a macro-oriented view and provides both empirical insights and 

theory building in relation to the platform literature.  

The fourth research article adopts a meso-oriented view. It provides empirical insights into the 

data privacy preferences of individuals and how great power competition is likely to shift these 

preferences.  

1.5. Scope and delimitation  

The scope of this thesis is delimited in several ways. In terms of geography, this thesis has chosen 

to focus specifically on the empirical contexts and policy approaches of the United States and China. 

Many countries, however, develop unique approaches to govern AI. While these are all relevant, they 

are largely excluded from this study. Focus is instead placed on the US and China because their 

approaches (along with the European Union) are more likely to establish international precedence 

affecting the governance of AI technologies elsewhere.  

In terms of technology, the focus is strictly centered on artificial intelligence. The focus on AI 

was chosen due to its inherent capabilities as a GPT, which means that AI will have vast consequences 

for countries, firms, and individuals (Agrawal, Gans, &  Goldfarb, 2019). Due to the breadth of 

technical use-cases and how these hold the potential to shape new forms of organization and 

individual practices, this thesis deploys a broad view on AI that moves across innovation, adoption, 

diffusion, and regulation.  
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In terms of actors and their segmentation, this thesis focuses primarily on policymakers and firm 

managers and their perceived mechanisms and processes governing AI innovation, adoption, and 

regulation. Actors from civil society (i.e. individuals) also play an essential role in governing AI 

adoption and diffusion. Their role is mentioned and discussed in Article II regarding processes of AI 

legitimization, and in Article IV in relation to data privacy preferences. 

In terms of the temporal scope, the dissertation leans against recent and rapidly evolving events 

that cover a relatively short time span. Although the modern development of AI dates back to the 

1950s, adoption and technological expansion were dormant for many years and only saw a real uptick 

with the advent of more useful deep learning techniques since the early 2010s. The advent of deep 

learning algorithms and essential improvements in computing have caused more widespread adoption 

over the last decade, forcing policymakers to think more carefully about regulating the technology. 

Therefore, regulation of AI is a nascent phenomenon, which only started to gain real attention in the 

late 2010s. This means that the foundation of inquiry laid out in this thesis covers policy, economic, 

managerial, and philosophical arguments that remain in their infancy. While these arguments are 

rapidly developing, they are by no means fully formed at this early stage of inquiry. This provides 

both temporal obstacles, e.g., in terms of interpreting events as they unfold, and opportunities to shape 

the evolving agenda on AI governance.  

Finally, the level of analysis of this dissertation varies across the four articles but is mainly placed 

on meso and macro levels of inquiry. As AI governance includes the relationships between 

policymakers, firms, and civil society participants, it is crucial to consider how they interact with and 

affect each other. Situated on the macro and meso levels of analysis, the thesis can construct a higher 

level of abstraction that enables it to transcend the individual approaches of the United States and 

China. The limitation of this approach is that behavior at the micro-level, that is, at the level of 

individuals and specific firms, is not dealt with nor analyzed to a great extent.  

1.6. Structure of dissertation 

The dissertation is organized around six introductory chapters that jointly comprise the synopsis. 

The synopsis is followed by four individual research articles that encompass this thesis’s main body 

of knowledge.  
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Chapter 1 presents the background, introduces the research objective and questions, and delimits 

the scope of the inquiry.  

Chapter 2 provides a brief overview of the field of artificial intelligence, including its history and 

some of the main algorithms and approaches that currently dominate implementation. Next, the 

central AI policies and national strategies of the United States and China are outlined and then serve 

as the main point of reference for the rest of the synopsis. 

Chapter 3 elaborates on the theoretical and conceptual frameworks deployed and used throughout 

the thesis. This chapter covers relevant debates on the core concepts that inform the conceptual 

framework of the thesis.  

Chapter 4 explains the methodological choices that underlie and guide the thesis. It discusses the 

philosophy of science, the research strategy and design, and the data collection and analysis. The 

chapter gives an account of the validity and reliability of the research.  

Chapter 5 summarizes the four research articles, including the contribution of each to answering 

the main research question of the thesis.  

Chapter 6 highlights the key findings concerning the main research question and presents the 

conceptual, methodological, and empirical contributions. The chapter then presents managerial and 

policy implications and points to avenues for future research. 
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2. THE EMPIRICAL CONTEXT 

Three factors drive the advancement of artificial intelligence. These are algorithmic innovations, 

data, and compute available for training and deploying AI algorithms. Each is detailed in the 

following section, beginning with a brief historical introduction to the field of AI.  

2.1. An introduction to AI 

The development of the first digital computer can be dated to 1941, when German engineer 

Konrad Zuse developed the world’s first programmable fully automatic computer, the Z3 (Salz 

Trautman, 1994). With the rise of programmable computers, Alan Turing published a 1950 article on 

Computing Machinery and Intelligence in which he asked, “Can machines think?” (Turing, 1950). In 

1956, the Dartmouth Summer Research Project on Artificial Intelligence set out to answer this 

question, which marks the beginning of modern research on artificial intelligence. The Summer 

Research Project was joined by leading American scholars who believed that “a significant advance 

can be made in one or more of these problems if a carefully selected group of scientists work on it 

together for a summer” (McCarthy, et al., 1955, p. 1). While it proved to take somewhat longer than 

first anticipated, different approaches to AI have since emerged (Nilsson, 1983). Varying approaches 

to AI development and application have been broadly categorized between symbolic AI, also is 

known as “classical” or “Good Old Fashioned AI” (GOFAI), and sub-symbolic AI, and statistical 

learning.  

Classical rules-based AI is grounded in symbolic representations of problems, logic, and search 

and was the dominant paradigm of AI research from the mid-1950s until the late 1980s. Most of the 

early research followed a “knowledge-based” approach where researchers manually encoded the 

knowledge the AI would need to know to carry out a particular task (Marcus & Davis 2019). 

Subsequently, researchers would write computer programs holding that knowledge, enabling a 

program or a robot to carry out its intended functions in a controlled environment. One unique 

approach to symbolic AI is expert systems, also noted as an inference engine, which applies a network 

of logical rules to a knowledge base to deduce new information. Expert systems are often encoded as 

“If-Then” statements, determining whether the system needs any additional information to proceed 

with a given task or function.   
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By the 1980s, progress in symbolic AI had stalled. At the same time, imitating all combinations 

of human cognition, perception, learning, and pattern recognition proved hard to compress into a 

rules-based approach. Instead, the focus on sub-symbolic methods combined a rules-based approach 

with autonomous and self-explorative approaches to accumulate intelligence (Nilsson, 1998). During 

the 1980s, research on soft-computing and artificial neural networks began, along with the 

observation that problems often cannot be solved by relying on complete logical certainty alone. In 

extension, soft-computing deals with approximate models and solves complex real-life problems that 

are tolerant of imprecision, uncertainty, partial truth, and approximations (Ibrahim, 2016).  

Since the 1990s, AI researchers have increasingly adopted sophisticated mathematical and 

statistical tools and models to compare and, to some degree, unify competing architectures. Compared 

with GOFAI, new ”statistical learning” techniques, such as neural networks, have gained higher 

levels of accuracy in different applied domains without necessarily acquiring a semantic 

understanding of the underlying datasets (Russell & Norvig, 2010).  

In the early days of AI, little data existed compared to modern Big Data architectures and 

applications, which have been enabled by advancements in information communication technology 

(ICT). Today, machine learning has largely replaced the classical knowledge-based approach, which 

often infers relations directly from data (Marcus & Davis, 2019). This kind of learning is relatively 

recent and began to take off in the early 2010s when Big Data became more available and deep 

learning techniques matured. 

2.1.1. Modern AI 

One of the goals of creating artificial intelligence is to enable machines and computer systems to 

learn about the world and engage in complex tasks that require high cognitive capabilities. The 

enablement of computer systems requires both knowledge representation and reasoning capabilities 

for such systems to start solving complex tasks such as diagnosing a medical condition or having a 

meaningful dialog with a human in natural language. Knowledge representation and reasoning 

incorporate findings from many diverse fields such as psychology, philosophy, and biology. 

Machine learning (ML) is the overarching scientific study of algorithms and statistical models. 

ML-based computer systems detect patterns and learn to make predictions and recommendations by 

processing data and experiences rather than receiving explicit programming instruction. Machine 
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learning algorithms can adapt in response to new data and experiences, which improves the system's 

efficiency over time. Machine learning departs from descriptive statistics and provides probabilistic 

predictions of events and prescriptions and adhering recommendations (Chui, et al., 2020). Learning 

is usually structured in processes that can be supervised, semi-supervised, unsupervised, or related to 

reinforcement learning. 

Supervised learning refers to a process in which large amounts of data have been pre-labeled by 

humans to represent specific meaning (e.g., an annotated picture of a cat), which the system can use 

as an input to learn from (Chui, et al., 2020). Semi-supervised learning refers to a class of ML tasks 

and techniques that use a smaller amount of labeled data and a more significant amount of unlabeled 

data. Unsupervised learning is self-organized algorithmic learning, which can detect patterns in data 

sets without prior labeling (Chui, et al., 2020). Reinforcement learning (RL) is an area of ML where 

an algorithm learns to perform a given task by maximizing the rewards it receives for its actions. RL 

differs from supervised learning as labeled input is not needed while the scope of the algorithm, often 

designated as the software agent, is to find a balance between exploration (of uncharted territory) and 

exploitation (of current knowledge) (Kaelbling, et al., 1996). Choosing to use either a supervised or 

unsupervised machine learning algorithm normally depends on the structure and volume of data and 

the use case of the issue (Tiange, 2019). 

Deep learning (DL) architectures such as artificial neural networks, a subgroup of machine 

learning, have paved the way for many modern advances in AI application, associated with areas such 

as computer vision, speech recognition, natural language processing, and audio recognition. Deep 

learning structures consist of interconnected layers of software-based calculators known as “neurons,” 

which form a neural network that can digest large amounts of input data and process it through 

multiple learning layers (Burns & Burke, 2021). The neural network learns increasingly complex data 

features across each additional layer of digression. The network can then decide about the data, learn 

if its assessment is accurate, and use what it has learned to make determinations about new data. For 

example, in computer vision, a neural network can learn what an object looks like, allowing it to 

recognize the same object across new images.  
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2.1.2. Open source 

Traditionally technology and software innovation has been developed proprietarily without 

publicizing sensitive information. At the beginning of the 1990s, the operating system Linux changed 

this when it open-sourced its software (Bagozzi & Dholakia, 2006). Open-source software (OSS) 

releases source code under a license where the copyright holder grants users the rights to study, alter 

and distribute the software freely. Open-source software has brought about a culture change in which 

developers contribute to software development in collaborative communities, which most often are 

global due to the digital characteristics of the World-Wide-Web. 

The same characteristics are associated with developing AI-based open-source software, implying 

that most AI tools, libraries, and frameworks are open and can be freely accessed, utilized, and altered. 

Most open-source software is posted on open-source code repositories such as GitHub, where 

developers can access, iterate, fork, and potentially improve and create different versions of the 

software. 

In traditional software development, the lifecycle of an application moves from design to 

implementation and deployment and finishes with managing and monitoring a final product. In 

machine learning applications, this process is considered an infinite lifecycle characterized by 

constant reiteration, based on ongoing experimentation related to new data inputs that affect and 

potentially alter the model. One of the key features of live ML systems is that they can influence their 

behavior if they update over time. This makes it difficult to predict the behavior of a model before it 

is released. At the same time, feedback loops can be hard to detect and address if they occur gradually 

over time, especially in models that are updated infrequently. Dealing with changes in the external 

world implies that models require continuous attention and tweaking of perimeters to ensure accuracy 

across monitoring and testing. Manual intervention or investigation is often required when certain 

action limits are reached, including monitoring upstream data producers that may change significantly 

over time, affecting the output of an ML system. Because external changes occur in real-time, ideally, 

responses should also occur in real-time. This frequently requires human intervention (i.e., keeping a 

human in the loop) unless adjacent automated systems and procedures are in place (Sculley, et al., 

2015).  
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2.1.3. Data 

In recent years, the importance of data in the economy has increased. Due to the sheer number of 

transactions and activities conducted online, firms, governments, data aggregators, and other parties 

are enabled to observe, record, structure, and analyze data about consumer behavior at new levels of 

detail and computational speed (Varian, 2010). While aggregate data have been previously known, 

technology has enabled the recording of individual transactions, allowing far richer datasets to emerge 

based on micro-observations. As a result, the digital economy is contingent on the organization of 

large amounts of unstructured data that facilitate the targeting of product offerings by firms to 

individual consumers. Search engines, for instance, rely on data from repeat and past searches to 

improve search results, sellers rely on past purchases and browsing activities to make product 

recommendations, and social networks rely on selling data to marketers to generate revenue (Acquisti, 

Taylor, and Wagman, 2016). Data has therefore become an essential resource in the digital economy, 

while the proliferation of Internet-based digital services and smartphones have made the creation and 

collection of data more accessible and cheaper than before. In 2013 IBM estimated that 90% of the 

world’s data had been created in the past two years alone (Esteramorperez, 2020), while data from 

Statista reveals an exponential growth of created, captured, copied, and consumed data worldwide 

from 2010 to 2025 (Statista, 2022). 

The production and consumption of increasing data also mean that more use-cases in training 

algorithms are generated. One of the most widely known datasets for training machine-learning 

algorithms is administered by ImageNet, which has more than 14 million images that humans have 

labeled. Since 2010, the ImageNet project has run an annual Large Scale Visual Recognition 

Challenge (LSVRC), where software programs compete to classify and detect objects and scenes. 

The accuracy of algorithmic programs has increased rapidly, while some computer programs 

achieved 95% accuracy  in 2015, which is equal to human performance ability. By 2017, accuracy 

had climbed above 97%, and progress is continuing. While these improvements have been made on 

one particular dataset, the results feed into more extensive technological advancements that correlate 

to better performance on other specific tasks, such as analyzing security camera footage or spotting 

animals in nature. Similarly, for the field of speech recognition algorithms that can accurately 

transcribe speech, performance on one primary benchmark has increased from 84% in 2011 to 95% 

in 2017 (Shoham, et al., 2017).  



22 

 

2.1.4. Markets for data 

Besides many publicly available datasets that can be used for machine learning training, data is 

also monetized meaning that it is sold and collected on markets for data. Data brokers usually collect 

information about individuals from available sources across public records, including census data, 

address records, vehicle and driving records, bank details, social media sites, web browsing history, 

and so on (Dixon, 2013). The accumulated data is aggregated to create individual consumer profiles 

that can be sold on markets for data. Consumer profiles comprise thousands of pieces of information 

such as a person's age, race, gender, height, weight, marital status, religious affiliation, political 

affiliation, occupation, household income, net worth, homeownership status, investment habits, 

product preferences, health-related interests, and so on. Data brokers can sell this kind of data and 

related consumer profiling, often for use in targeted advertising and marketing-related activities 

(Dixon, 2013). Due to data's growing role and importance, it has been popularly described as the “oil 

of the digital economy.”  

Markets for data have been enabled by increased connectivity between devices and increases in 

compute coupled with decreases in the costs of storing data. In connection with IoT, higher levels of 

connectivity mean that data travels through a higher number of digital devices, leaving behind a 

“digital trail” or “digital exhaust” across many different platforms and services. In terms of markets 

for data, a product from Google Home, for example, could be connected to a Nest thermostat 

connected to a telecommunications company that shares data with insurers, contractors, and sub-

contractors. 

The European Commission has estimated that markets for data were worth up to $116 billion in 

2020 (Ram & Murgia, 2019). As machine learning is more accurately developed depending on the 

number of inputs and the richness of details in data, data labeling also feeds into markets for data and 

is projected to triple between 2019 and 2023, reaching $5 billion (Kshetri, 2021). As human data 

labeling is a labor-intensive job, it is often outsourced to developing countries such as India, Vietnam, 

and the Philippines, where salaries are lower than in the United States, for instance. 

New regulations such as the European Union’s General Data Protection Regulation (GDPR), 

California’s Consumer Privacy Act (CCPA) and China’s Personal Information Protection Law (PIPL), 

have changed some of the governing mechanisms of markets for data while altering company 

practices for handling and storing data. Under the GDPR, for example, consumers can request their 
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data in downloadable and readable formats, which has required many companies to re-engineer their 

IT architectures related to data handling and storage processes, potentially driving up costs related to 

infrastructure and administration.  

The landscape for data and ownership and the governance and regulation hereof is constantly 

evolving as IT technology and practices change and mature. While the current information 

infrastructure has morphed into a monetized model where consumers generally have little control 

over their data, alternatives that allow consumers to regain a sense of ownership over their data are 

being innovated. These solutions can enable individual data owners to permit external apps or 

companies to read or write to different parts of their data, which hands power back to individual 

owners, i.e., producers of personal data (Mansour, et al., 2016).  

2.1.5. Compute  

A Central Processing Unit (CPU) is the most common microprocessor and is responsible for 

executing the instructions of a computer program on most computers. Compute is an enabling factor 

of AI-related algorithmic processing, and exponential advancements in compute have paved the way 

for new AI capabilities to emerge. Since 1965, Moore’s law has observed that the number of 

transistors in an integrated circuit (i.e. chip, microprocessor, semiconductor) has doubled 

approximately every two years. Previously, compute used to be a limitation to the development of 

AI, for example, in terms of testing deep learning theories and methods in practice. 

The Big Data revolution of the early 2010s has, along with GPUs (Graphics Processing Units), 

become one of the enabling building blocks for providing the processing power behind modern AI 

advances. GPUs were initially developed for video games in the 1970s but have been applied to neural 

networks since the early 2000s. While a CPU consists of a few cores that have been optimized for 

sequential serial processing, a GPU has a massively parallel architecture consisting of thousands of 

smaller and more efficient cores designed for handling multiple tasks simultaneously. As deep 

learning requires high levels of computational power, GPUs have proved to accelerate the training 

process of neural networks.  

Besides traditional semiconductor manufacturers (e.g., Intel, NVIDIA, Qualcomm, ARM, NXP), 

software companies (e.g., Amazon, Alibaba, Google, Baidu, Microsoft, Huawei) have developed 

proprietary semiconductors that enable faster processing within their data centers. For example, 
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Google’s Tensor Processing Unit (TPU) has been developed specifically for neural network machine 

learning based on Google’s AI framework TensorFlow. The new breed of microprocessors is called 

AI accelerators, explicitly designed for AI applications such as neural networks, machine learning, 

and machine vision. Companies such as Amazon (Inferentia), Baidu (Kunlun), Alibaba (Pingtouge 

Hanguang), and Huawei (Ascend, Atlas) are all developing similar solutions. 

Companies can choose to buy individual semiconductors and establish proprietary information 

infrastructure, or they may choose to buy and access compute and associated information 

infrastructure through virtual machines offered by cloud providers. The largest cloud providers are 

known as hyperscalers and usually have a range of AI solutions attached to their cloud and AI 

platforms. AI platforms operate as vertical technology stacks that third parties can access and utilize 

through application programming interfaces (API). AI platforms are built on cloud computing 

services that enable customers to access and utilize AI tools and technologies without building and 

investing in their hardware and IT infrastructure. Earlier, technology stacks had to be built from 

scratch, whereas services since have been modularized into specific AI and ML solutions.  

The AI-related technological landscape is rapidly evolving and some capabilities have begun to 

migrate from the cloud towards edge applications. This means that ML, compute, and algorithmic 

inference are moving closer to where data is being gathered and created, such as mobile devices. 

These developments relate to upgrading efficiency, speed, privacy, and security while enabling data 

to be processed in real-time (Haas & Davies, 2020). This migration towards edge applications is 

accelerated by the emergence of the Internet of Things (IoT), which is enabled by advancements in 

5G networks that allow for an increase in data to travel between devices. New and interconnected 

devices are currently being developed in areas such as autonomous vehicles, healthcare, smart cities, 

and the Industrial Internet of Things (IIoT). 

2.1.6. AI governance 

Two distinct but connected forms of AI governance are currently emerging. One is soft law 

governance, which functions as self-regulation based on non-legislative policy instruments. This 

group includes private sector firms issuing principles, guidelines, and internal audits and assessment 

frameworks for developing ethical AI. Soft law governance also entails multistakeholder 

organizations such as The Partnership on AI, standard-setting bodies such as the International 
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Organization for Standardization, and interest organizations such as the Association for Computing 

Machinery. Actionable mechanisms by the private sector usually focus on developing concrete 

technical solutions, including the development of internal audits, standards, or explicit normative 

encoding. This means that soft-law governance and associated mechanisms already play an essential 

part in setting the default for how AI technologies are governed (AI Ethics Impact Group, 2020). 

Hard law measures, on the other hand, entail laws and legally binding regulations that define 

permitted or prohibited conduct. Regulatory approaches generally refer to legal compliance, the 

issuing of certificates, or the creation or adaptation of laws and regulations that target AI systems 

(Jobin, et al., 2019). Policymakers are currently contemplating several approaches to regulating AI, 

which broadly can be categorized across existing laws and legislation, new horizontal regulations, 

domain-specific regulations, and data-related regulations.  

Table 4. AI governance overview  
Soft law governance Hard law governance 

Definition Self-regulation based on non-legislative 

policy instruments 

Legally binding regulations that are passed by 

the legislatures to define permitted or 

prohibited conduct 

Examples Private sector firms issuing principles and 

guidelines for ethical AI 

Horizontal Regulation, e.g., Algorithmic 

Accountability Act, EU AI Act 

Stakeholder organizations such as The 

Partnership on AI 

Sector-specific regulations, e.g., NHTSA on 

autonomous vehicles 

Standard-setting bodies such as The Institute 

of Electrical and Electronics Engineers 

(IEEE) 

Data-related regulations, e.g., CCPA (US), 

GDPR (EU), PIPL (CH) 

Mechanisms Development of concrete technical solutions, 

including the adoption of assessment 

framework, audits, and standards 

Regulatory approaches generally refer to legal 

compliance, the issuing of certificates, or the 

creation or adaptation of laws and regulations 

to accommodate the specificities of an AI 

system (Jobin, et al., 2019). 

 

2.2.The United States AI policy landscape 

This section gives an overview of AI policy in the United States. It presents AI policy at the 

federal, state, and local levels before giving an overview of current trends in AI regulation. Next, AI 

ethics and forms of self-regulation by private sector enterprises are introduced before developments 

in technology and national security policies are elaborated. In summary, AI policy in the United States 
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is progressing at a slow and incremental pace at the national level, while data and algorithmic 

governance policies often are fragmented at the state level.  

In the United States, AI policy was first debated in 2016, when President Obama and the White 

House Office of Science and Technology Policy (OSTP) launched a series of workshops and 

established a Subcommittee on Machine Learning and Artificial Intelligence. The subcommittee was 

established to monitor advances in AI while coordinating federal activity in the area.  

In May 2018, President Trump and the White House held a Summit on Artificial Intelligence for 

American industry that included key American technology companies.4 Priorities included funding 

for AI research, removing regulatory barriers to deploying AI-powered technologies, training the 

future American workforce, achieving strategic military advantage, leveraging AI for government 

services, and working with allies to promote AI R&D (The White House, 2018).  

In June 2018, The White House announced plans to help provide US companies with new data 

sources and establish a Select Committee on Artificial Intelligence to help government agencies 

adopt AI technologies and consider partnerships with industry and academia (The White House, 

2018).  

In a July 2018 memo from the Executive Office of the President, US leadership in AI was clarified 

as the second-highest R&D priority after the security of the American people. 

In February 2019, President Trump signed Executive Order 13859, announcing the American AI 

Initiative, which serves as the US national strategy on AI.  

In August 2019, the National Institute of Standards and Technology (NIST) submitted the report 

“U.S. LEADERSHIP IN AI: A Plan for Federal Engagement in Developing Technical Standards and 

Related Tools” prepared in response to Executive Order 13859 (NIST, 2019). NIST plan recommends 

that the Federal government commits to deeper, consistent, and long-term engagement in AI 

standards development activities that help the United States speed up AI development. Specifically, 

the plan recommends that the Federal government should: 

• foster AI standards-related knowledge, leadership, and coordination among Federal 

agencies  

 
4 E.g. Alphabet, Facebook, Amazon, Ford Motor Co, Boeing Co, MasterCard and Microsoft Corp 
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• promote focused research to advance and accelerate broader exploration and 

understanding of how aspects of trustworthiness can be practically incorporated within 

standards and standards-related tools 

• support and expand public-private partnerships to develop and use AI standards and 

related tools to advance reliable, robust, and trustworthy AI. Advance non-traditional 

collaborative models for standards development, such as open-source efforts and Federal 

open data initiatives 

• strategically engage with international parties to advance AI standards for US economic 

and national security needs 

In 2020, President Trump’s Executive Order 13859 was ratified as The National AI Initiative Act 

of 2020 (NAIIA), which became law in January 2021. As the United States national strategy on AI, 

the mission of The National Artificial Intelligence Initiative (NAII) is to: 

• ensure continued US leadership in AI R&D 

• lead the world in the development and use of trustworthy AI systems in public and private 

sectors 

• prepare the present and future US workforce for the integration of artificial intelligence 

systems across all sectors of the economy and society, and  

• coordinate ongoing AI activities across all Federal agencies to ensure that each informs 

the work of the others (NAIIO, 2022) 

The National Artificial Intelligence Initiative Office (NAIIO), located in the White House Office 

of Science and Technology Policy (OSTP), is charged to coordinate and support the NAII. The 

NAIIA also relies on the National Science and Technology Council (NSTC) Select Committee on 

Artificial Intelligence to coordinate the initiative. All executive departments and agencies that are 

developing or deploying AI, providing educational grants, or regulating or guiding AI are required to 

adhere to six strategic objectives that include:  

• promoting sustained investment in AI R&D  

• enhancing access to Federal data, models, and computing resources 

• reducing barriers to the use of AI technologies 
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• training American AI researchers, and 

• promote an international environment supportive of American AI innovation, and 

• embrace trustworthy AI for government services and missions 

Federal agencies are instructed to prioritize AI investments in their R&D assignments while 

making federal data, models, and computing resources more available to American researchers and 

industry. These efforts happen in concert with implementing the Open, Public, Electronic, and 

Necessary (OPEN) Government Data Act, which mandates federal agencies to publish all their 

information as open data, using standardized, non-proprietary formats (Murray, et al., 2017). The 

OPEN Government Data Act was passed in the House of Representatives in November 2017 and 

builds on President Obama’s May 2013 Open Data Policy.  

Government support measures and the quest for digital sovereignty is a political agenda that has 

been rapidly building in the US. In January of 2021, Congress passed the Creating Helpful Incentives 

to Produce Semiconductors (CHIPS) for America Act as a part of the National Defense Authorization 

Act (NDAA) for the Fiscal Year 2021 (HR 6395, 2020). The CHIPS Act aims to promote the research, 

development, and fabrication of semiconductors within the United States. On February 4, 2022, The 

House of Representatives passed CHIPS Act investments totaling $52 billion as part of the America 

COMPETES Act.  

2.2.1. State and local AI policy 

At the State and local levels, several AI-related bills have been introduced. In 2017 the New York 

City Council passed an algorithmic accountability bill that established the New York Algorithm 

Monitoring Task Force. The group studies how city agencies use algorithms to make decisions by 

understanding how AI systems and procedures potentially affect the citizens of New York 

(Stoyanovich, et al., 2020). 

In California, the State Senate passed a resolution supporting the Asilomar AI Principles in 

August 2018, which are 23 guidelines that guide the safe and beneficial development and use of AI 

(California State Senate, 2018). The California Consumer Privacy Act was passed in June 2018 and 

required informing people about how their personal information is being used while allowing people 

to opt out of having their data sold to third parties (Pardau, 2018). In 2019, California also passed a 
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bot disclosure law that makes it unlawful to use a bot without disclosing that it is not a human if used 

to incentivize a commercial transaction or influence a vote in an election (Lamo & Calo, 2019).  

Other State initiatives include an AI Task Force established in Vermont in May 2018, which 

makes recommendations about government use of AI and state regulation. A Future of Work Task 

Force was established in Washington in March 2018 to navigate automation and shifting skills 

requirements. 

Local policies also include several bans on facial recognition technology used by local agencies, 

passed in cities like San Francisco, Oakland, Berkeley, and Sommerville, Massachusetts (Spivack & 

Garvie, 2020).  

2.2.2. AI regulation 

In the United States, the use of AI is implicitly governed by a variety of common law doctrines 

and statutory provisions, such as tort law, contract law, and employment discrimination law (Cuéllar, 

2019). This implies that judges’ rulings on common law-type claims already play an essential role in 

how society governs AI. Existing law (e.g., tort law) may, for instance, require that a company avoid 

any negligent use of AI to make decisions or provide information that could result in harm to the 

public (Galasso & Luo, 2021). Likewise, current employment, labor, and civil rights laws imply that 

a company using AI to make hiring or termination decisions could face liability for its decisions 

involving human resources. 

While common law often involves decision-making that builds on precedent, federal agencies 

also engage in important governance and regulatory tasks that may affect AI across various sectors 

of the economy (Barfield & Pagallo, 2018). In the spring of 2019, the Food and Drug Administration 

(FDA), for example, released a “Proposed Regulatory Framework for Modifications to AI/Machine 

Learning-Based Software as a Medical Device” (FDA, 2021). The FDA’s approach to regulating AI 

aims to examine and pre-approve the underlying performance of a firm’s AI products before they are 

marketed and post-approving any subsequent algorithmic modifications. The proposed regulatory 

framework considers a total product lifecycle approach in which AI technologies and products will 

remain open to real-world learning and adaptation through continuous algorithmic updating while 

ensuring that standards for safety and efficiency are met.  
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Horizontal AI regulations include the Algorithmic Accountability Act, first proposed in 2019 and 

reintroduced in 2022 in an amended form. If passed, the regulation will regulate large firms with 

gross annual receipts of $50 million or more over the last three consecutive years or possess or control 

personal information on more than 1 million consumers (Congress, 2019). If passed, the Algorithmic 

Accountability Act would regulate large firms through mandatory self-assessment of their AI systems, 

including disclosure of their usage of AI systems, development process, system design, training, and 

the data gathered and in use. The act would also require companies to conduct impact assessments 

for bias, effectiveness, and other factors when using automated decision systems to make critical 

decisions. The act also proposes establishing a public repository of varying AI systems at the Federal 

Trade Commission and hiring 75 new commission staff to enforce the law.  

In October 2021, the Biden administration proposed developing an AI-centered “bill of rights” to 

mitigate any adverse consequences of technological expansion. The proposed bill of rights would, for 

example, be used to protect US citizens against AI-powered surveillance, discrimination, and other 

forms of harm. The legislation would ensure that US citizens would be free from “pervasive or 

discriminatory surveillance” in their homes, communities, and workplaces, and citizens whose rights 

have been violated by an automated system would be able to seek new ways of redress (Gutierrez, et 

al., 2021).  

2.2.3. AI ethics and self-regulation  

AI is currently being governed by a range of multistakeholder organizations, which along with 

standard-setting bodies are examples of soft-law governance (Wallach & Marchant 2018). One 

example is the Partnership on AI (PAI) established in 2016 by companies such as Apple, Amazon, 

Google, Facebook, IBM, and Microsoft. The Partnership on AI was established as a multistakeholder 

forum to study and formulate best practices on AI technologies, advance the public’s understanding 

of AI, and serve as an open platform for discussion and engagement about AI and its influences on 

people and society (Sanchez, et al., 2019).  

In January 2017, the non-profit Future of Life Institute organized the Asilomar Conference on 

Beneficial AI, bringing together a broad group of AI researchers from academia and industry (FLI, 

2017). At the conference, leaders, and researchers across diverse fields from computer science, 

economics, law, ethics, and philosophy established 23 principles on beneficial AI. The Asilomar AI 
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Principles move across issues associated with research, ethics, and long-term impacts. The Principles 

have been endorsed by the state of California through ratification of bill ACR-215 (California State 

Senate, 2018).  

Many private-sector firms also engage in a variety of self-regulation measures that, in many cases, 

are predicated on AI principles. Google, IBM, Intel, and Microsoft have, among others, published AI 

principles that guide corporate development and implementation. AI principles relate to areas such 

as accountability (e.g., that AI developers are responsible for considering AI design, decision 

processes, and outcomes), value alignment (e.g., that AI are aligned with norms and values of users), 

explainability (e.g., that an algorithms decision process is understandable), interpretability and 

transparency (e.g., details on the decisions made by an algorithm such as features included for making 

a prediction), fairness and inclusivity (e.g., that AI is designed to minimize bias and be inclusive), 

user data rights, privacy and security (e.g., that an AI is designed to protect user data) and reliability 

and safety (e.g., quality assessments). 

Examples of AI-related self-governance by private-sector corporations in the US have notably 

been witnessed in response to nationwide protests against police brutality and racial profiling in the 

spring of 2020. Several companies (IBM, Amazon, and Microsoft) announced that they would stop 

providing facial recognition technologies (FRT) to law enforcement agencies. IBM called for “a 

national dialogue on whether and how facial recognition technology should be deployed by domestic 

law enforcement agencies” (Krishna, 2020, p. 1). Amazon announced a one-year moratorium on 

police use of its facial recognition technology, giving policymakers time to set appropriate rules 

around its use. Microsoft declared that it would not sell FRT technology to police departments in the 

United States until a federal law that regulates the technology is formulated. 

2.2.4. Technology and national security 

In recent years the US has broadened the use of its entity list under the Bureau of Industry and 

Security (BIS), which restricts the export of certain sensitive technologies and components to foreign 

organizations. The entity list was created in 1997 to address risks related to the proliferation of 

weapons of mass destruction, and its expanded use has since transformed it into a general tool for 

protecting US security and foreign interests. In October 2019, BIS announced that it had added 28 

Chinese government and commercial organizations to its entity list, implicated in human rights 
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violations against Uighur Muslims in the Xinjiang region of China (Federal Register, 2019). Chinese 

entities on the list have expanded under the Biden Administration, which added 34 Chinese entities 

in January 2022. The entity list restricts many Chinese AI companies such as Hikvision, iFlytek, 

SenseTime, Yitu, Huawei, and Megvii from access to American technology.  

The Committee on Foreign Investment in the United States (CFIUS) is another mechanism used 

to block international mergers and acquisitions due to concerns over national security. CFIUS was 

established in 1975, while its jurisdiction was broadened in July 2018 through passing the Foreign 

Investment Risk Review Modernization Act. CFIUS comprises members of the State, Defense, 

Justice, Commerce, Energy, and Homeland Security Departments and is led by the Treasury secretary 

(Yoon-Hendricks, 2018). CFIUS typically sends its findings and a recommendation to the president, 

who has the power to suspend or prohibit the deal. CFIUS has, for example, forced the Chinese 

mobile company Kunlun to sell its American dating app Grindr in 2020 due to concerns over national 

security associated with data protection (E. Wang, 2020). CFIUS was also engaged in reviewing the 

Chinese social media platform TikTok under the Trump administration.  

The US Securities and Exchange Commission is also engaged in efforts to ban foreign companies 

listed in the US if their auditors do not comply with requests for information from American 

regulators. The delisting of some Chinese companies became a strategic priority in November 2020 

when President Trump signed an executive order “Addressing the Threat From Securities Investments 

That Finance Communist Chinese Military Companies.” The executive order has been further 

extended under the Biden administration. It claims that “the use of Chinese surveillance technology 

[…] facilitates repression or serious human rights abuse” and constitutes an “extraordinary threat” 

(White House, 2021a). These developments have, among others, caused Chinese companies such as 

China Mobile, China Unicom, and China Telecom to delist from US Stock Exchanges. 

2.3. China’s AI policy landscape 

This section gives an overview of AI policy in China. It presents AI policy at the national, 

provincial, and local levels before giving an overview of current trends in AI regulation. Next, AI 

ethics and forms of self-regulation by private sector enterprises are introduced before developments 

in technology and national security policies are elaborated. In summary, AI policy in China has 

developed rapidly since a national strategy for AI was adopted in 2017. AI policy in China is 



Chapter II: The Empirical Context 

 

33 

 

perceived as a coherent set of strategies that emanate from the State Council and ministries and trickle 

down to the provincial and local levels of government and industry.  

While modern research on AI in China tends to take 2017 as a starting point, China has a much 

longer history of AI research and development that often is unacknowledged in the literature. The 

Chinese Association for Artificial Intelligence (CAAI), for example, dates back to 1981, when it was 

established under the Ministry of Civil Affairs to foster talents in AI (CAAI, 2020). Basic research 

and funding into AI began in 1986 when the National Natural Science Foundation of China (NSFC) 

and the 863 programs began to fund research in AI in areas such as hardware and software for 

intelligence, human-computer interaction (HCI), intelligent application systems, neural networks, 

genetic algorithms, machine learning, natural language processing, computer vision, and robotics 

(Zhu, et al., 2018). The long-term goal of the 863 program was to realize “strategic transitions from 

pacing front-runners to focusing on ‘leap-frog’ development” (MOST, 2020b) while making China 

independent of any financial obligations for foreign technologies (Hequan, 2000). The 863 program 

contributed to establishing some of China’s current AI champions, such as the voice-recognition 

company iFlytek, which received state funding in the early 2000s.  

After the year 2000, China's Ministry of Science and Technology (MOST), the National Natural 

Science Foundation of China (NSFC), and other central governmental agencies, as well as local 

governments, including Beijing, Shenzhen, and Hangzhou, began to increase their funding towards 

AI (Xue, 2018). This enabled Chinese researchers to attend international conferences and become 

more involved and integrated with international research communities (Zhu, et al., 2018). 

Since then, many industrial policies that have indirect but essential implications for AI 

development have emerged. China's 10th five-year plan, from 2001 to 2005, made software 

development a critical pillar of economic development. In 2006, the State Council’s “National 

Medium and Long Term Plan for the Development of Science and Technology (2006–2020)” began 

to prioritize R&D in frontier technologies such as sensors, semiconductors, robots, and virtual reality, 

which according to the plan, should have reached a mature stage of development by 2020 (Sun & 

Cao, 2021). In 2008, MOST launched the “China Open Source Software Competition” and the 

“Contest of Open Source Software Innovation and Enterprise Application” to commercialize open-

source software in China's domestic industry. In 2009, the State Council released the “Strategic 

Emerging Industries” plan and selected New Generation Information Technology as one of ten 
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industries to be prioritized for development (Kenderdine, 2017). In 2012, the Ministry of Science and 

Technology released its 12th five-year plan (FYP), which included Intelligent Smart Manufacturing 

as an area for targeted development. In 2014, the “National Guideline for the Development and 

Promotion of the IC Industry” was released by the State Council to stimulate development in 

integrated circuits and accelerate the pace of China's semiconductor industry to catch up with 

international leaders (State Council, 2014). In May 2015, the ten-year plan “Made In China 2025” 

further identified smart manufacturing, including related aspects of sensors and IoT connectedness, 

as crucial areas of development associated with turning China into a modern manufacturing power. 

The “Big Data Development Action Plan” was released by the State Council in 2015 and articulated 

that insufficient openness and sharing of government data and lagging legal and regulatory measures 

needed attention (State Council, 2015). The scope of the Big Data Development Plan was to promote 

the opening of public data resources incrementally while accelerating the construction of a unified 

open platform and management system for national government data.  

Since 2016 a more direct focus on AI development has resulted in the formation of multiple 

concrete AI policy plans. In July 2016, the State Council released the Guiding Opinions on Actively 

Rolling out the “Internet-Plus” Initiative, which identified AI as one of eleven priority areas to 

accelerate information communication technologies in conventional industries. China's 13th five-year 

plan from 2016 to 2020 was released in April 2016 by the National People’s Congress and included 

a strong presence of AI. In the 13th FYP for National Science and Technology Innovation, robotics 

and AI were recognized as a new generation of information technologies (He, 2017). In January 2017, 

the National Development and Reform Commission’s (NDRC) “Guiding Catalogue for Important 

Products and Services in Strategic Emerging Industries” included allocating resources to AI 

innovation and technological application while allowing policymakers to start formulating growth 

trajectories and governing mechanisms for China’s AI industry (He, 2017). These developments 

highlight that AI over the years has matured and been brought to the attention of the upper echelons 

of China’s Communist Party (CCP), which has hailed AI as an essential driver for the modernization 

of China’s society and economy. 

In July 2017, the State Council released “A New Generation Artificial Intelligence Development 

Plan”5 (AIDP), which marks a clear turning point in the importance of AI policy in China. The AIDP 

 
5 新一代人工智能发展规划 (New generation artificial intelligence development plan) 
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established a range of concrete goals for AI-related R&D, industrialization, talent development, 

education and skills acquisition, standard-setting and regulations, ethical norms, and security for the 

entire AI industry. The three-step action plan outlines China’s ambitions of becoming a world leader 

in AI by 2030. 

• The first step is to make China’s AI industry “in line” with competitors by 2020  

• The second step is to reach “world-leading” capabilities in some AI fields by 2025, and  

• The third step is to become the “primary” center for AI innovation by 2030  

By 2030, China’s government aims to have cultivated an AI industry worth 1 trillion RMB (USD 

158bn), with related industries worth 10 trillion RMB (USD 1,577tn). The plan also lays out the 

government’s intention to recruit the world’s best AI talent, strengthen the training of the domestic AI 

labor force, and lead the world in laws, regulations, and ethical norms that promote the development 

of AI. The latter includes the intent to participate in and lead the global governance of AI. 

The notion of “National Open Innovation Platforms for New Generation Artificial Intelligence”6 

and China’s National AI Team7 was added in November 2017, when China’s Ministry of Science and 

Technology (MOST) selected four companies and endorsed these to construct open AI platforms 

across four distinct areas of AI application. In a testament to the success of the initial strategy, MOST 

further expanded the initiative in August 2019 to include a total of fifteen National Open Innovation 

Platforms for AI.  

China’s Ministry of Industry and Information Technology (MIIT) has also been heavily engaged 

in promoting the country’s AI industry. In December 2017, MIIT released the “Three-Year Action 

Plan to Promote the Development of New Generation Artificial Intelligence Industry” accompanying 

the State Council’s AIDP. The Three-Year Action Plan's objective was to accelerate the development 

of advanced manufacturing and integrate AI with the real economy between 2017 and 2020 while 

contributing to the objectives of the “Made In China 2025” plan (MIIT, 2017). 

By November 2018, MIIT’s “Three Year Action Plan” was accompanied by the “Working Plan 

for the Key Tasks of Innovation in the New Generation of Artificial Intelligence Industry.” The 

Working Plan exemplifies four prioritized areas of AI development, as shown in Table 5.  

 
6 国家新一代人工智能开放创新平台 (National Artificial Intelligence Open Innovation Platform)  
7 人工智能国家队 (Artificial Intelligence National Team) 
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Under the Working Plan, MIIT has broadly called on leading technology companies and research 

institutions to participate in the formation of China’s National AI Team by applying for a 

government-sponsored program on the webpage aibest.org.cn, which aimed to achieve pre-specified 

technological breakthroughs by 2020 (MIIT, 2017).  

To implement the State Council's AIDP and MIIT’s Three-year Action Plan, MIIT’s Department 

of Information and Software Services, and the Chinese Electronic Standardization Institute (CESI) 

formulated a 2018 draft on supporting the establishment of “China Artificial Intelligence Open 

Source Software Development League” (AIOSS, 2018). Members of the AIOSS have similarly been 

recruited as “national enterprises”8 that can engage in scientific and technological breakthroughs and 

standard-setting.  

Table 5. MIIT working plan  

Working Plan for the Key Tasks of Innovation in the New Generation of Artificial Intelligence Industry 

(1) Smart Products (2) Core foundation 

1. Intelligent network car 9. Smart sensor 

2. Intelligent service robot 10. Neural network chip 

3. Intelligent drone 11. Open source, open platform 

4. Medical image assisted diagnosis system  

5. Video image identification system  
6. Intelligent voice interaction system  
7. Intelligent Translation System  
8. Smart home products  
(3) Intelligent manufacturing of key technical 

equipment (4) Support system 

12.Intelligent manufacturing of key tech-equipment 13. Industry Training Resource Library 

 14. Standard Testing and Intellectual Property Platform 

 15. Intelligent network infrastructure 

 16. Network Security System 

 17. Other 

 

The Artificial Intelligence Industry Alliance (AIIA), a government-sponsored industry body, was 

launched in October 2017 by the MIIT’s China Academy of Information and Communications 

Technology (CAICT), CESI, and the National Industrial Information Security Development Research 

Center. AIIA comprises 471 members from government, industry, and research institutions and 

carries out work from evaluation and certification to open-source software, semiconductor, security 

development, and work on ethical concerns related to AI application.  

 
8本联盟面向全国企业招募联盟成员单位 (The alliance recruits members from national enterprises) 
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In 2018, the Ministry of Education (MOE) also released an AI Innovation Action Plan for colleges 

and universities to drive the proliferation of AI-related educational programs across China. The plan 

has three interrelated objectives: to optimize the existing innovation framework for AI development, 

cultivate high-caliber talent in AI, and commercialize research outcomes (MOE, 2018). 

Table 6. Industrial and technology policies that target AI development 

Year Plan Objective Stakeholder 

2016 Guiding Opinions on Actively 

Rolling out the “Internet-Plus” 

Initiative 

Identifies AI as one of eleven priority areas to accelerate 

information communication technologies in conventional 

industries. 

State Council 

2016 Implementation Plan for 

“Internet Plus” Artificial 

Intelligence 3-Year Initiative 

Outlines nine key engineering areas in AI technology 

development between 2016 and 2018. 

NDRC, MIIT, 

MOST and 

SIIO 

2016 “Artificial Intelligence 2.0" Added to a list of 15 “Sci-Tech Innovation 2030 

Megaprojects". Demonstrates how AI was added to 

megaproject status. 

Chinese 

Academy of 

Engineering 

2016 13th five-year plan (FYP)  AI is mentioned extensively throughout the FYP. Identifies 

AI as a significant objective for the central government to 

pursue. 

National 

People's 

Congress 

2017 Guiding Catalogue for 

Important Products and 

Services in Strategic 

Emerging Industries 

Highlights the allocation and pooling of resources from both 

public and private sectors in affecting AI innovation and 

technological application. 

NDRC 

2017 2017 Mass Entrepreneurship 

and Innovation Plan 

Sets aside $320 billion to support entrepreneurs to drive a 

structural shift from an industrial to a service-based economy. 

Strengthens the link between AI and China's start-up scene, 

State Council 

2017 A Next-Generation Artificial 

Intelligence Development 

Plan 

Sets forth initiatives and goals for R&D, industrialization, 

talent development, education and skills acquisition, standard-

setting and regulations, ethical norms, and security for the 

entire AI industry. 

State Council 

2017 Three-Year Action Plan to 

Promote the Development of 

New-generation Artificial 

Intelligence Industry 

To accelerate the development of advanced manufacturing 

and integrate AI and the real economy while furthering the 

objectives of MIC2025. 

MIIT 

2018 AI Innovation Action Plan for 

College and Universities 

To optimize the innovation framework for AI development, 

cultivate talent, and promote the commercialization of 

research on AI 

MOE 

 

2.3.1. Provincial and local AI policy 

National policy plans are complemented by regional development initiatives that embody a 

decentralized approach to implementing national policy guidelines. Elaborated, this means that 

disparate initiatives and clusters are emerging all over China, often focusing on varying areas of AI 

technology and information infrastructure development. While national AI guidelines and policy 

plans are formulated in a top-down approach, local policymakers usually guide actual implementation 
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based on economic factors and existing industrial needs and conditions. Provincial politicians are 

usually promoted based on economic performance, which creates an incentive to follow central 

government strategies and guidelines (Li & Zhou, 2005).  

The first province-level AI policy came out in 2009, and there has since been a steady increase in 

the number of local government policies on AI (Xue, 2018). Several cities and local governments 

focus on developing specific technologies related to areas such as algorithmic R&D, semiconductors, 

cloud storage and infrastructure, IoT, Big Data, smart manufacturing, smart grid, smart agriculture, 

information security, and precision medicine (Xue, 2018).  

In Beijing, for example, existing advantages build on the city's multiple research institutions, 

which has turned the city into a strong cluster for AI-related R&D. Non-profit research institutes such 

as the Beijing Academy of Artificial Intelligence, established in 2018, seek to promote greater 

collaboration between academia and industry.  

 Regional disparities mean that provinces such as Beijing and Jiangsu, for example, are more 

concerned with basic AI R&D due to the existing comparative advantages of universities and 

academic institutions (Xue, 2018). While the province of Guangdong has fewer universities than 

some of its northern counterparts, the province is more concerned with applications of AI across the 

fields of manufacturing and robotics, for instance (Xue, 2018).  

Leading clusters of AI development have since been forming around the three mega-regions of 

Beijing, Tianjin, Hebei (Jing-Jin-Ji), Shanghai, Jiangsu, Zhejiang (Yangtze River Delta), and 

Guangdong, Hong Kong, Macao (Greater Bay Area) (Xue, 2018). 

Regional approaches to AI development also include the formation of AI pilot zones that 

experiment with the implementation of novel AI technologies and systems. In February 2019, the 

Office for Promoting the Construction of Beijing as a Science Technology and Innovation Centre 

announced the establishment of the Beijing New Generation Artificial Intelligence Development 

National Experimental Zone (MOST, 2020a). Beijing’s AI National Experimental Zone is expected 

to play a vital role in the three main areas of AI talent creation, industry development, and piloting 

institutional reforms. 

In May of 2019, the Shanghai (Pudong) Artificial Intelligence Innovation Application Pilot Zone 

was approved by the MIIT. Like Beijing, the zone is the first AI Innovation Application Pilot Zone. 
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It is built to diffuse and commercialize new AI technologies and products while strengthening the 

link between AI implementation and the real economy (Xinhua, 2019).  

The establishment of pilot zones follows China’s industrial and economic development blueprint 

of testing economic and regulatory reforms in regional corridors before being replicated and 

expanded nationwide. Plans exist to expand the National Experimental Zone initiative to 20 cities 

across China (Economic Information Daily, 2019).  

2.3.2. AI regulation  

China has been quick to devise new rules in some areas of algorithmic oversight. In 2019, the 

State Council released a plan on “Promoting the Platform Economy – Guiding Opinions on 

Standardizing Healthy Development” (State Council, 2019). The plan specifies that room should be 

left for developing new regulations, while supervision should be tailored according to new business 

solutions in order not to stifle innovation. Regulatory oversight should, accordingly, be devised in 

concert with leading platform operators (State Council, 2019).  

In terms of AI regulation, the Cybersecurity Administration of China (CAC) passed the “Internet 

Information Service Algorithm Recommendation Management Regulations” On December 31, 2021. 

The regulations are scheduled to take effect on March 1, 2022, and target the use and misuse of 

recommendation algorithms (CAC, 2021). Personalized recommendation algorithms are used 

extensively by social media apps for content recommendation and targeted advertising and by E-

commerce companies and service platforms, such as food delivery apps. The regulation aims at 

increasing transparency regarding how recommender systems operate while giving users more 

control over their data. Under the regulation, algorithmic operators have to update their technology 

to comply with technical requirements, from auditing to allowing users to access and control their 

data. Regulations, however, go beyond addressing individual user rights by mandating that operators 

of recommender systems follow an ethical code for cultivating “positive energy” online while 

preventing the spread of undesirable or illegal information (Huld, 2022).  

In September 2021, the CAC and nine co-regulators9 released a three-year roadmap governing all 

algorithms used in online settings. The roadmap aims to build an algorithmic supervision system 

 
9 State Internet Information Office, Central Propaganda Department, Ministry of Education, Ministry of Science and 

Technology, Ministry of Industry and Information Technology, Ministry of Public Security, Ministry of Culture and 

Tourism, State Administration for Market Regulation, State Administration of Radio and Television 
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while gradually establishing audit-based mechanisms for algorithmic security assessments (Sheehan, 

2022). 

AI is also governed by the China Academy of Information and Communications Technology 

(CAICT) (Sheehan, 2022). CAICT is focused on developing tools for measuring and testing AI 

systems and released China’s first white paper on developing “trustworthy AI” in July 2021 (CAICT, 

2021). CAICT is also working with China’s AI Industry Alliance (AIIA) to test and certify different 

AI systems. In November 2021, the CAICT issued its first batch of trustworthy AI certifications for 

facial recognition systems (Sheehan, 2022).  

The Ministry of Science and Technology has also encouraged self-regulation through private 

companies’ adherence to ethical guidelines. In July 2021, MOST published guidelines that called for 

universities, research labs, and private sector companies to set up internal review committees to 

oversee and resolve ethical issues related to AI (MOST, 2021b). In October 2021, MOST released 

additional guidelines on “A new generation of artificial intelligence ethics code” (MOST, 2021a) 

which specifies ethical norms for using AI in China. The norms include reference to protecting 

personal information and human control and responsibility in terms of AI adoption and use (MOST, 

2021c).  

Many issues such as discriminatory data practices, opaque recommendation models, and labor 

violations are also addressed by other legislation, such as the Personal Information Protection 

Law (PIPL), which regulates the use of personal data in China. The PIPL came into effect on 

November 1, 2021, and explicitly prohibits price discrimination and other discriminatory practices 

for automated decision-making processes (MOST, 2021c). The PIPL, along with China’s existing 

Cybersecurity Law (CSL) and Data Security Law (DSL), is intended to establish a broader framework 

for governing cybersecurity and data privacy protection in China.  

2.3.3. AI ethics and self-regulation  

In terms of AI ethics, the “Beijing AI Principles” for research, development, use, governance, and 

long-term planning of AI were released in May, 2019, by a joint multistakeholder coalition of the 

Beijing Academy of Artificial Intelligence, Tsinghua University, Peking University, the Chinese 

Academy of Sciences, and leading enterprises such as Baidu, Alibaba, and Tencent. In terms of R&D, 

the principles focus on benefitting humanity and the environment while serving human values such 
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as privacy, dignity, freedom, autonomy, safety, inclusivity, and openness. In terms of use, the 

principles focus on the application and limits of AI technologies, informed consent, user rights, and 

education and training. In terms of governance, the principles highlight a need to optimize 

employment while being adaptive to constant changes in terms of technological capabilities and 

regulatory measures. Last, the principles take into consideration long-term planning for advanced AI 

systems and the potential risks of developing and deploying artificial general intelligence.  

In 2019, members of AIIA also released a joint pledge to secure self-discipline in AI across ethical, 

safety, and standard domains. The draft of the pledge is divided into four chapters covering a set of 

general provisions stating that AI should be human-centered, enhance well-being, be fair and avoid 

harm. The principles relay that AI should be secure, safe, controllable, transparent, explainable, 

protect privacy, clarify responsibilities and focus on diversity and inclusivity. AIIA members should 

also focus on asserting self-discipline and self-governance, formulate standards, promote open-source 

sharing, and provide universal education while furthering technological development.  

Private sector companies have also released AI principles. For instance, Tencent’s principles, 

released in 2018, state that AI should be available, reliable, comprehensible, and controllable 

(Tencent Research Institute, 2020). Facial recognition company Megvii also released a set of Core 

Principles in 2019, including commitments not to weaponize its technology, prevent discrimination, 

and ensure human oversight, robustness, accountability, and data privacy (Newman, 2020). In terms 

of international collaboration on AI principles, Baidu was the only Chinese member of the US-led 

Partnership on Artificial Intelligence. However, amid heightened tensions between the US and China, 

the company left PAI in 2020, citing membership costs for leaving.  

2.3.4. Technology and national security 

In September 2020, China’s Ministry of Commerce (MOFCOM) published its own “unreliable 

entities” rules targeting foreign enterprises. The MOFCOM regulations were issued one day after the 

United States announced plans to ban US businesses from transacting with the Chinese-owned apps 

WeChat and TikTok (Bradshaw, et al., 2020). China first announced the creation of an “unreliable 

entities list” in May 2019, after the US had added Huawei and many of its global affiliates to the US 

Commerce Department’s entity list. Chinese policymakers have clarified that the unreliable entities 

list is established to combat unilateralism and trade protectionism that interrupt supplies to Chinese 
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firms. Like the United States, China’s entities list seeks to protect China’s national security and 

economic interests by penalizing any foreign enterprise, organization, or individual who endangers 

China’s national security or development. This includes firms that cease to do business with Chinese 

companies “in violation of normal market transaction principles” or that discriminate against Chinese 

companies and consumers (MOFCOM, 2020). Any foreign entities added to the list can be subject to 

fines, import-export bans, investment restrictions, travel prohibitions, and reputational damage 

(Bradshaw, et al., 2020).  
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3. THEORETICAL AND CONCEPTUAL FRAMEWORK 

Theoretically, this thesis draws on multiple literatures positioned at the intersection of platform- 

and technology-related governance and regulation, rooted in information systems, institutional theory, 

and political economy. To analyze how artificial intelligence is governed in the United States and 

China, and understand some of the broader implications for the governance of AI, this chapter reviews 

relevant theoretical literature that informs the conceptual framework of the thesis.  

By drawing on multiple theoretical approaches, this thesis seeks to strengthen an understanding 

of AI governance that operates across several distinct socio-technical levels. These include the 

technical (AI innovation), organizational (AI adoption), and institutional levels (AI diffusion). This 

distinction is important as separate governing mechanisms can be discerned at each socio-technical 

level. For these reasons, I consider it unfeasible to rely on one theoretical framework to inform the 

broader empirical inquiry of the thesis. Instead, the broad nature of the applied theories serves to 

operationalize governing mechanisms across meso and macro levels of analysis, which allows for a 

more granular perception of AI governance to emerge. By adopting this approach, the thesis seeks to 

build a holistic interpretation of AI governance. An overarching conceptual framework that guides 

the empirical analysis of the individual research articles is presented at the end of this chapter.  

3.1.Literature review 

The following literature review has been divided into three separate parts. The first part elaborates 

on the notion of digital infrastructure borrowed from information systems theory. Digital 

infrastructure is used as an overarching construct to signify elements that feed into and enable varying 

forms of AI innovation. This includes digital building blocks and platforms as technical and 

organizational constructs that guide AI innovation, adoption, and diffusion processes. The role of the 

public sector in orchestrating these processes is also highlighted in this section. The second part of 

the literature review goes over institutional infrastructure and elaborates on how AI technologies are 

adopted and gain socio-technical legitimacy. Institutional theory is applied to understand how varying 

logics are embedded in AI systems and the actors that work to impact processes of socio-technical 

legitimacy. The third and last part of the literature review looks into regulation and governing 

mechanisms that establish new rules targeting the ongoing expansion of AI systems and technologies.  
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3.1.1. Digital infrastructure 

Information systems theory informs valuable concepts such as digital building blocks, 

modularization, and platforms and ecosystems. These are considered digital infrastructures that 

inform AI-related innovation (technical level) and new forms of organization (organizational level). 

The theoretical concepts and constructs elaborated from an information systems perspective function 

as the technical foundation of inquiry throughout the thesis. 

Digital infrastructure is defined as the computing and network resources that allow multiple 

stakeholders to orchestrate their service and content needs (Constantinides, et al., 2018). Digital 

infrastructures are distinct from traditional infrastructures (e.g., roads, utility networks, trains) 

because of their ability to collect, store, and make digital data available across many systems and 

devices simultaneously (Yoo, et al., 2012). Examples of digital infrastructures include the Internet 

(Henfridsson, et al., 2018; Rai, et al., 2019); data centers; open standards, e.g., IEEE 802.11 (Wi-Fi), 

as well as consumer devices such as smartphones (Hinings, et al., 2018). 

Henfridsson, et al. (2018, p. 90) refer to “digital resources” as entities that serve as building blocks 

in creating and capturing value from information. Digital building blocks are transformational due to 

the innovative patterns established through “use-recombination” (Henfridsson, et al., 2018). Digital 

building blocks are also associated with generativity, which is defined as the “capacity to produce 

unprompted change driven by large, varied and uncoordinated audiences” (Zittrain, 2006, p. 1980).  

AI technologies exemplify a novel form of digital building blocks that are distinguishable from 

traditional software systems (e.g., ERP, CRM) due to new kinds of inherent agency, which render 

these as “organizers,” “predictors,” or “controllers” of data flows that are captured by digital 

infrastructures (Russell & Norvig, 2010). Novel AI agents embody distinct logics and cognitive 

functions that are partially derived from and impact the social system and environment in which they 

operate (Floridi & Sanders, 2004). 

Most digital building blocks are made accessible through online platforms such as transaction 

platforms, e.g., e-commerce, and innovation platforms, e.g., apps and services (Bonina, Koskinen, 

Eaton, & Gawer, 2021; Cusumano, Gawer, & Yoffie, 2019). Transaction platforms act as 

intermediaries between two or more groups of agents, for example, in the form of multi-sided 

platforms (MSP) to organize economic transactions (Hagiu & Wright, 2015). Examples include app 

stores, e-commerce platforms, dating platforms, and social media platforms. Innovation platforms 
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emphasize the technical and organizational “foundations upon which other firms can build 

complementary products, services or technologies” (Gawer, 2009, p. 54). This process occurs as 

digital building blocks and modules are made accessible for novel forms of innovation (Gawer, 2014). 

Examples include Microsoft Azure, Amazon Web Services, and Google Cloud. Digital building 

blocks and modules can be accessed and combined by app developers (complementors) to build apps 

and services (known as platform complements) (Bonina, et al., 2021). 

While many forms of AI are used on transaction platforms, the central organizational construct 

of interest in this thesis is innovation platforms, as these increase the accessibility of AI technologies 

for SMEs. In terms of organization, innovation platforms are characterized by having platform 

owners (Boudreau & Hagiu, 2009) responsible for governing the innovation of modules in the core 

architecture and the innovation activities of third-party developers at the periphery (Bonina & Eaton, 

2020). The relationship between core and periphery is often contextualized through the notion of 

ecosystems, which are made up of the platform sponsor as well as providers of complements that 

make the platform more valuable to consumers (Ceccagnoli, Forman, Huang, & Wu, 2012; Gawer & 

Cusumano, 2013). Platform ecosystems take a “hub and spoke” form, with an array of peripheral 

firms connected to the central platform via shared or open-source technologies and technical 

standards (application programming interfaces (API), software development kits (SDK)). By 

connecting to the platform, complementors can generate complementary innovation and gain access 

to other members or costumers of the platform’s broader ecosystem (Ceccagnoli, et al., 2012; 

Cennamo & Santalo, 2013).  

Innovation platforms are often associated with open innovation, defined as “the use of purposive 

inflows and outflows of knowledge to accelerate internal innovation and expand the markets for 

external use of innovation” (Chesbrough, 2006, p. 1). Similarly, open data and open-source software 

(OSS) are often associated with open innovation platforms since their “free” redistribution of public 

goods attracts complementors from the ecosystem to the platform.  

3.1.1.1.Platform governance 

In terms of platform governance, Ghazawneh & Henfridsson (2010) developed the theory of 

boundary resources to explain how platforms govern the inherent tension between openness and 

control. Boundary resources evolve through governance of the production function, which refers to 
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the rules and tools that are used to constrain or enable the generativity of ecosystems (Eaton, et al., 

2015; Ghazawneh & Henfridsson, 2010; Henfridsson & Bygstad, 2013; Yoo, Henfridsson, & 

Lyytinen, 2010). The concepts of resourcing and securing refer to the “software tools and regulations 

that serve as the interface for the arms-length relationship between the platform owner and the 

application developer” (Ghazawneh & Henfridsson, 2013, p. 174). Resourcing is the process by 

which the scope and diversity of a platform are enhanced, which contributes to expanding the 

ecosystem of actors around the platform by increasing the supply of new resources, knowledge, and 

capabilities (Iansiti & Levien, 2004). Examples of tools are APIs and SDKs that give developers 

access to the modular core of the platform and enable them to build software services. Securing is the 

process by which the platform's control is increased and contributes to governing a community of 

third-party developers. Platform integrity is maintained by providing rules for controlling the quality 

of third-party apps and services developed for the platform. One example of rules is those established 

by software and data licensing agreements (Boudreau & Hagiu, 2009). If rules are broken, the 

platform owner can take a range of actions, such as suspending a developer from using or accessing 

the platform (Bonina & Eaton, 2020). Resourcing tools and securing rules are critical components of 

platform governance (Ghazawneh & Henfridsson, 2013).  

While the information systems literature has detailed several aspects of private sector platform 

governance, the literature has barely dealt with the ways governments can affect platforms resourcing 

tools and securing rules. 

3.1.1.2. Platforms and the public sector 

More recently, the public sector has embraced the platform-based organizational construct, e.g., 

to encourage new forms of innovation (Mergel, 2018). Public sector agencies have, for example, 

started to embrace a range of market-inspired open innovation initiatives (Bommert, 2010). Open 

innovation approaches are relevant to the government because, arguably, many challenges are too 

complex or inconvenient for the public sector to embark on or solve (Sørensen & Torfing, 2011). In 

embracing the open innovation model, public sector organizations have, for example, started to make 

public data and records available on platforms, thereby facilitating open innovation through open 

government data (OGD) initiatives (Zuiderwijk & Janssen, 2014). OGD can be perceived as cross-
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boundary information sharing between the government and the public, including businesses and 

individuals (T. Yang, et al., 2015). 

The use of platforms in the public sector can either be considered in terms of proprietary 

government platforms that deliver services directly to citizens or as hybrid public-private platforms. 

In hybrid platforms, infrastructure and governing mechanisms are shared between one or more parties 

from the public and private sectors (Klievink, et al., 2016). For example, in public healthcare, hybrid 

platforms can link anonymized medical data with third-party developers such as universities, 

pharmaceutical companies, or start-ups, allowing these to innovate and engage in the production of 

new types of treatment and services (Kallinikos & Tempini, 2014). Hybrid platforms are also used to 

inform public infrastructure upgrades, using, for example, real-time traffic flow data gathered by a 

ride-hailing platforms that collects real-time data on traffic flows (Jacobides, et al., 2019). While 

hybrid platform arrangements and AI-induced experimentation are currently emerging across various 

sectors, the organizational concept has been little elaborated or discussed in the literature (Klievink, 

et al., 2016).  

In terms of hybrid public-private platforms, a challenge for cooperation is that alignment needs 

to be secured between private sector business models and public objectives and forms of organization 

(Janssen, et al., 2008). Apart from the formal governance instrument, a collaborative form of 

governance is needed, as traditional modes of governance such as hierarchical, authoritative, and 

contract-based forms may be counterproductive in making the platform successful (Gawer, 2014). 

Therefore in the governance of hybrid public-private platforms, there typically exists a formal 

relationship and a responsibility by private actors to report to the government on areas such as 

progress, standards, and interoperability (Klievink, et al., 2016). The hybrid platform also needs to 

offer the opportunity for government agencies to capitalize on these developments or to transform 

how the government interacts with businesses, which implies that government agencies are active 

stakeholders with both agenda and instruments that can affect platform-related generativity as well 

as facilitate new forms of business-to-government exchange (Klievink, et al., 2016). Striking a 

balance between autonomy and control is central in hybrid arrangements, where it is crucial to 

consider how new business models can align with public sector interests. For governments, it is 

therefore important to uncover a broader range of mechanisms that can be used to affect AI-induced 

generativity in the digital economy. This includes a focus on how governments can enable or 
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constrain varying forms of platform innovation and how these innovations diffuse and affect SMEs 

or civil society participants at a broader level. These aspects have been little dealt with in the literature.  

3.1.1.3. Digital institutional infrastructure 

As large technology platforms usually are the leading innovators of a field, these also carry weight 

in how new technologies and associated standards emerge and are governed (Pisano & Teece, 2007). 

Typically private actors orchestrate ecosystems and associated digital infrastructures, which brings 

issues to the forefront, such as the challenge of establishing a governance system, reproducing social 

order, and incorporating aspects of value appropriation and control (Hinings, et al., 2018, p. 54). 

These issues are also crucial for policymakers to consider when supporting or regulating the digital 

economy.  

Literature on public value theory (Panagiotopoulos, et al., 2019) considers how data and AI 

technologies (Janssen, et al., 2020) align with public sector priorities and how advances in 

government data science and AI can deliver new benefits and use cases to governments, regulatory 

agencies, and citizens (GOV.UK, 2019). Cordella and Paletti (2019) refer to “the role of ICTs as 

enablers for a new organizational configuration to produce and deliver public services that enable the 

creation of public value” (p. 2). This implies a focus on novel forms of organization where public 

value also encompasses digital resources such as open-source software and open data and how these 

are redistributed and orchestrated across public, private, and hybrid platform arrangements. 

Traditionally, the kind of public value associated with open data and open-source software has fallen 

outside the scope of governments, while these resources are becoming of strategic importance due to 

their intrinsic long-term industrial impacts. This includes creating broad spillover effects to the rest 

of the economy (Aghion, Jones & Jones, 2017; Furman & Seamans, 2019). In developing proprietary 

government solutions, some underlying digital components are now considered critical information 

infrastructure that has implications for national security and ought to be more tightly protected (e.g., 

5G) (Assaf, 2008). In other areas, the government may actively encourage opening previously 

proprietary government data to invite greater participation in public sector innovation (T. Yang, et 

al., 2015). These perceived trade-offs often remain unclear and are little articulated in the literature 

on platform governance and innovation. 
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Panagiotopoulos, et al. (2019) argue that public officials can create digital infrastructures that 

stimulate public value creation in more or less deliberate ways (e.g., ease of online access, data 

distribution, mobile applications). Public agencies may also take on new roles where they orchestrate 

but do not maintain complete control of value creation processes (Janssen & Helbig, 2016; Linders, 

2012). Cordella & Paletti (2019) refer to orchestration as a set of governance mechanisms through 

which the government contributes to determining various technological and institutional 

configurations to deliver public value.  

Governing mechanisms that are borrowed from private sector platform governance, however, 

require a renegotiation of the regulatory regimes that are embedded and structured in the digital 

infrastructure, e.g., building blocks, with those that are embedded and structured in the institutional 

infrastructure, e.g., social acceptance of new technologies or public sector regulation of these 

(Cordella & Contini, 2012). This means that while a digital building block may be subject to 

individual forms of legitimacy, collective legitimacy is equally necessary for a new institutional 

arrangement to emerge. For example, it may be that a platform-based building block holds legitimacy 

(e.g., a cloud-based AI facial recognition system) because it performs within a predefined level of 

technical accuracy. However, for the organizational or broader institutional arrangement to gain 

legitimacy, the embeddedness of the building block into a socio-technical context needs to be 

accepted at a much broader level of implementation. 

While information systems theory has been conducive to understanding a range of underlying 

concepts associated with AI innovation, platform governance, and digital infrastructure, conceptual 

issues over how AI systems gain legitimacy and become institutionalized over time remain 

unanswered. Therefore, concepts from institutional theory are added to describe the processes and 

governing mechanisms associated with AI adoption and diffusion at a broader societal level of socio-

technological change. 

3.1.2. Institutional infrastructure  

Institutional theory helps elaborate on how AI-enabled digital infrastructure conceptually 

emerges, diffuses, and gains legitimacy through fields and organizations. Several studies have 

engaged with how external factors influence technological diffusion and associated processes of 

legitimacy (Anderson & Tushman, 1990; Nelson & Winter, 1982). Early institutional theory, for 
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instance, connected the idea of institutional legitimacy to the notion of isomorphism (DiMaggio & 

Powell, 1983). In this strand of theorizing, coercive legitimacy signifies societal legitimacy, which 

can be achieved through legislative processes. Normative legitimacy is viewed as the appropriate 

professional standards and social acceptance of new technologies (Hinings, et al., 2018).  

Aldrich and Fiol (1994) have similarly defined socio-political legitimacy as related to existing 

and changing cultural norms and political influences that include processes by which key stakeholders 

accept or embrace change, given their pre-existing norms. Geels (2002) and Geels and Schot (2007) 

have provided a multi-level perspective for evaluating new technologies and how they evolve within 

socio-technical systems (STS). They describe a life-cycle in which a new technology is first applied 

incrementally at the micro-level. From there, the technology grows and diffuses at the meso level 

before creating a new socio-technical landscape that supplants the previous one at a macro level. Hall, 

Matos, and Martin (2014) suggest that the STS approach implies that a new technology establishes 

legitimacy at two distinct levels. These include technical legitimacy as a technology’s performance 

improves and socio-economic legitimacy as its use expands. Therefore, a distinction can be made 

between social and technical bias (Mittelstadt, et al., 2016), also referred to as structural and 

functional risks (Nuno, et al., 2021). Functional risks refer to technical areas such as the design and 

operation of an AI system, including datasets, bias, and performance issues. Structural risks refer to 

the ethical implications of an AI system, including the societal effects of automated decisions. 

In order to understand the concept of legitimacy in the context of AI systems and technologies, 

this thesis draws on concepts related to institutional fields, logics, and work. These concepts provide 

a foundation for understanding the rationalities and practices of public sector actors that devise novel 

AI policies, private sector actors that implement novel AI systems, and how AI agents themselves 

can influence existing practices and forms of organization. 

Institutional fields specify the area in which individuals and organizations participate in creating 

shared meaning systems through frequent forms of interaction (Scott, 2014). Institutional logics 

define a field’s “socially constructed, historical patterns of material practices, assumptions, values, 

beliefs, and rules” (Reay & Hinings, 2009, p. 804). Institutional work refers to the “category of 

purposive action aimed at creating, maintaining, and disrupting institutions and businesses” 

(Lawrence & Suddaby, 2006, p, 218). Institutional work further describes how individuals and 

organizations work to “accomplish the social construction of rules, scripts, schemas, and cultural 
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accounts” that change existing structures and forms of organization (Lawrence & Suddaby, 2006, p, 

218). When the two approaches are combined, they refer to the institutional infrastructure of a field. 

Institutional infrastructure is established through activities such as certifying, assuring, and reporting 

against principles, codes, and standards (Waddock, 2008).  

 The institutional lens is relevant for understanding institutionalization processes associated with 

AI agents that operate in systems that embody distinct logics and cognitive functions (Floridi & 

Sanders, 2004). While the functional aspects of a model are defined by human actors such as 

engineers, AI agents remain subject to different degrees of autonomy. AI agents have the autonomy 

to act on (e.g., judicial evidence, road conditions), as well as interact with (e.g., speech recognition, 

chatbots) their environments in ways that cause AI systems to emerge as a new actor that drives 

organizational change.  

In terms of digital infrastructure, digital building blocks such as an AI system or a dataset that 

have been used to train it, are created by engineers that may be subject to individual biases 

(Parasuraman & Manzey, 2010). This means that the designer’s values can be “frozen into the code, 

effectively institutionalizing those values’’ (Lash, 2007, p. 158). At a broader level, bias in computer 

systems relates to (1) pre-existing social values found in the “social institutions, practices and 

attitudes” from which technology emerges, (2) technical constraints, i.e., issues with the architecture, 

and (3) emergent aspects that arise through usage, which only can be known ex-post (Friedman & 

Nissenbaum, 1996).  

In terms of legitimacy, problems arise when biased or otherwise flawed algorithms (and datasets) 

are subject to rapid technological implementation processes paired with limited institutional oversight 

mechanisms (e.g., audits, assessment frameworks, and regulations).  

The institutional lens helps provide a nuanced conceptualization of how algorithms, viewed as 

non-human agents, are endowed with the ability to evaluate, rank, and reward or punish individuals’ 

actions and positions based on pre-programmed instructions that shape social relationships (Curchod, 

et al., 2020, p. 648; Floridi, 2014). The reliance on algorithms as instruments for regulating social 

interdependencies translates into a novel form of AI-driven organizational influence that can alter 

existing power dependencies in unanticipated ways. Algorithms can be implicated in the constitution 

and reproduction of power asymmetries that regulate individuals’ behaviors and ensure their 

compliance with predefined (e.g., platform-based) standards. How this happens has broad 
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consequences for humans and organizations that remain little understood and accounted for in the 

literature (Curchod, et al., 2020). AI algorithms also alter economic practices and forms of 

organization in ways that create new power dependencies, e.g., between workers and machines or 

between new and traditional forms of organization (Frank, et al., 2019). As algorithms hold power to 

affect how humans conceptualize the world and further embody the capacity to modify socio-political 

forms of organization (Floridi, 2014), it is vital to understand how this happens in recursive ways 

across the technical, organizational, and institutional levels.  

Since field-level advancements in AI are context-dependent, the existing organizational and 

institutional infrastructure tends to determine the impact an AI technology or AI agent is allowed to 

have in a particular socio-economic context. The concept of institutional legitimacy is helpful in terms 

of clarifying how AI-related systems may be conceived or constructed differently across varying 

socio-political contexts. Therefore, the flexibility of digital infrastructure is argued to be contingent 

on and restricted by technical, organizational, and regulatory mechanisms. 

At this point, several essential interconnections between digital infrastructure and institutional 

infrastructure have been made. The process that renders digital infrastructures institutional occurs 

when innovators infuse specific norms, values, logics, and forms of governance and technological 

control into the infrastructure, and as the infrastructure becomes more widely adopted and used over 

time (Garud & Karnøe, 2003; Yoo, Henfridsson and Lyytinen, 2010). This may happen at technical 

or organizational levels as values are infused into the operation of a specific system or structure. 

Digital institutional infrastructure can therefore be viewed as the integration of digital infrastructure 

and institutional infrastructure, which is defined as “standard-setting digital technologies that enable, 

constrain and coordinate numerous actors’ actions and interactions in ecosystems, fields, or industries” 

(Hinings, et al., 2018, p. 54).  

Institutional theory has been beneficial in informing how AI legitimacy may be obtained at the 

technical, organizational, and institutional levels. However, the legislative mechanisms that influence 

and govern this process have yet to be operationalized at a more concrete level. Concepts from 

political economy are helpful in this regard.  
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3.1.3. Regulation and governance 

In political economy, regulation refers to the attempt of the state to steer the economy by imposing 

a set of economic controls on the behavior of private businesses. Regulation includes targeted rules 

accompanied by mechanisms to monitor and enforce varying compliance measures. The original 

justification of government intervention in economic interactions was linked to public interest, based 

on the assumptions that markets fail because of problems associated with natural monopolies, 

externalities, public goods, asymmetric information, moral hazard, or transaction costs (Meade, 1949; 

Lewis, 1949).  

While liberal economics have relied on competition and private sector self-regulation to limit 

negative externalities, Coase (1960) argues that where markets were unsuccessful in addressing 

failures, impartial courts would step in and enforce contracts and common law for torts. As long as 

courts enforce contracts, equilibrium outcomes are expected to be efficient. Economists have since 

pointed out that there may be a range of transaction costs associated with imposing and enforcing 

new regulations. Costs can be associated with ineffective policy tools and regulations that harm social 

or economic welfare. Stigler’s theory of regulatory capture (Stigler, 1971), for instance, argues that 

the political process of regulation typically is captured by industry and that regulatory efforts to 

promote social welfare rarely succeed. Nonetheless, public interest assumptions consider that 

governments can correct market failures through regulation that aims to control prices otherwise 

dictated by monopolies or by imposing safety standards to prevent accidents (Shleifer, 2005).  

Contrary to the notion of regulatory capture, more recent research on environmental regulation 

argues that regulation can support innovation, for example, by raising emission requirements, which 

forces firms to implement new solutions (see, e.g., Hascic, et al., 2009). Aragón-Correa, Marcus, & 

Vogel (2020) have found that regulation, or even the uncertain anticipation of future regulation, has 

encouraged firms to invest in otherwise neglected areas while attracting additional investments to 

these areas. Regarding the environment, regulation has been argued to trigger the discovery of cleaner 

technologies and better environmental protection by making production processes and products more 

efficient. The Porter hypothesis argues that regulation can enhance firms’ competitiveness and 

reinforce innovative behaviors (Porter & Van Der Linde, 1995). 

In terms of AI, externalities are already evident in biased hiring and incarceration algorithms 

(Cowgill & Tucker, 2019), inaccurate facial recognition tools, and unsafe automated driving systems 
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(Lambrecht & Tucker, 2019; Veale & Binns, 2017). These externalities have caused government, 

industry, and civil society actors to call for stricter mechanisms to address rapid forms of AI adoption 

and diffusion.  

According to regulatory theory, if the production of unsafe products is made sufficiently 

expensive, firms would be encouraged to innovate and produce safer products (Baumol & Blackman, 

1991). Regulation can therefore reduce the divergence between business ethics and economic 

incentives while encouraging and enhancing socially responsible businesses behavior in the long term 

(Kulshreshtha, 2005). Regulations could further require firms to allocate some inputs (labor, capital) 

to develop and deploy ethical AI systems that limit unfair practices while protecting data and privacy.  

3.1.3.1. Regulating data 

Regarding data-related regulation, microeconomic theory of privacy suggests that some elements 

of privacy protection increase economic efficiency in a marketplace, while others decrease it. Shared 

personal information can become a public good and its analysis can reduce inefficiencies and increase 

economic welfare (Acquisti, 2014). When personal information is abused, however, it can transfer 

economic wealth from data subjects to data holders. When firms own data, they may overuse it and 

not adequately respect consumer privacy. Acquisti (2014) finds that it is unlikely that economics will 

be able to answer what the “optimal” distribution of privacy and disclosure is for an individual or a 

society. However, economics literature contributes to analyzing the specific trade-offs involved. Most 

theoretical economic models classify privacy as an intermediate good, implying that an individual’s 

desire for data privacy depends on how likely the individual is to anticipate that data’s effect on future 

economic outcomes (Tucker, 2017). If a consumer is experiencing higher prices due to the behavior 

captured in their data, then consumers are likely to appreciate a higher degree of privacy. Much of 

the policy debate revolves around whether consumers can make a sound determination of the suitable 

trade-off between privacy and data. 

The positive externalities data holders gain from sharing their data include free content and 

services, reduced search costs, and more efficient interactions with commercial platforms (Goldfarb 

& Tucker, 2011; Lenard & Rubin, 2009). Other positive externalities relate to firms’ improved 

targeting of consumers, which reduces marketing investments and potentially lowers product prices 

(Deighton & Blattberg 1991). The aggregation of web searches of many individuals could also help 
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detect disease outbreaks (Wilson & Brownstein, 2009), and the aggregation of location data could be 

used to improve traffic conditions and reduce road congestion. In other words, the aggregation or 

centralization of private data could generate new public goods, with societal benefits accruing from 

big data (Acquisti, 2014). The degree to which personal data are expected to become a public good 

is therefore up to policymakers to determine, which means that geographical variation will occur as 

new solutions are debated and implemented at local and national levels. Similarly, when data are 

handled locally, there could be a higher chance of developing indigenous capabilities in digital 

services and associated AI technologies that can analyze and assess the localized data (Bauer, et al., 

2016). In a world without restrictions on the flow of such data, the alternative might be that data 

streams will continue to flow to regional centers where such capabilities are developed (e.g., Silicon 

Valley, London, and Beijing).  

3.1.3.2. AI ethics, firms, and regulation 

In terms of AI technologies and contingent areas of data and privacy, optimal policy solutions are 

guided by ethical considerations shaped by institutional logics, which become more salient to the 

public as new AI technologies permeate existing practices. 

Ethical concerns, however, are also of great importance to business leaders, even if firms are not 

forced to internalize the cost of complying with ethical norms by outright regulations. Managers, for 

example, have to make day-to-day decisions and longer-term decisions, with highly incomplete 

information, including decisions about exploiting new and untested technological and market 

opportunities (Teece & Leih, 2016). This forces some managers to exhibit present-biased preferences, 

which entails that managers may choose to put off AI investment in profitable but otherwise costly 

opportunities, as the cost of innovation occurs now, while the benefits accrue at a later stage (Ambec 

& Barla, 2006). In the absence of clear legislation, firm managers could be faced with a predicament 

in when they should release new products or systems that potentially could create or exacerbate new 

or existing social harms.  

The difficulty with many AI products or systems is that ethical or responsible behavior could be 

costly, e.g., concerning the use of data or increased time associated with developing and marketing 

an ethically-tested product. At the same time, the returns to the additional investments are not 

guaranteed, which could reinforce present-biased preferences. Regulations could help managers 
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overcome this self-control problem by requiring ethics-related consideration through increasing 

awareness of ethical issues (Ambec, et al., 2013). While this could impose an added cost on firms 

and delay adoption and innovation in the short term (Jaffe, et al., 1995; Majumdar & Marcus, 2001), 

over the longer term, firms likely would reorient innovation to meet regulatory and consumer demand 

for more transparent and trustworthy AI systems. 

For businesses that internalize new managerial standards and practices that detail AI liability 

under varying circumstances, essential feedback loops in enhancing more ethically-oriented forms of 

AI innovation could be present. Internal audit and assessment mechanisms could, for example, 

provide more information for managers, which would help reduce managerial uncertainty and aid the 

development of AI products and services subject to higher ethical and legal, and policy standards. 

While calls for AI regulation are currently being made, the complex interactions between AI adoption 

and regulation remain little understood.  

3.2. Conceptual framework: AI governance  

As established in the literature review, AI governance is comprised of a patchwork of literatures 

that spans several academic disciplines. A theoretical and conceptual challenge is associated with 

covering and assembling diverse strands of literature. However, the perceived strength of this 

approach is that it informs a holistic interpretation of AI governance as a field. Conceptually, the 

interpretation of the governance of AI that is established and applied in this thesis moves across the 

technical (innovation), organizational (adoption), and institutional (diffusion) levels.  

At the technical level, AI governance relates to the innovation of AI systems. The technical level 

refers to a broad network of interrelated technologies (algorithms, data, hardware) and architectures 

(e.g., innovation platforms), conceptualized as digital infrastructure. These are governed by 

mechanisms such as standards, audits, assessment frameworks, humans in the loop, and other forms 

of oversight that work to ensure reliability, safety, unbiased data, and forms of application. 

At the organization level, AI governance refers to the adoption of AI systems. This thesis has 

delimited its organizational area of focus to platforms as these are considered to influence AI 

innovation and shape adoption practices at the broadest level. Platform governance mechanisms 

include resourcing tools and securing rules that guide platform behavior and ecosystem interaction.  
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At the institutional level, AI governance refers to the diffusion of AI systems. The institutional 

level encompasses logics and the work of actors such as AI agents, individuals, firms, and 

policymakers. Infrastructure at this level is established by governing mechanisms such as 

certifications, audits, standards, laws, and regulations, and is elaborated through norms, values, and 

ideologies. 

The conceptual framework places special attention on the interplay between the technical (AI 

innovation), organizational (AI adoption), and institutional (AI diffusion) levels, as well as between 

the governing mechanisms at each level. This paves the way for understanding AI governance as a 

holistic process of interacting dynamics that are empirically grounded in different socio-economic 

contexts.  

Each Article of this thesis deals with one or several of these levels and their interactions. This 

lays the groundwork for engaging in contextual comparisons that include potential differences at the 

national, industrial, and technical levels. The outlined conceptual framework guides the analysis and 

helps clarify how AI is governed in the United States and China, respectively. The conceptual 

framework is also useful in gauging accompanying implications for the governance of AI. 

Figure 1. The conceptual framework guiding the thesis 
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4. METHODOLOGY 

This chapter explains the methodological considerations of the dissertation. The chapter begins 

with a description of the underlying philosophy of science, followed by a presentation of the research 

strategy and design, data collection, and data analysis. 

4.1. Philosophy of science 

In the philosophy of science, ontology refers to the assumptions that the researcher makes about 

the nature of reality. Epistemology informs the researcher’s beliefs about how new knowledge 

concerning reality is best derived. And, methodology informs the researcher about the specific tools 

and techniques that can be used to justifiably establish new knowledge about social phenomena 

(Saunders & Lewis, 2017). This thesis builds on a mixed-methods approach that combines 

quantitative (Articles I & IV) and qualitative (Articles II & III) methodologies informed by a critical 

realist perspective. 

According to critical realism, the world can be conceived based on what we see and experience, 

which relates to a set of underlying structures of reality that influence what is observed. Central to 

critical realism is that knowledge about the social world only can be derived once we understand 

some of the underlying social structures that impact the phenomena under study. This means that 

research in the critical realist tradition seeks to explain observable organizational events by looking 

at causes and mechanisms that give rise to and inform the social structures that influence and shape 

organizations (Bhaskar, 2008). For these reasons, historical analysis of social and organizational 

structures and their emergence and evolution is central (Reed, 2005). This implies a sense of 

epistemological relativism (Reed, 2005), recognizing that knowledge is historically situated, which 

implies that knowledge is both a product of and remains specific to a given period in time (Saunders, 

et al., 2019). Therefore, prior experiences, norms, and values influence scientific knowledge. This 

implies that social facts are social constructions that have been mutually agreed upon to varying 

extents rather than being subject to independent existence (Bhaskar, 2008). Causality, therefore, 

cannot be reduced purely to statistical correlations and quantitative methods, while critical realist 

thought instead gives rise to a range of accepted methods (Reed, 2005). As a result, critical realism 
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is conducive to both inductive and deductive forms of reasoning that involve drawing general 

conclusions from a set of specific observations (Ketokivi & Mantere, 2010).  

In embracing a critical realist ontology of the social world, this thesis emphasizes the 

complementarities of a mixed-methods approach to inform the study of AI governance. In this thesis, 

mixed methods refers to the combination of quantitative survey-based data with qualitative interview-

based data, which pave the way for integrated findings (Tashakkori & Creswell, 2007). The thesis is 

modeled after a convergent mixed-methods design, where quantitative and qualitative results are 

merged and compared (Creswell & Plano Clark, 2018). A mixed-methods approach is considered an 

optimal solution, as the approach paves the way for extensive interpretations of complex social 

phenomena (Creswell, 2003). 

When looking at the phenomenon of AI governance while assessing and comparing governance 

approaches and associated capabilities, it is essential to consider multiple ways of seeing and making 

sense of the world (Greene, 2007). For the study of AI governance, this implies that quantitative and 

qualitative approaches can mutually inform the emergent contours of the field (Chomanski, 2021; 

Schneider, Abraham, & Meske, 2020). Quantitative studies can include economic and technical 

measures such as patents and publications (Leusin, et al., 2020; Zhang, et al., 2021), while qualitative 

approaches may be better situated to understand processes, structures, and outcomes (Tie, et al., 2019). 

Both approaches, however, are subject to limitations. In purely quantitative studies, comparisons of 

key metrics (e.g., AI patents or publications) tend to capture a static moment in time that neglects the 

sense of dynamism that is inherent in rapidly evolving digital infrastructures and constantly changing 

AI-driven forms of socio-technical organization. Furthermore, at the international level, AI 

innovation is subject to competition and abstract forms of technological (de)coupling, which are 

politically motivated and historically contingent. The application of varying AI technologies also 

tends to be value-dependent, while underlying processes of adoption and diffusion make AI 

governance a phenomenon that is unfeasible to be understood from a strictly quantitative angle. 

Qualitative and conceptual approaches to the study of AI governance are also limited in several ways. 

For example, important trade-offs are inherent in every decision, strategy, policy, or regulation that 

is implemented. Managers, policymakers, and individuals may face trade-offs, e.g., between AI 

adoption and regulation, that may be hard to to understand purely from a qualitative basis. Due to 

these considerations, this thesis embraces a mixed-methods approach that combines both qualitative 
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and quantitative methods and thereby seeks to improve the validity and reliability of the findings in 

this thesis.  

4.2. Research strategy and design 

To understand the complex processes associated with the governance of artificial intelligence 

technologies – in a comparative light, this thesis combines survey-based research with interview-

based case studies. In order to ensure a high level of validity and reliability, the thesis is based on a 

variety of quantitative and qualitative data that was collected over four years and includes a total of 

24 months of field research, with 12 months conducted in China and 12 months in the United States.  

Table 7. Overview of the four articles 

Article I  Article II  Article III  Article IV    
Context: AI Regulation 

 
Context: AI 

Legitimization / 

Institutionalization 

 
Context: AI Innovation 

 
Context: Tech 

Competition / Data 

Privacy 

Country: The United 

States 

 
Country: The United 

States 

 
Country: China 

 
Country: China 

Method: Survey / AB 

Testing 

 
Method: Conceptual 

 
Method: Case-study 

 
Method: Survey / AB 

Testing 

Unit of analysis: 

managerial preferences 

 
Unit of analysis: AI 

fields 

 
Unit of analysis (Case): 

National Open 

Innovation Platforms 

 
Unit of analysis: 

individual preferences 

4.2.1. Survey: AB testing 

A growing literature in economics and political science (see, e.g., Brynjolfsson, Collis & Eggers, 

2019; Di Tella & Rodrik, 2019; Pan & Xu, 2018) relies on online survey companies such as 

SurveyMonkey, Amazon Mechanical Turk, and Qualtrics to conduct online surveys and experiments. 

Though the respondents identified through these companies are not necessarily representative 

samples of the population, the companies are capable of filtering  potential respondents in a way that 

creates a statistically meaningful sample of a specific subset of the population. 

To address Sub-RQ1 and Sub-RQ4,10 this thesis adopts a randomized online survey experiment 

designed to study the effects of different treatments (i.e., managers’ perceptions of AI regulations and 

individuals’ data privacy preferences). Experiment participants (managers and individuals) are 

 
10 Sub-RQ1: how do different kinds of AI-related regulation – or even the prospect of regulation – affect firm behavior, 

including firm responses to ethical concerns? 

Sub-RQ4: how does technological competition affect data privacy preferences? 
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randomly assigned to “treatment” and “control” groups, and the differences in the survey responses 

between the groups can be attributed to the treatments (Berengut, 2006; Mason, Gunst & Hess, 2003; 

Visser, et al., 2000). Controlled experiments embody a good scientific design for establishing a causal 

relationship between changes and their influence on user-observable behavior (Kohavi, et al., 2009, 

p. 1). The distribution between control and treatment groups is randomly assigned, meaning that 

participants are not systematically distributed across the groups (Weiss, 1997). Based on the collected 

observations, an Overall Evaluation Criterion (OEC) can be established for each control and treatment 

group (Roy, 2001). Therefore, the only observable difference should be the change between the 

control and treatment, which means that any difference in the OEC is due to the assignment, which 

establishes causality (Weiss, 1997, p. 215). Metrics of interest are explicit changes in stated behavior 

captured by the collected survey data. Statistical tests can then be conducted on the collected data to 

evaluate whether there are any statistically significant differences between the variants. This allows 

the researcher to accept or reject the (null) hypothesis that there is no difference between the variants. 

Further regression analysis allows the researcher to understand which subpopulations show 

significant differences (Kohavi, et al., 2009).  

In this thesis, each treatment has been designed in the form of a small news article or snippet. 

The main paragraph is followed by a randomly assigned vignette from the control or one of several 

treatment conditions. The vignettes are similar in length and mirror the structure of actual online 

articles (sometimes with illustrative pictures added to increase the salience of the vignettes). 

Following each vignette, manipulation checks are included to ensure that respondents pay sufficient 

attention to the experiment, which increases the reliability of the findings. The control group is 

designed to be “neutral” while conveying broad facts or information (about AI and data).  

In Article I, we chose to survey firm managers to inform the policy debate on how new or 

intended forms of AI regulation potentially interacts with and affect managerial preferences regarding 

AI ethics and AI adoption. The survey design of Article I can be found in Appendix A1. In Article 

IV, we chose to survey individuals to determine how great power tech competition in AI potentially 

interacts with and shifts individuals’ data privacy preferences. Therefore, the two surveys of this 

thesis have been designed to examine the intent of managers and individuals. The survey design of 

Article IV can be found in Appendix A2. 
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Two types of choice experiments are included at the end of one of the surveys (Article IV). 

The first is a single-binary discrete-choice (SBDC) experiment (Carson, Groves, & List, 2014) that 

involves consumers making a single choice between two options.11 The second measures individuals’ 

willingness to accept (WTA) valuations, i.e., the monetary compensation needed to compensate for 

various goods (Brynjolfsson, et al., 2019).12 Choice experiments help elicit consumer preferences 

based on hypothetical scenarios and markets.  

Some literature on how surveys affect behaviors has pointed to mere measurement and self-

prophecy effects, where the act of measuring itself can induce subsequent changes in respondents’ 

behavior. (Morwitz, et al., 1993). However, other literature has found that stating one’s intent to 

engage in behavior often is associated with an increased likelihood of subsequently engaging in the 

behavior (Levav & Fitzsimons, 2006). The literature also discusses “experimenter demand effects,” 

which is the possibility that respondents change their behavior since they know they are subjects in 

an experiment (Zizzo, 2010; Di Tella & Rodrik, 2019). A recent paper by De Quidt, et al. (2018) has 

tried to bind experimenter demand effects in a series of common tasks, concluding that any potential 

biases are likely to be modest. 

4.2.2. Case study: selection and design 

To address Sub-RQ3,13 this thesis adopts an explorative case-study design (Yin, 2009). A case 

study is considered an appropriate method for studying new and emerging phenomena (Eisenhardt, 

1989; Yin, 2003) and is especially suitable for exploring complex processes and emerging paradigms 

(Birkinshaw, Brannen, & Tung, 2011, p. 575). A case study is also a helpful method for developing 

theory inductively (Eisenhardt, 1989). A grounded approach to theory building is considered relevant 

when little is known about a phenomenon (Eisenhardt, 1989). Grounded theory is an appropriate 

methodological approach to uncover underlying processes inherent to the substantive area of inquiry 

(Tie, et al., 2019). A case study is therefore considered an appropriate method for investigating social 

phenomena within a real-life context (Yin, 2009) that allows for a rich, detailed, and in-depth 

 
11 Respondents in the experiment are asked whether they would be willing to provide their data to different entities 

(company, government), if these were willing to pay them for their data. 
12 Respondents in the experiment are asked how much monetary compensation they would ask each of the entities in 

exchange for their data. 
13 Sub-RQ3: what mechanisms can governments use to affect the boundary resources of innovation platforms, and how 

do these influence platform governance? 
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interpretation (Berg, 2007, p. 283) of processes, conditions, and mechanisms as well as associated 

outcomes (Patton, 2015). 

The case of National Open Innovation Platforms for AI (NOIPAI) in China was chosen because 

of its ability to inform more general questions related to how public actors can influence innovation 

platforms’ processes of boundary resource tuning. The policy and platform initiative was also chosen 

because it seems to be a novel model of public-private platform orchestration related to AI innovation 

processes.  

4.3. Data collection and analysis 

The dissertation draws on multiple data collection techniques and data sources. Primary data is 

comprised of two large-scale surveys consisting of 1,245 and 3,146 respondents or a total of 4,391 

survey-based observations, as well as 16 semi-structured interviews. Secondary data includes more 

than 2,000 archival records and documents, categorized systematically over five years using 

Mendeley software. Table 8 and Table 9 provide a detailed overview of the combined data sources 

and how they have been used in the four articles of the thesis. 

Table 8. Primary and secondary data sources of research articles 

Article Primary data # Label Secondary data # Label 

I Survey 1,245 S1 Archival records and documents 80 A1-7 

II Archival records 

and documents 

112 A1-7 Participant observations 8 O1-3 

III Interview 16 I1-2 Participant observations 12 O1-4 

IV Survey 3,146 S2 Archival records and documents 35 A1-7 

 

4.3.1. Surveys 

Two surveys have been used to gather a total of 4,391 observations. The first survey targeted 

managers in businesses of at least 50 employees in the United States. The survey was launched in 

August 2019 through the survey-firm SurveyMonkey Audience. Firms with more than 50 employees 

were targeted because their managers are expected to be more aware of the types of AI technologies 

that are being used in their businesses, including their expected involvement in decision-making 

surrounding AI adoption. Responses were received from business owners and partners, C-level 

executives, and senior and middle managers. Initially, 2,610 responses were collected. About 20.9% 

came from non-managers, and about 33.8% came from businesses with less than 50 employees. We 
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excluded these and respondents who indicated they did not devote full attention to answering the 

questions (about 9.9%). We also dropped responses from those who finished the survey unreasonably 

short, i.e., the first percentile of response time. Applying these restrictions, we end up with a sample 

of 1,245 managers. The average response time in this sample was about 7.3 minutes.14  

The second survey targeted individual internet users in China. Internet users were targeted 

since these are a representative sample of the general population who utilize websites, apps, and 

information technology products and services and are likely to be somewhat aware of data privacy 

issues. The survey was launched in October 2021 through the survey-firm Qualtrics, and over seven 

weeks, close to 4,000 responses were collected. After excluding those who did not pass the attention 

checks, stopped before the end of the survey, or finished the survey in an unreasonably short time 

(i.e., the first percentile of response time), we ended up with a final sample of 3,146 individuals.15  

4.3.2. Semi-structured interviews 

Sixteen semi-structured interviews were collected from February 2018 to March 2019 during 12 

consecutive months of fieldwork in China. A list of interviews can be found in Appendix A3. The 

interviews have been divided into an explorative phase, subject to familiarization with the topic 

(February–July 2018), and an investigatory phase, where the topic was reassessed from multiple 

angles (August 2018 – January 2019). During the two phases, interview partners were located and 

selected according to relevant criteria such as being engaged in AI innovation, their position (i.e., 

decision-makers), and experience (in-depth AI industry/firm knowledge). Potential interview partners 

were contacted through various channels such as e-mail, LinkedIn, or in-person at conferences. 

Respondents included CEOs, directors, and managers from domestic and international technology 

companies and AI start-ups located and operating in China and software engineers and developers 

engaged in building and maintaining AI platforms. Direct access to policymakers with responsibilities 

related to National Open Innovation Platforms for AI (the substantive area of study) could not be 

 
14 While our sample is not representative of all businesses and all industries operating in the United States, we note that 

comparable surveys reflect similar results in terms of firms’ rate of AI adoption (Mckinsey, 2019).  

15 While our sample is not representative of all individuals in China, we aimed to get a representative sample of internet 

users in China, which is the more relevant population for the question we study. 

  



Chapter IV: Methodology 

65 

 

established. The reasons for this may be several, including the sensitive nature of industrial policies 

in China. 

Before each interview, questions were carefully assembled based on the subject’s knowledge area 

and expertise in AI. The previously combined questions guided the interview process and minimized 

potential power imbalances between the interviewer and interviewee (Berry, 2002). All interviews 

took place in person and were conducted at the interviewee’s office or in a public space. Most 

interviews were recorded and transcribed, while some were conducted in note-form due to the 

collected data’s sensitivity or concern for the respondent’s anonymity. The interviews consist of 

open-ended questions focusing on AI innovation in China and the role of National Open Innovation 

Platforms for AI. All of the interviews were conducted in English, although a translator was offered 

on some occasions. The duration of interviews ranged from 24 to 123 minutes.  

All interviews have been transcribed and coded in NVivo software. The interviews were coded 

inductively through two rounds (Strauss & Corbin, 1998). The first round of coding sought to trace 

underlying policy- and firm- justifications at a high level of abstraction. In the second coding round, 

first-order codes were clustered into more abstract second-order codes that synthesized how the 

perceived government interactions influenced platform boundary resources. A few core categories 

emerged at this stage and were subsequently formed into more concrete concepts and relationships 

surrounding the process of boundary resource tuning. This refined first-order codes and paved the 

way for a more fine-grained categorization of government mechanisms for boundary resource tuning 

to emerge. 

Triangulation methods were applied to ensure a high level of internal validity (Meijer, et al., 2002). 

Some interview partners were, for example, interviewed twice over 12 months, which enabled a 

cross-examination of their statements. Interview transcriptions were also complemented with 

extensive information from secondary data, which was used to scrutinize the gathered statements. 

Table 9. Specification of data collection  

  Label Data source Specification Examples 

Interviews 
  

Country Period 
 

 
I1 Interviews #1 CN Feb18-Jul18 Alibaba, SenseTime, Oracle 

 
I2 Interviews #2 CN Aug18-Jan19 JD.com, Meezao, Microsoft,  

Surveys S1 Survey 1 US Aug19-Sep19 
 

  S2 Survey 2 CN Oct21-Nov21   
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 A1 Policy Plans and 

Guidelines 

  The White House, The State Council, 

The OECD 

Archival 

records and 

documents 

A2 Academic and 

Industry reports 

  
Center for the Governance of AI, 

Partnership on AI, AI Now Institute, 

Berkman Klein Center for Internet and 

Society  
A3 Company reports 

  
Google, Tencent  

 
A4 Company websites 

  
Baidu, Alibaba, Tencent, OpenAI 

 
A5 Technical and 

consultancy papers 

  
McKinsey, CBI Insights 

 
A6 Newspapers and 

magazines 

  
Xinhua, China Daily, Financial Times, 

MIT Technology Review, Harvard 

Business Review 

  A7 Research articles     AI & Society, Government Information 

Quarterly, MIS-Q, Technovation, 

Technological Forecasting, and Social 

Change, Org. Science 

Participant 

observations 

O1 Conferences 
  

MIT Technology Review EmTech 

(Beijing 2018), NBER Economics of AI 

(Toronto 2019)  
O2 Workshops 

  
IE3 Forum (Industrial Engineering, 

Innovation Entrepreneurship, and 

Industrial Ecology) (Cambridge 2018)  
O3 Seminars 

  
Governance of AI (Stanford 2019) 

  O4 Company visits     DiDi (Beijing), JD.com 

(Beijing/Mountain View) 

 

4.3.3. Archival records and documents 

Secondary data has been collected from various sources such as policy documents, academic and 

industry reports, company reports and websites, technical documents and consultancy papers, 

newspapers and magazines, and research articles. Table 9 provides a detailed overview of documents 

used to inform the data collection process of this thesis. Secondary data serve multiple purposes, such 

as triangulating survey and interview data and providing context on varying levels of AI governance 

across technical, organizational, and institutional levels.  

Secondary data has been especially relevant in informing the empirical field of inquiry associated 

with AI policies and governance mechanisms in the United States or China. Secondary policy 

documents have been used to identify the latest trends in AI governance from a public policy 

perspective. As policy plans and guidelines are regularly updated, only the most essential policy plans 

have been singled out. These policies and plans are considered highly influential in setting national 

strategic objectives for industry and society. Key documents have been retrieved from various 
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government websites such as China’s State Council (www.gov.cn/), the United States White House 

(www.whitehouse.gov), and the OECD AI Policy Observatory (www.oecd.ai/en/). These websites 

provide access to several government policy documents (e.g., plans, opinions, notices).  

Academic and industry reports on some of the most recent developments in AI have also been 

included as secondary sources. These provide a means for staying up to date on the latest industrial 

developments associated with AI innovation, adoption, and diffusion. Publicly available data such as 

press releases, tech blogs, and developer forums have also been scrutinized. These are considered 

important sources for studying platform-based phenomena, especially as secrecy usually surrounds 

large platforms, making reliable first-hand data on governance and design decisions hard to come by 

(De Reuver, et al., 2018).  

In detail, secondary data has informed Article I regarding the latest developments in the United 

States AI policies and regulations. In Article II, secondary data has been used to inform the latest 

discussion on AI and data use connected to processes of AI legitimacy. In Article III, secondary data 

has been used to inform the latest developments of China’s central and regional AI policies explicitly 

connected to the National Open Innovation Platforms for AI initiative. In Article IV, secondary data 

has informed some of the most recent developments connected to US–China competition on AI and 

elements associated with technological decoupling and China’s data privacy regime.  

4.3.4. Participant observation 

The last data source included in this thesis refers to participant observation, which is used as a 

method of gathering indirect, contextual data. Participant observation has been defined as “the 

systematic description of events, behaviors, and artifacts in the social setting chosen for study” 

(Marshall & Rossman, 2016, p. 78). This includes participation in AI conferences, summits, seminars, 

workshops, and company visits. Extensive participation in AI conferences across academia and 

industry was conducted in China and the United States from 2018 to 2020. Participation in these 

events informed the researcher’s ontology regarding problems and opportunities at the frontier of AI 

innovation, adoption, and regulation. Participation in workshops and seminars has also led to an 

expansion of local networks, which has been beneficial in growing an insider’s perspective on 

relevant questions to ask while also networking with potential interviewees. Including participant 
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observation as a source of data ensures a high level of construct validity and consistency between 

conceptual constructs and how these have been operationalized throughout the thesis (Bryman, 2016). 

4.4. Remarks on validity and reliability 

Several techniques were adopted to ensure that the findings of this thesis have a high level of 

validity and reliability. Validity explains how well the collected data covers the actual area of 

investigation (Ghauri & Gronhaug, 2005), while reliability conveys the extent to which the results 

can be reproduced (Saunders, et al., 2012). 

Internal measurement validity of survey-based data was established through several steps, 

including face validity and content validity. Face validity refers to a researcher’s subjective 

assessments of the presentation and relevance of the measuring instrument, which should be relevant, 

clear, and unambiguous (Oluwatayo, 2012). Face validity was established by running several pilot 

surveys. The content and flow of the surveys were tested in terms of feasibility, readability, 

consistency, formatting, and clarity of the language used (Taherdoost, 2016). Content validity was 

established through extensive literature reviews that informed the surveys’ core concepts, followed 

by several rounds of survey evaluation by colleagues and survey experts, which eliminated any 

undesirable items associated with the constructs (Straub & Gefen, 2004). Reliability was established 

by adding several attention checks throughout the surveys. This improved the robustness of the 

questionnaire while ensuring that consistent findings may be found at different times and under 

different conditions and sample groups. Reliability of the survey-based data was further ensured by 

dropping some of the collected samples, e.g., those who completed the survey unreasonably quickly. 

These measures help ensure that the selected data collection techniques and analytic procedures 

would produce consistent findings if replicated at another time.  

 In terms of the interview-based data, internal validity was established through extensive 

triangulation with various sources (Denzin, 2012). This process includes having spent a considerable 

amount of time carrying out fieldwork in China. Additional forms of triangulation have been 

conducted through seminar and conference presentations and going through several rounds of peer 

review. Reliability was established by documenting coding procedures in NVivo, which added 

transparency to the coding procedure.  
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5. SUMMARY OF ARTICLES  

5.1. Article I 

The first article, “Does Information about AI Regulation Change Manager Evaluation of Ethical 

Concerns and Intent to Adopt AI?” assesses potential trade-offs between AI regulation and AI 

adoption. The case of AI regulation in the United States was selected due to the growing salience of 

AI regulation. Four kinds of AI regulation were chosen covering: existing laws, data-related 

regulation, sector-specific regulation, and horizontal AI regulation, all of which have domestic and 

international implications for developing regulatory best practices. 

The article departs from the observation that AI technologies have wide-ranging impacts. 

Therefore, it is interesting to consider whether firms are likely to embrace measures of self-regulation 

based on ethical or policy considerations and how decisions of policymakers or courts affect the 

adoption of AI systems. While potential impacts of AI technologies are regularly examined (see, e.g., 

Agrawal, et al. 2019; Frank, et al. 2019), we know little about the consequences of public-sector 

responses designed to regulate firm behavior, and even less knowledge exists concerning how 

managers might respond to implemented or intended regulatory changes. Both policies and firm 

practices associated with AI development and adoption hold important ethical concerns and 

considerations that are likely to affect human behavior. 

Based on these observations, the empirical analysis of the article is guided by the following 

research question: how do different kinds of AI-related regulation – or even the prospect of regulation 

– affect firm behavior, including firm responses to ethical concerns? The article surveys 1,245 

managers from the healthcare, automotive, and retail industries to examine this question. In a 

randomized online survey experiment, treatment groups were informed of the core contents of four 

regulatory treatments. The degree to which managers change their intent to adopt AI processes was 

measured and managers’ perceptions of the importance of ethical issues related to privacy, 

transparency, safety, bias/discrimination, and labor-related issues was assessed. 

The results indicate that exposure to information about AI regulation increases the importance 

managers assign to various ethical issues when adopting AI. All four regulatory treatments increase 

managers' interest in enhancing safety and minimizing accidents related to AI technologies. A trade-

off is located, however. Managers’ heightened awareness of ethical issues is offset by a decrease in 
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managers’ stated intent to adopt AI technologies. Furthermore, the article finds that the trade-off 

between AI ethics and adoption is more pronounced in smaller firms, which are more resource-

constrained than larger firms are. When comparing the healthcare, automotive and retail industries, 

the article discerns heterogeneity in the results, indicating that regulation information is likely to 

affect industries differently due to industry-specific characteristics.  

The relevance of this article in the context of the overall research puzzle is its provision of 

empirical evidence on how the AI regulatory landscape is currently emerging in the United States. 

Evidence is added to the literature that examines the broader effects of technology-related regulations 

on social and economic activity. Also, the article’s implications for managers and organizational 

decision-making contribute to the literature on business ethics. The article shows that ethical 

guidelines, both internally within firms and externally through regulations, are likely to significantly 

influence decision-making concerning the implementation of novel AI systems and technologies, 

which has implications for AI governance.  

5.2. Article II 

The second article, “A Framework for Understanding AI-Induced Field Change: How AI 

Technologies are Legitimized and Institutionalized,” utilizes institutional theory to conceptualize 

varying forms of AI (e.g., FRT, autonomous vehicles, recommender engines) as fields that diffuse 

through society and organizations. The article assesses what it takes for varying AI systems to gain 

legitimacy during technological adoption and institutionalization processes.  

The article departs from the observation that the action potentials inherent in most AI systems 

imply a shift in agency from human actors to AI agents, which significantly impacts individual 

practices and organizational behavior. The socio-economic embeddedness of AI systems means that 

social and organizational practices are changing, while change may be subject to varying degrees of 

social acceptance and legitimacy. This issue is often confounded, as technological implementation 

moves faster than the institutions that regulate them, commonly referred to as the pacing problem 

(Hagemann, Huddleston, & Thierer, 2018). This is problematic when AI-induced externalities have 

unintended consequences for some actors or groups in society (Buolamwini & Gebru, 2018; 

Obermeyer, et al., 2019)  
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Based on these observations, the article is motivated to answer the research question: how are AI-

induced fields subject to varying degrees of legitimacy as well as processes of institutionalization? 

The article combines institutional- and information systems (IS) theory to signify digital and 

institutional infrastructure's relative elaboration and coherence. Digital infrastructure includes 

assessing an AI system’s perceived degree of technological maturity, its use of data, and the system’s 

autonomy, to act on or interact with its environment, including the possible ramifications of those 

actions. Institutional infrastructure is used to elaborate on certification, standards, audits, and official 

rules and regulations that guide more thoughtful technological expansion (Waddock, 2008). The 

developed framework builds on Zietsma, et al.’s (2017) notion of pathways of change, which 

describes how a field moves between states from emerging/aligning to fragmented, contested and 

established, depending on the elaboration and coherency of digital- and institutional infrastructure.  

The article finds that issues with AI legitimization generally occur when AI systems upend 

existing dependencies and power structures between humans, machines, and organizations in new 

and unintended ways. Additional issues related to non-transparent use and data centralization give 

rise to information asymmetries. And, most issues with legitimization occur when existing 

institutional infrastructure is unable to address externalities associated with rapid technological 

adoption.  

The relevance of this article in the context of the overall research puzzle is its nuanced 

interpretation of how AI technologies move and gain legitimacy across varying AI fields. The article 

relates to the overall research question by extrapolating the need for more adaptive forms of 

organization to emerge that are better equipped to govern complex socio-technological changes 

caused by a GPT such as AI (Taeihagh, et al., 2021). Proposed measures of institutional adaptation 

include enhanced algorithmic auditing carried out by companies (Zarsky, 2016), third-party auditors 

(Clark & Hadfield, 2019), or external regulators (Tutt, 2016).  

5.3. Article III 

The third article, “Government Mechanisms for Platform Boundary Resource Tuning: The case 

of China’s National Open Innovation Platforms for AI,” looks into the platform-based organizational 

construct and how it affects AI innovation. The article focuses on the empirical case of China’s 

National Open Innovation Platforms. The case shows how China’s government uses a unique policy 
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strategy that incorporates a range of governance mechanisms that affect private sector platform 

governance and AI innovation through the orchestration of open data and open-source software. 

The article departs from the observation that the role of digital platforms in the economy has 

grown substantially over the last decade. Government interest in controlling digital information 

infrastructures, such as hardware and software components, has also increased. At the same time, few 

studies have engaged with the platform literature to understand some of the mechanisms that 

governments have at their disposal to enable or constrain platforms. The mechanisms governments 

have at their disposal to affect digital innovation, competition, and sovereignty are often distant from 

those assessed in studies on platforms governance of digital resources.  

Based on these observations, the research question of this article asks: What mechanisms can 

governments use to affect the boundary resources of innovation platforms, and how do these influence 

platform governance? Information systems theory concerning platform architecture, ecosystems, and 

governance is adopted to address the research question. Applying this theoretical perspective has 

several strengths. First, it sheds new light on the role of varying actors across public and private 

settings and how these jointly impact platform innovation and governance. Second, it explains the 

distinct mechanisms, i.e., the rules and tools used by public and private actors, and how these enable 

or constrain platform generativity. Finally, it enables a more granular assessment of differing national 

and strategic approaches to platform innovation and governance. The article adopts an explorative 

case analysis of China’s National Open Innovation Platforms for AI, which is considered an 

appropriate method for studying new and emerging phenomena (Eisenhardt, 1989; Yin, 2003).  

The article locates several government mechanisms that can be used to inform private sector 

platform boundaries. The article extends information systems theory on boundary resources by 

elaborating on a range of governance mechanisms that may be used to affect the generativity of 

platforms in areas such as data availability, software accessibility, and digital interoperability. The 

article clarifies how governments can utilize mechanisms to orchestrate the platform economy, which 

has implications for policymakers and managers.  

The relevance of this article in the context of the overall research puzzle is to provide context on 

the governance of AI ecosystems in China, which is different from AI governance and state-market 

relations in the United States. Empirical context and clarity on China’s approach to AI governance 

are obtained, which contributes to answering the main research question of the thesis.  
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5.4. Article IV 

The fourth article, “US–China Tech Competition and the Willingness to Share Personal Data in 

China,” examines how great power competition between the US and China influences data privacy 

preferences. Data privacy policies establish boundaries for how firms and governments collect and 

process individuals’ data. Therefore, data privacy policies are crucial in deterring firms' ease of access 

to and costs associated with handling data, which has implications for AI innovation. While the 

European Union’s GDPR has set a precedent for how data should be handled, it is clear that 

governments can design unique data privacy regimes based on different conceptualizations of the 

optimal distribution between data and privacy.  

The article departs from the observation that data is fundamental for the development of digital 

technologies and artificial intelligence and that China’s central government is in a unique position to 

influence public opinion on data collection and data privacy practices (Chen & Xu, 2017; King, Pan, 

& Roberts, 2017). As tech firms become global, the tension between data collection and data privacy 

has moved beyond consumers and firms within a country towards tensions between nation-states 

based on varying ideas of digital sovereignty. At the same time, economic and technology-related 

disputes between the United States and China have spiraled into a technology war, referred to as the 

“great tech decoupling” (Johnson & Gramer, 2020).  

Based on these observations, the research question of this article asks: how does technological 

competition affect data privacy preferences? The article examines how technological competition 

affects people’s sense of nationalism and their perception of data privacy. The article reports the 

results of a survey of 3,146 individuals in a representative sample of China’s internet population. 

Through a randomized online experiment, respondents’ willingness to share data with companies and 

the central and local governments is assessed.  

The article finds that invoking nationalistic sentiment increases people’s willingness to share their 

data with private companies. In other words, reminding people of the technology race with the US 

invokes nationalistic sentiment, which increases respondents’ willingness to share data with Chinese 

companies and their trust in these to handle their data responsibly. Respondents also believe that 

access to personal data will help Chinese companies to take the lead in the global competition to 

develop AI technologies. When people are reminded of the US–China tech competition, they also 
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decrease the valuation they place on their facial image data, which makes data a cheaper input factor 

in AI innovation.  

The relevance of this article in the context of the overall research puzzle is its assessment of 

China’s approach to AI governance and data governance. In terms of technological governance, a 

distinct model of digital authoritarianism is emerging from China (Khalil, 2020). By assessing public 

opinion on data privacy, the article engages with how competition between the US and China possibly 

influences public sentiment towards data collection and data privacy practices, which constitutes an 

essential element of AI governance. Therefore, the findings have implications in the context of 

emerging and converging data privacy regimes and how these are constructed at the international 

level. 
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6. CONCLUSION 

This thesis investigates how artificial intelligence is governed in the United States and China and 

combines the gathered experiences from Articles I–IV to assess the broader implications for the 

governance of AI. In doing so, this thesis advances the conceptualization of AI governance as a field. 

It re-situates AI governance in an international framework where it is critical to account for national 

differences, industrial idiosyncrasies, and technical specificities across countries and regions. This 

final chapter summarizes the key findings concerning the main research question, presents the 

scientific and practical implications, and discusses future research avenues. 

6.1. Key findings  

The first Sub-RQ, “how do different kinds of AI-related regulation – or even the prospect of 

regulation – affect firm behavior, including firm responses to ethical concerns?” was addressed in 

Article I. Overall, four key findings emerged from the article. First, exposure to information about AI 

regulation increases the importance managers assign to various ethical issues when adopting AI. 

Second, managers’ increased awareness of ethical issues is generally offset by a decrease in manager 

intent to adopt AI technologies. Third, exposure to information about AI regulation significantly 

increases expenditure intent for developing AI strategy, which includes a budget for assessing ethical 

impact and internal strategy development. Fourth, when comparing the responses of several industries 

(healthcare, automotive, retail), heterogeneity in the results indicates that regulation information is 

likely to affect industries differently due to industry-specific characteristics. In summary, AI 

regulation could slow innovation by lowering AI adoption while fostering new solutions that improve 

consumer welfare through heightened attention to AI-related ethical issues.  

The second Sub-RQ, “how are AI-induced fields subject to varying degrees of legitimacy and 

institutionalization processes?” is answered in Article II. Three key findings emerged from the article. 

First, the autonomy of AI agents can affect existing power dependencies, which may cause friction 

when AI agents gain the authority to make decisions that affect human and organizational actors on 

the basis of analyses that are difficult for humans to replicate. This transfer of autonomy is contingent 

on systemic trust, which is based on conceptualizations of technological maturity and expectations 

that machine-augmented perceptions operate at or above human cognitive levels. Issues with field-
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level legitimization and nascent processes of institutionalization are likely to arise when emerging 

systems are inaccurate, unsafe, or non-transparent, as well as when institutional logics are incoherent, 

all of which erode trust across applications and cause AI fields to fragment. Second, an incentive for 

data centralization is inherent in most digital infrastructures and forms of organization. A lack of 

transparency during data collection leaves people unaware of where and how their data and 

information is being used, stored, and traded and for what purposes. Therefore, the legitimacy of AI 

agents is highly contingent on the collection, use, and ownership of data, which can be a source of 

dispute that causes field-level disintegration. Third, public and private forms of institutional 

infrastructure must be elaborated before externalities start to erode systemic and institutional levels 

of trust, which causes a field to grow fragmented. Public pushback forces central actors from the 

private sector to engage in new self-regulation measures, which in some cases means scaling back 

digital infrastructure until new legislative provisions fill a policy vacuum. In summary, AI 

governance will improve if more adaptive institutional infrastructure emerges in forms of 

organization that can consider how AI systems influence and shape existing practices and forms of 

behavior.  

The third Sub-RQ, “What mechanisms can governments use to affect the boundary resources of 

innovation platforms, and how do these influence platform governance?” is answered in Article III. 

A case study from China was chosen as China’s government has broader scope to act and orchestrate 

the digital economy than most governments. Three key findings emerged from the article. First, the 

article details how several government mechanisms can be utilized to affect the governance and 

generativity of innovation platforms, i.e., their boundary resources. Second, government mechanisms 

can be used to influence how platforms organize varying aspects of data governance (i.e., availability), 

AI open-source software governance (i.e., accessibility), as well as integration (i.e., interoperability), 

which has implications for AI innovation. Third, the notion of hybrid platforms is adopted to clarify 

a new organizational structure conducive to public-private AI innovation and governance. In 

summary, a range of government mechanisms, some of which are unique to the case of China, can be 

used to enable or constrain AI platforms; this finding has consequences for the orchestration of 

domestic AI innovation and international forms of digital integration.  

The fourth Sub-RQ, “how does technological competition affect data privacy preferences?” is 

answered in Article IV. Three key findings emerge from the article. First, reminding Chinese citizens 
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of the technology race with the United States invokes nationalistic sentiment, which increases 

willingness to share data with Chinese companies and their trust in these to handle their data 

responsibly. Second, when people are reminded of the US–China technology competition, they also 

decrease the valuation they place on their facial image data, which makes data a cheaper input factor 

in terms of AI innovation. Third, males are more willing to share their data with private companies 

and the central and local governments. In summary, technology competition on AI between China 

and the United States may shift nationalistic sentiment, impacting data privacy preferences and 

making people more willing to share their data with companies and the government.  

This leads us to the main research question guiding this thesis: “how is artificial intelligence 

governed in the United States and China, and what are some of the broader implications for the 

governance of AI?” The question is answered in terms of how the US governs AI and how China 

does so, and, most importantly, some implications for the governance of AI are derived. The 

conceptual framework developed in Section 3.2 is used to compare the approaches to AI governance 

by the US and China. Special attention is placed on AI innovation, adoption, regulation, and closing 

considerations regarding differing socio-technical values.  

6.1.1. AI Governance in the United States 

The United States approach to AI governance (Articles I & II) is summarized as fragmented and 

overly reliant on forms of self-regulation (Cath, et al., 2018). In terms of AI innovation, policymakers 

have focused on creating an environment free of heavy regulation. Maintaining US leadership in AI 

has been associated with removing “overly burdensome” regulations that otherwise create “barriers 

to innovation” (The White House, 2018). Government regulation has been proclaimed to hamper 

innovation and American competitiveness in policy plans such as the “Guidance for Regulation of 

Artificial Intelligence Applications” and NIST standards report on “U.S. Leadership in AI” (NIST, 

2019; Vought, 2020). Government support measures include new industrial policies such as the 

CHIPS for America Act, which works to return the manufacturing of semiconductors to American 

soil (Kharpal, 2021). These policies are linked to matters of digital sovereignty and demarcate a shift 

in US industrial policy spurred by concerns over retaining American technological leadership in the 

face of growing competition from China. While new industrial policies have been embraced, 

American policymakers have stressed the importance of continued reliance on market-based 
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innovation as the best strategy for staying ahead. Heightened geopolitical competition on AI 

development between the US and China could cause US policymakers to become less inclined to 

regulate AI. While China and the European Union are devising and implementing new rules to curb 

AI-induced externalities, US policymakers seem to be stuck by fears over restraining AI innovation.  

In terms of AI adoption, the use of AI in public sector domains has witnessed pushback by varying 

actors, including civil society organizations, think tanks, and companies. Several companies have 

established moratoriums on the use of facial recognition technologies for public sector law 

enforcement until more explicit regulations emerge. These developments are symptomatic of 

America’s current approach to AI governance, which is fragmented and contested among varying 

actors, while policymakers have taken a nominal approach to formulating new rules. These 

developments can be contrasted with China, where the state has become a heavy adopter of FRT, 

while civil society organizations play a minuscule role due to their limited capability to voice dissent 

and push back on public sector use and AI adoption.  

In terms of AI regulation, the United States takes a different approach than China and the 

European Union. While the US Algorithmic Accountability Act was reintroduced in 2022, the Act 

has a long way to catch up with China’s regulation of recommender engines, which went into effect 

in March 2022, as well as with the European Union’s AI Act, which is scheduled to go into effect in 

2023. The US cautious approach to AI regulation has made self-regulation the de facto mode of AI 

governance. However, AI regulation has started to gain some traction at the sectoral level. Sector-

specific regulations gradually establish a patchwork approach to AI governance that develops 

incrementally. In data regulation, no national policy on data privacy has been devised. Instead, 

California’s Consumer Privacy Act has become the de jure regulation of data in the United States due 

to the importance of California’s local economy and solid concentration of technology companies in 

Silicon Valley. Regarding regulation of content and information on online platforms, these continue 

to be largely protected from legal repercussions due to Section 230, which outlines that liability falls 

on the individual as the content creator (Citron & Wittes, 2018). The global reach of some platforms 

(e.g., Facebook, Twitter) and their power to enhance, restrict, or ban people from operating coincide 

with nascent expectations of what it means to enhance democratic forms of platform oversight, 

transparency, and control. Algorithms, such as recommender algorithms, which rank, organize, and 

determine the visibility of certain information, also produce socio-technical outcomes that remain 
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subject to vague forms of transparency. Like the too-big-to-fail notion in the financial industry, 

platforms’ use of AI and orchestration of information have morphed into systemically important 

global information infrastructures. As these infrastructures have the potential to “fail” in ways that 

create externalities, they must be endowed with rigid forms of transparency, oversight, and control in 

ways that are yet to be devised.  

In terms of values, the growing importance and focus of “American values” in AI governance 

gives rise to an ideological mechanism that justifies America’s current approach to AI regulation 

while stressing a human rights-centered approach to AI governance. In terms of AI governance, the 

United States has positioned itself as a “champion and defender of core values of freedom and human 

rights” (White House, 2021b). American values, however, are also used to define geopolitical 

opposition to China, especially in the area of AI adoption and development. The National Security 

Commission on Artificial Intelligence (NSCAI) Final Report, published in March of 2021, defines 

AI competition as a value-based competition where China should be viewed as a direct competitor 

(NSCAI, 2021). The NSCAI recommends creating “choke points” that curtail China’s progress 

(Kharpal, 2021; Nellis, 2021). These developments entail that international forms of AI governance 

are becoming embroiled in great power competition between the US and China. The innovation and 

adoption of AI is beginning to turn into a strategic arena of competition that endangers existing forms 

of collaboration. In September 2021, the US–EU Trade and Technology Council (TTC) stressed that 

the US and EU are opposed to uses of AI that do not respect human rights requirements, which include 

“rights-violating systems of social scoring” (TTC, 2021). The TTC has also clarified that the US and 

EU “have significant concerns that authoritarian governments are piloting social scoring systems with 

an aim to implement social control at scale” (TTC, 2021). China’s social credit system is the implicit 

focus of the statement and signals that the approaches to AI governance by the US/EU and China are 

growing incompatible due to departing ideological and socio-technical considerations of what 

constitutes a good AI society.   

6.1.2. AI Governance in China 

China’s approach to AI governance (Articles III & IV) is summarized as rapidly accumulating 

and subject to development and guidance based on centrally formulated plans and policies. In terms 

of AI innovation, policymakers have begun to strengthen partnerships with private-sector technology 
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and AI companies, which establishes a new approach to industrial policymaking and guidance of 

China’s digital economy. Several leading AI companies have been elevated to national champions or 

National AI Team members (Jing & Dai, 2017) responsible for strengthening China’s AI ecosystem. 

However, technology companies such as Baidu, Alibaba, and Tencent are not traditional national 

champions but are private platform companies that have grown into the strategic heights of China’s 

centrally planned economy. Due to the importance of these companies for the future of China’s socio-

economic development, China’s central government has started to implement new mechanisms to 

bring them closer to the CCP's strategic objectives and visions for the future of Chinese society. 

Mechanisms include mixed-ownership reforms (Ingeman, 2021), taking minority stakes and 

controlling board seats (Y. Yang & Goh, 2021), and prohibiting sectors that do not align with the 

long-term priorities of the Party (Koty, 2021). While the US has started to implement industrial policy 

plans, such as the CHIPS Act, industrial policy plans and government-guided investment funds are 

far more explicit in China, as outlined in Section 2.3.  

In terms of AI adoption, state-led procurement of AI technologies has been an essential factor in 

turning China into a world leader in some areas of AI, such as facial recognition technologies (Beraja, 

et al., 2021). China’s central government has implemented FRT on a massive scale and is 

experimenting with new forms of AI-augmented social governance in areas such as its social credit 

system (Cao, et al., 2021). As mentioned, both forms of AI usage are opposed by the US and the 

Europan Union, on ethical grounds. 

In terms of AI regulation, China’s implementation of the AI Development Plan has been an 

essential step in transforming the country from having a lax governance regime towards establishing 

far stricter enforcement mechanisms associated with data and algorithmic oversight. For example, 

China’s regulation of recommender engines, which went into effect in March 2022, is the first of its 

kind globally. The regulation goes further than focusing strictly on content moderation by requiring 

private companies to actively promote “positive” information that follows the Party line. This 

includes promoting content that is considered patriotic, family-friendly, and that focuses on positive 

stories in line with the core socialist values of the CCP (Huld, 2022). Content such as extravagance, 

over-consumption, anti-social behavior, excessive adoration of celebrity idols, and political activism 

are subject to stricter scrutiny and regulatory intervention (Huld, 2022). China takes a different 

approach to AI and content-related regulation than the United States and the EU. It places the 
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responsibility of moderating, prohibiting, and promoting certain content on private sector companies, 

and steps in directly if the companies fail to meet the government’s expectations. In the US, the 

regulation of content and information is, as mentioned, governed by Section 230, which means that 

liability falls on the individual and not the platform. However, China's regulation of recommender 

engines could be complicated for companies to implement and for regulators to enforce due to 

arbitrary interpretations of the law. For companies that operate in China and internationally, the 

regulation could result in further decoupling of domestic and international operations in order to 

comply with divergent AI governance and regulatory regimes. 

In terms of values, AI governance in China is embodied by Chinese characteristics that shape AI-

related socio-economic practices. China’s AIDP and most recent Five-Year Plan establishes that the 

goal of technological development is to promote social stability (State Council, 2017; Xinhua News 

Agency, 2021). The AIDP has also stated that AI serves as a social control tool in the “great 

rejuvenation of the Chinese nation” (State Council, 2017), implicating that a balance between social 

control and innovation should be maintained (Hine & Floridi, 2022). This includes relying on the 

market to allocate resources and drive efficiencies while depending on the central government to 

direct the economy through public planning and industrial guidance (State Council, 2017). China’s 

model of fragmented authoritarianism, reliance on state guidance, enlisting of public and private 

actors, and more stringent control of the flow of information are in combination, argued to embody 

an approach to AI governance that is radically different from that of the United States. The meaning 

of social control and maintaining “harmony and stability,” e.g., through data points on individual 

behavior, makes China’s AI governance regime depart from similar approaches and characteristics 

in the United States and Europe. The role of the central government in China is viewed as an 

orchestrator of industrial scale innovation as well as online content and information that underlines 

China’s unique approach to AI governance. China is considered as pioneering a distinctive paradigm 

of AI governance that hybridizes elements of industrial policy with new forms of governing data and 

artificial intelligence at the intersection of public and private interests and forms of organization. In 

China’s emergent paradigm of AI governance, the role of the private sector is changing as digital 

companies are compelled to cooperate with policymakers in order to align with the CCP’s vision of 

a harmonious society. During this process, the role of private-sector AI companies is changing as 

these are expected to play a critical function in cooperating with public sector agencies in areas from 
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R&D to standards and regulation of online content. The responsibility of private-sector technology 

companies can therefore be viewed as slowly transforming to better align with the CCPs vision for 

the future of China. In the United States and Europe, the extent to which technology companies are 

expected to exhibit stronger democratic practices and forms of oversight and control remains to be 

seen.  

6.1.3. Implications for the governance of AI 

 Based on the findings associated with the United States and China’s respective approaches to AI 

governance, several implications for the governance of AI are deliberated. Varying forms of AI 

adoption and wider diffusion of, e.g., facial recognition technology and AI in social credit systems, 

are starting to give rise to disparate AI governance regimes at the international level. This means that 

varying approaches to AI governance (AI innovation and regulation) will be based on diverse logics 

and assumptions about what constitutes appropriate forms of AI innovation and application. At 

present, value-based ideological ruptures have started to emerge across the US/EU and China, which 

could have consequences for the governance of artificial intelligence. 

Current trends towards technological decoupling and digital sovereignty are symptomatic of a 

broader entrenchment of strategic digital capabilities and resources flowing in the direction of nation-

states. Control and self-sufficiency over strategic resources such as AI, data, and semiconductors are 

currently of the highest importance for national leaders. These developments could foster an era of 

heightened international tension, distrust, and competition in the digital space. As technological 

decoupling deepens, China will endure its move towards achieving self-sufficiency and technological 

independence, especially from US-originated goods. US actions, such as placing Chinese companies 

on its entity list and restricting them from obtaining American technology, further legitimize and 

incentivize China’s push to obtain self-sufficiency. While the intentions may be linked to slowing the 

rise of China, the actions also portray that China cannot rely on strategic technological inputs from 

the US as a part of its economic growth strategy. Arguably, the erratic nature and politicization of 

strategic supply chains foster strong incentives for achieving self-sufficiency in a range of digital 

infrastructures. Unless reversed, these developments privilege perspectives that view AI-related 

technological development as a zero-sum competition.  

At present, the United States and China pursue very different approaches to AI innovation, where 
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one is based on market-driven incentives while the other is influenced by top-level guidance. For the 

US, the big question is whether its continued reliance on market-based forms of planning and 

innovation will be enough to counter China’s rapid acceleration in AI development. For China, the 

big questions are whether continued government intervention in the digital sphere will deter private 

investment and innovation, and whether private sector opportunities will cede to less efficient state-

run firms over the medium to long term.  

Based on an integration of the combined findings of this thesis, along with a careful extrapolation 

of current events, an argument is made that two departing forms of AI governance potentially could 

emerge. In the US, AI governance is ideologically anchored in a free-market liberal democracy; in 

China, AI governance is ideologically anchored in a state-capitalist and communist model of socio-

economic development. The underlying values and ideologies of each socio-economic regime are 

already spilling over into varying conceptualizations of what a “good” AI-driven society looks like 

(Cath, et al., 2018; Hine & Floridi, 2022; Roberts, Cowls, Hine, et al., 2021; Roberts, et al., 2020). 

This implies a sense of path dependency, meaning that what is done now will have consequences for 

future choices. This is especially true in terms of how AI is used to govern societies, which could 

have path-departing implications. 

The prospects for finding a middle ground to AI governance in the European Union’s proposed 

approach to AI regulation are considered implausible. Like the US, the EU’s approach to AI 

governance is based on conceptualizations of human rights, which are operationalized to condemn 

AI usage for social monitoring and control purposes.  

At a technical level, however, international alignment of best practices could potentially be found 

in the application of common governing mechanisms, such as audit-based frameworks or how 

recommender systems are governed, for example, which establish a foundation for international 

harmonization of practices. These developments are of great importance for long-term issues in AI 

governance associated with AI alignment and the advent of AGI. Therefore, how AI governance is 

aligned at the international level could prove to be one of the greatest challenges for the 21st century.  
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6.2. Scientific implications 

This dissertation makes specific contributions to the literature on platform- and technology-

related governance and regulation, rooted in information systems, institutional theory, and political 

economy. These can be divided into theoretical/conceptual, methodological, and empirical 

contributions across the four articles, as shown in Table 10. While the contributions were introduced 

in Section 1.3, this section advances a discussion of the novelty of the core contributions.  

First, this thesis makes a theoretical contribution that advances the literature on platform 

governance at the organizational level. Doing so contributes to elaborating on information systems 

theory that surrounds platform governance. Existing platform theory on boundary resources is 

extended by clarifying contextual factors as a range of concrete government mechanisms used in the 

tuning of platforms boundary resources (Bonina & Eaton 2020; Eaton, et al., 2015; Ghazawneh and 

Henfridsson 2010, 2013). Government mechanisms are located in areas that affect how technical 

resources are generated and distributed on innovation platforms. This includes affecting data 

availability, software accessibility, and infrastructural interoperability. Government mechanisms for 

tuning platform boundary resources have theoretical implications for how governments seek to affect 

measures of AI innovation while adopting a platform induced way of thinking and organization 

(Brown, et al., 2017; Cordella & Paletti, 2019; Ju, et al., 2019; Klievink, et al., 2017; Zhao & Fan, 

2018). In delineating new and existing government mechanisms, this thesis contributes to establishing 

a research agenda around the emergent ways governments seek to structure and orchestrate the 

platform economy. Doing so contributes to reorienting the platform literature towards how resourcing 

tools and securing rules are shaped by the interplay of public and private governance mechanisms 

(Cordella & Paletti, 2019; Gorwa, 2019; Raunio, et al., 2018). Conceptual contributions are also made 

regarding platform architecture and digital infrastructure by elaborating on hybrid platforms as an 

important structure for affecting AI-induced generativity (Constantinides, et al., 2018; Klievink, et 

al., 2016; Tilson, et al., 2010). Hybrid platforms also have important implications for novel 

governance mechanisms such as AI standards, which are shaped at the intersection of public and 

private collaboration and forms of organization. Hybrid platforms are consequently found to be a 

critical organizational mechanism for governing AI technologies in new ways at the intersection of 

public and private interests. 
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Second, this thesis makes a conceptual contribution by advancing a novel framework for 

analyzing AI-induced socio-technical legitimacy and field change. In outlining the framework, the 

thesis advances information systems theory by adding the institutional perspective to understand the 

innovation, adoption, and diffusion of AI technologies as an interconnected process that moves across 

the technical, organizational, and institutional levels. Clarity is gained in assessing how AI 

technologies move within and between fields, which is interpreted through a technology’s elaboration 

of digital- and institutional infrastructure (Hinings, et al., 2017; Hinings, et al., 2018). The notion of 

AI-induced legitimacy associated with digital infrastructure as elaborated through three new 

constructs – AI-based technological maturity, data sensitivity, and AI autonomy – contributes to 

information systems theory (Henfridsson & Bygstad, 2013; Tilson, et al., 2010). The notion of AI-

induced legitimacy associated with institutional infrastructure, elaborated through a more precise 

identification of the many ways in which AI technologies have the ability to act on and interact with 

their environments, contributes to informing institutional theory building on the area (Powell, et al., 

2017). 

Third, an empirical contribution in this thesis advances the literature on technology-related 

governance and regulation. The empirical contribution informs the theoretical relationship between 

regulation and innovation, with specific reference to the particularities of AI technologies. A 

contribution is made by arguing that legislative pressure challenges present-biased managerial 

preferences, which causes additional consideration to be placed on developing and implementing 

solutions that are more ethically oriented across the technical, organizational, and institutional levels 

(Ambec & Barla, 2006). The thesis further argues that ethics-related domains that are harder to 

quantify and measure (e.g., transparency and explainability) also could be more challenging for 

managers and organizations to sufficiently respond to. For example, for areas of algorithmic bias, 

these can be linked to individual and value-based judgments that need to be configured at several 

distinct levels of technology and organization pre-and post-implementation. This makes it difficult 

for managers to devise all-encompassing ethical solutions that will have thoughtful and equitable 

impacts across all development processes and socio-technical levels of implementation. When 

regulation increases the salience of specific issues, a need for managers and engineers is created 

where these must ensure that the functional aspects of a model (i.e., accuracy, data, performance, etc.) 

are soundly established through organizational procedures and technical mechanisms such as 
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certification, testing, and auditing, as well as through the elaboration of technological standards 

(Mittelstadt, et al. 2016; Nuno, Gomes, & Kontschieder 2021). Based on these considerations, this 

thesis contributes by stressing the need for regulators to engage in the development of legislation that 

clarifies new and expected areas of AI-related compliance. As managers embrace associated 

actionable mechanisms that ensure greater algorithmic oversight, present-biased managerial 

preferences may be reversed and, as a result, more ethically oriented AI solutions may be attained.  

Fourth, this thesis makes theoretical and empirical contributions to the literature surrounding great 

power tech competition at the institutional level. Empirically, this thesis clarifies how great power 

tech competition between the United States and China can raise individuals’ sense of nationalism, 

shifting their willingness to share data with companies and the government. As ideas of digital 

sovereignty gain in popularity, tech-induced forms of nationalism could have implications for AI 

governance. The theoretical implications are that tech companies increasingly are becoming 

politically loaded enterprises, which to varying degrees have the power to influence digital innovation 

and digital infrastructures in ways that enhance or diminish individual and collective discourses while 

affecting socio-political preferences. Likewise, large technology enterprises can choose how they 

interact with local conditions on global markets, e.g., on the spectrum between democratic and 

authoritarian institutions. This thesis clarifies some of the budding relationships between nationalism, 

tech competition, surveillance, and data privacy, which have implications for structuring disparate AI 

governance regimes. Tech-induced forms of nationalism may, for example, be used to favor 

continued government centralization of data, which is an important driver for AI innovation as well 

as an essential element in AI governance. These findings consequently underscore the importance of 

ensuring that democratic forms of oversight are built into all processes surrounding AI governance. 

Table 10. Scientific contributions   

Type Contribution Article 

Theoretical/conceptual i. Extending theory on technology-related regulation by clarifying 

that tradeoffs between regulation and innovation could be offset 

by more ethically motivated forms of technological 

development. 

I 

 
ii. Proposing a novel conceptual framework for analyzing AI-

induced field-level change, as well as processes of AI legitimacy 

and institutionalization 

II 

 
iii. Extending existing theory on platform governance of boundary 

resources through the addition of several government 

III 
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mechanisms that can be used to affect platforms resourcing tools 

and securing rules 

 
iv. Clarification of the conceptual links between great power tech 

competition, nationalism, and data privacy, and how they inform 

certain aspects of disparate AI governance regimes 

IV 

Methodological i. Adopting online large-scale survey experiments (AB testing) to 

measure and inform policy-related aspects of AI governance – 

based on managerial and individual perceptions and preferences 

I, IV 

Empirical i. Providing empirical clarity on some of the tradeoffs involved 

between AI regulation and innovation  

I 

 
ii. Providing empirical insight on the mechanisms that 

governments can use to impact and affect platform governance 

and innovation 

III 

 
iii. Providing empirical evidence on how tech competition 

potentially affects nationalistic sentiment and shifts data privacy 

preferences  

IV 

 

6.3. Policy and managerial implications 

The findings of this thesis offer several potential implications for policymakers and managers. 

For policymakers, implications relate to the design and analysis of AI-related policies and new forms 

of regulation and how these impact digital and AI-related innovation. For instance, in terms of 

platform governance, it is vital that policymakers understand the full range of tools at their disposal 

and how these interact to shape AI and other forms of digital innovation. Policymakers are 

encouraged to deploy mechanisms that target data availability, software accessibility, and 

interoperability of digital ecosystems. Mechanisms that target anti-competitive behavior are also 

encouraged, without relying on overly discriminatory measures to enhance digital sovereignty at the 

cost of international forms of digital integration and cooperation. 

In terms of AI regulation, four separate recommendations are extended. First, although AI 

regulation conceivably could slow innovation or reduce competition by lowering AI adoption, 

instituting regulation at the early stages of AI diffusion could improve overall consumer welfare 

through increased safety and better addressing bias and discrimination issues. For policymakers, it is, 

therefore, necessary to distinguish between innovation at the level of the firm consuming AI 

technology and at the level of the firm producing such technology. Even if regulation slows 

innovation in the former, it can still spur innovation in the latter. Second, policymakers are 

encouraged to take a meticulous approach to AI regulation to sufficiently account for diverse 
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technology and industry-specific use cases. This includes taking sector-specific considerations into 

account when devising novel regulatory solutions. Third, policymakers should consider the full range 

of regulatory tools, including existing legal requirements, soft-law governance of AI, and the costs 

and benefits of relying on industry standards. The interplay between new and existing forms of 

legislation and regulation must be considered at a high level of complementarity and possible 

interactions when seeking to devise the most optimal policy environments, i.e., environments that 

minimize externalities and maximize innovation. Fourth, a continued lack of transparency in markets 

for data as well as during data-collection and data-processing, arguably, leaves large segments of the 

population unaware of where and how their data and information is being used, stored, and traded, as 

well as for what purposes (Mittelstadt, et al., 2016). Therefore, policymakers are encouraged to 

continue developing data-related policies that enable greater transparency and enhanced forms of 

user-based interactivity that, over time, may create a heightened sense of individual ownership and 

control. These developments would contribute to smoothening existing information asymmetries 

between data users (companies) and data producers (individuals) (Tene & Polonetsky, 2013). In terms 

of AI, empowering users to better understand how AI agents use varying data points to structure their 

queries and make predictions would similarly benefit users by flattening information- and power 

asymmetries.  

Based on the collective findings of this thesis, policymakers are encouraged to experiment with 

new forms of governance that are more efficient in addressing the emergent characteristics of a GPT, 

such as AI. This includes experimentation with new institutional infrastructures and designs that, over 

time, can result in more adaptive forms of organization and regulation (Taeihagh, et al., 2021; Wang, 

et al., 2018). Proposed measures of institutional adaptation to mitigate AI-induced externalities 

include enhanced measures of algorithmic auditing carried out by companies (Zarsky, 2016), third-

party auditors (Clark & Hadfield, 2019), or external regulators (Tutt, 2016). New forms of auditing 

can create procedural records of complex algorithmic decisions that contribute to tracking inaccurate 

predictions while detecting flawed or discriminatory algorithms and biases and harmful practices 

(Mittelstadt, et al., 2016). Pilot studies of AI applications in different sectors or regulatory sandboxes 

(Kop, 2021) that target areas such as autonomous driving, drug discovery processes, and online 

advertising, are suggested as essential intermediary steps for understanding the implications related 

to more widespread use of AI technologies. Regulatory sandboxes or pilot studies could involve novel 
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public-private partnerships to examine how liability can be shared among developers, insurers, and 

the government, as well as consumers (Kalra & Paddock 2016). 

For managers, three specific recommendations emerge from this thesis. First, managers of 

international platforms ought to pay considerable attention to new and incoming policy mechanisms 

that can be used to enable or constrain existing resourcing tools and securing rules. Given the rise of 

interest in reinforcing varying forms of digital sovereignty, managers ought to pay special attention 

to local or regional, i.e., geographical platform requirements, e.g., data use, access, openness, 

interoperability, portability, control, and so on. The kind of services offered on international 

innovation platforms and how these stay compliant with legal requirements that vary across countries 

and constituencies is a rising case in point.  

Second, managers are encouraged to ensure that the functional aspects of an AI model, i.e., 

accuracy, data, performance, etc., are soundly established through mechanisms such as certification, 

testing, auditing, as well as through the elaboration of technological standards (Mittelstadt, et al., 

2016). Recommendations include documenting the lineage of AI products or services and their 

behaviors during operation (Madzou & Firth-Butterfield, 2020). Documentation could include 

information about the purpose of the product, the datasets used for training and while running the 

application, and ethics-oriented results on safety and fairness. The use of documentary models is 

encouraged as these contribute to limiting externalities that otherwise could have costly consequences 

for individuals and firms (e.g., in terms of social or reputational damage). Documentary models can 

also help managers prepare for new and incoming regulations and may help engineers better evaluate 

AI systems and data across training, testing, and post-implementation scenarios. Several workable 

documentary models such as Google’s model cards and End-to-End Framework for Internal 

Algorithmic Auditing, IBM’s AI Factsheets, Microsoft’s datasheets for datasets (Gebru, et al., 2020), 

Meta’s System Cards, as well as “data statements” (Bender & Friedman, 2018) and “nutrition labels 

for data sets” (Stoyanovich & Howe, 2019) already exists, while managers and engineers are 

encouraged to adopt new procedural practices that document all stages of the AI lifecycle.16  

Third, managers are encouraged to work towards establishing cross-functional teams consisting 

of risk and compliance officers, product managers, and data scientists who are enabled to perform 

 
16 The AI life cycle includes all stages from data collection, data analysis, feature engineering, selection of algorithm, 

model building, tuning, testing, deployment, management, monitoring and feedback loops for continuous improvement. 
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internal audits to assess ongoing compliance with existing and emerging regulatory demands. For 

businesses that develop or deploy AI products or services, a new set of managerial standards and 

practices that details AI liability under varying circumstances and ethical dimensions must be 

embraced, even before these are regulatory prescribed. As many of these practices are yet to emerge, 

more robust internal audits, as well as third-party examinations, would provide more information for 

managers, which could reduce managerial uncertainty and aid the development of AI products and 

services that are subject to higher ethical as well as legal and policy standards. As policymakers 

continue to grapple with the best way forward in terms of regulation, managers, and businesses that 

have developed standardized forms of internal algorithmic assessment are expected to be better 

equipped to handle any incoming regulations. 

6.4. Concluding remarks and future research 

The underlying motivation of this dissertation was to investigate the United States and China’s 

respective approaches to AI governance while outlining some of the implications for the future of the 

field. In answering the main research question, this thesis has contributed to the literature on platform- 

and technology-related governance and regulation, as embedded in information systems, institutional 

theory, and political economy. The combined findings have revealed that disparate approaches to AI 

governance are likely to have consequences for the international alignment of best practices in the 

years to come.  

By drawing on the individual cases of AI governance in the United States and China, broader and 

more profound characteristics have emerged. At present, the US and China's national differences and 

industrial idiosyncrasies point towards the emergence of incongruent long-term approaches to AI 

governance. The current standpoints on AI innovation and AI regulation by the United States and 

China are informed by value-based socio-economic structures that construe path-departing 

conceptualizations of what constitutes appropriate use of AI technologies. When held together with 

recent developments in digital sovereignty and technological decoupling, the findings of this thesis 

point to a latent infliction point of contrasting approaches to innovation, adoption, and regulation of 

AI systems and technologies. Over time, these approaches could give rise to different AI-powered 

socio-economic forms of organization and visions of national AI-powered orchestration of the civil 

sphere. While this extrapolated scenario is speculative at best, it is equally plausible that mitigation 
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of externalities and alignment of best practices can be secured in new and AI-specific fora’s at the 

international level.17  

The combined findings of this thesis open several avenues for future research. First, in terms of 

AI innovation, the relationship between data and centralization of compute needs to be understood at 

a more granular level in terms of associated impacts and long-term consequences for innovation. At 

present, large hyperscalers (e.g., Google, Baidu, Amazon, Alibaba, Microsoft, Huawei) operate at a 

scale of centralization of data and compute that enables these to engage in varieties of AI innovation 

and model development that may be unfeasible or out of reach for many SMEs due to resource 

constraints. The emergence of national science clouds could be one solution that levels the field of 

AI innovation and democratizes access to strategic digital resources.  

Second, the concentration of AI-related capabilities also entails a geographical dimension. 

Countries or regions such as the United States, China, and Europe have an outsized gravitational pull 

that potentially sets these regions apart from national technological capabilities developed elsewhere. 

The lowest value-added processes of the AI value chain, such as data labeling, are already being 

outsourced to developing countries such as India, Vietnam, and the Philippines, where salaries are 

comparatively lower. These developments underscore the need to understand dependencies 

associated with the AI value chain at greater depths internationally. This includes a more sensitive 

approach to interpreting how varying cultures, values, and ideologies influence and accentuate 

different ethical and philosophical concerns related to thoughtful and equitable development and 

implementation of AI systems and products. Research is encouraged to move in this direction. 

Third, as new forms of AI governance continue to emerge from varying countries around the 

world, it is important to understand how these interact at the international level. Therefore, more 

comparative research that studies the varying approaches, positions and interactions of the EU, the 

US, China, and other countries is encouraged. This includes a focus on the emergence of AI-specific 

governance forums at the international level, and an assessment of their possible effects and 

mechanisms towards harmonizing competing frameworks, standards and approaches.  

 
17 The author of this thesis is sympathetic towards achieving this latter scenario. Establishing international forms of AI-

specific arbitration and multistakeholder engagement, where negative externalities can be mitigated and promising forms 

of AI governance can be formulated and embraced, is deemed a viable path forward. AI-specific international forums are 

considered as the best approach to mitigate national differences while assuring that AI alignment is accomplished at the 

international level. 
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Fourth, while research on AI regulation is honing in on a set of governing mechanisms and 

procedures, such as audits and standards as leading tools for conformity assessment, the study of 

more dynamic and flexible institutional arrangements is needed. This thesis encourages new research 

to develop tangible solutions for what dynamic institutions and forms of AI regulation could look like 

in practice. Research aimed at flexible interactions between regulatory structures and AI systems, and 

forms of organization is therefore encouraged.  

Finally, in terms of the governance of digital institutional infrastructures, there is a need to 

understand how AI empowers new organizational forms and how these give rise to new socio-

economic dependencies. Ultimately, what emerges from varying considerations and constellations of 

AI governance is an expression of a new type of digital institution. The tradeoffs between algorithmic 

accuracy, transparency, use of data and rights to privacy, explanation, and right of redress remain 

subject to ongoing forms of mediation concerning concomitant organizational practices that emerge 

at the intersection of human and machine-based forms of interaction. While these tradeoffs have 

wide-ranging implications for the kind of digital institutions that are likely to emerge, devising 

inclusive and reflexive institutional infrastructures that can encompass a wide variety of AI-

associated risks remains a crucial area to focus on for years to come. A nascent research agenda is 

currently forming around studying what a (good) AI-powered society could look like, e.g., in terms 

of novel, inclusive, equitable, and reflexive digital infrastructures and governing arrangements. This 

agenda includes further research into the structure of hybrid platform arrangements, the ongoing 

informatization of human behavior, human-robotic coexistence (e.g., mixed autonomy vehicles), AI-

powered regulation of social behavior, and so on. 

One of the core tenets of this thesis is that AI-powered systems are not easily detached from the 

values that inform their architectures. In some sense, this means that all AI systems essentially are 

political and value-based constructions, which have the potential to limit or amplify existing 

structures and biases in society. This thesis has sought to shape and encourage a more nuanced 

understanding of AI governance through lessons from the United States and China. While AI 

governance remains in its infancy, the conceptual frameworks that inform the field’s nascent contours 

are slowly coming into focus. This thesis has stressed that it is essential to consider various national, 

industrial, technical, and value-based scenarios and experiences in this process, as well as how these 

inform novel governing arrangements.  
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In order to understand the field of AI governance more holistically, it has become clear that it is 

of great importance to understand the interactions among the technical, organizational, and 

institutional levels across processes associated with AI innovation, adoption, diffusion, and regulation. 

While this thesis has touched on some of the interactive processes and causal mechanisms between 

the levels, it has by no means been able to provide exhaustive evidence, empirical insight, and 

theoretical and conceptual clarification of the entirety of the field. Instead, this thesis has contributed 

to establishing the foundation for an evolving research agenda on AI governance that will continue 

to grow as AI technologies mature. As mentioned in the introduction, we remain at the very beginning 

of this process, while artificial intelligence will continue to evolve in ways that are yet to be imagined. 
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A 2. Experimental design of survey - Article IV 
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A 3. Overview of interview data sources - Article III 

 

  Organization Position 

Informant 

Code 

Interview 

mins 

Interview 

N 

NOIPAI 1 - Baidu Manager 1NOIP1 24 1 

 2 - Alibaba Developer 1NOIP2 82 2 

 3 - Tencent Developer 1NOIP3 51 1 

 4 - SenseTime Director 1NOIP4 33 1 

 5 - JD  Manager 1NOIP5 126 2 

      

Domestic Tech-Firms 6 - DiDi Director 2DTF1 97 1 

 7 - VIPSHOP Director 2DTF2 25 1 

 8 - Gridsum Director 2DTF3 65 1 

 9 - Xiaoai President 2DTF4 44 1 

      

Domestic AI start-ups 10 - Trio.ai CEO 3AIST1 75 1 

 11 - Meezao Founder 3AIST2 97 1 

      
International Tech-

Firms 12 - Microsoft Director 4ITF1 55 1 

 13 - Oracle Manager 4ITF2 89 1 

  

14 - AI Technology 

Center Co-founder 4ITF3 123 1 

TOTAL       986 16 
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Abstract: 

We examine the impacts of potential AI regulations on managers’ perceptions of ethical issues related 

to AI and their intentions to adopt AI technologies. We conduct a randomized online survey 

experiment on more than a thousand managers in the US. We randomly present managers with 

different proposed AI regulations, and ask about ethical issues related to AI and their intentions 

related to AI adoption. We find that information about AI regulation increases manager perception 

of the importance of safety, privacy, bias/discrimination, and transparency issues related to AI. 

However, there is a trade-off; regulation information reduces manager intent to adopt AI technologies. 

Moreover, information about regulation increases manager intent to invest in developing AI strategy 

including ethical issues at the cost of investing in AI adoption, such as providing AI training to current 

employees or purchasing AI software packages. Variations in the concreteness of the ethical issues 

at hand and manager perceptions of regulation enforcement likely drive heterogeneous responses to 

regulation.  
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1. Introduction 

Artificial intelligence (AI) technologies have become increasingly widespread over the last decade. 

In particular, the fields of image recognition, speech recognition, data analytics, and machine 

translation have advanced rapidly, spurred by important breakthroughs in deep neural networks 

(Varian 2018). But as the use of artificial intelligence has become more common, and the performance 

of AI systems has improved, policymakers, scholars, and advocates have also raised concerns. Policy 

and ethical issues such as algorithmic bias, data privacy, and transparency have gained increasing 

attention, raising renewed calls for policy and regulatory changes to address the potential 

consequences of AI (Frank et al. 2019). As AI continues to improve and diffuse, it will likely have 

important long-term consequences for jobs, inequality, organizations, and competition. AI 

technologies may likely create or exacerbate negative externalities when firms develop or deploy AI 

products and systems prematurely, which could aggravate existing biases and discrimination or 

violate data privacy and data protection practices. Because AI technologies tend to have a wide-

ranging impact, stakeholders are increasingly interested in whether firms are likely to embrace 

measures of self-regulation based on ethical or policy considerations, and how decisions of 

policymakers or courts affect the use of AI systems. Where policymakers or courts step in, and 

regulatory changes affect the use of AI systems, how are managers likely to respond to new or 

proposed regulations across different industries, and how might those responses affect the use of 

different AI systems across various industries?  

Currently, AI technologies are implicitly regulated through common law doctrines such as tort 

and contract law, which affect liability risks and the nature of agreements among private parties, as 

well as by statutory and regulatory obligations on organizations, such as emerging standards 

governing autonomous vehicles (Cuéllar 2019). As AI technologies are diffusing rapidly and have 

wide-ranging social and economic consequences, both policymakers and federal and state agencies, 

are contemplating new ways of regulating AI. These include broad proposals of general AI regulation, 
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such as the Algorithmic Accountability Act introduced in the House of Representatives on April 10, 

2019. State regulations include the California Consumer Privacy Act, which went into effect in 

January 2020 and was significantly updated through an initiative enacted by California voters in 

November 2020. Domain-specific regulations are currently being developed by federal regulators 

such as the Food and Drug Administration (FDA), the National Highway Traffic and Safety 

Administration (NHTSA), and the Federal Trade Commission (FTC). While many potential impacts 

of AI technologies are increasingly being examined and understood (Agrawal et al. 2019; Frank et al. 

2019), we know less about the consequences of public-sector responses designed to regulate firm 

behavior– and even less about how managers might respond to these changes. Both policies and firm 

practices associated with AI development and adoption hold important ethical concerns and 

considerations that are likely to affect human behavior.    

In this paper, we seek to address how different kinds of AI-related regulation – or even the 

prospect of regulation – might affect firm behavior, including firm responses to ethical concerns. We 

examine the impact of information on actual and potential AI-related regulations on business 

managers. In particular, we examine the degree to which managers change perceptions on the 

importance of ethical issues related to AI (privacy, transparency, safety, bias/discrimination, labor 

issues) and their intent to adopt AI technologies and alter their AI-related business strategies. We 

conduct a randomized online survey experiment where the treatment group is informed of the core 

features of different regulatory treatments. Specifically, we randomly expose managers to one of the 

following treatments: (1) a general AI regulation treatment that invokes the prospect of statutory 

changes imposing legislation like the Algorithmic Accountability Act, (2) industry-specific 

regulatory treatments that involve the relevant agencies, i.e., the FDA (for healthcare, pharmaceutical, 

and biotech), NHTSA (for automobile, transportation,` and distribution), and the FTC (for retail and 

wholesale), (3) a treatment that reminds managers that AI adoption in businesses is subject to existing 

common law and statutory requirements including tort law, labor law, and civil rights law, and (4) a 

data privacy regulation treatment that invokes legislation like the California Consumer Privacy Act.  

Our results indicate that exposure to information about AI regulation increases the importance 

managers assign to various ethical issues when adopting AI. All four regulation treatments increase 

the importance managers put on safety and accidents related to AI technologies. However, there is a 

trade-off. Increases in manager awareness of ethical issues are offset by a decrease in manager intent 
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to adopt AI technologies. All four regulation treatments decrease manager intent to adopt AI. 

Exposure to information about AI regulation significantly increases expenditure intent for developing 

AI strategy, which includes a budget for assessing ethical impact and internal strategy development. 

We also find that information about AI regulation increases manager intent to hire more managers, 

which is consistent with the intent to invest more in firm strategies that include assessments of ethical 

impact. The trade-off between AI ethics and adoption is more pronounced in smaller firms, which are 

generally more resource-constrained than larger firms. When comparing the healthcare, automotive, 

and retail industries, we find heterogeneity in our results, which indicates that regulation information 

also is likely to have a range of effects on industries and their varying compositions in terms of ethical 

concerns, customer relations, business models, data usage, and applied strategic components 

differently due to industry-specific characteristics.  

The heterogeneous responses across ethical issues and firm characteristics suggest that the 

concreteness of the ethical issue and manager perception of enforcement of regulation likely drive 

the heterogeneous responses to regulation. Overall, our findings imply that AI regulation may slow 

innovation or reduce competition through lower adoption, but improve consumer welfare through 

increased safety and heightened attention in terms of addressing bias and discrimination issues. 

To the best of our knowledge, our paper is the first to examine the potential impact of new and 

intended AI regulation on AI adoption and the ethical and legal concerns related to AI. Our paper is 

related to the literature that examines the broader effects of technology-related regulations, such as 

privacy regulation or tort law, on social and economic activity. Goldfarb and Tucker (2012) have 

found that in data-driven industries, privacy regulation impacts the rate and direction of innovation. 

Too little privacy protection means that consumers may be reluctant to participate in market 

transactions where their data are vulnerable. Privacy regulation can affect firms’ use of data to 

innovate. Some scholars find that privacy regulation or tort law can affect technology adoption and 

might slow down innovation (Goldfarb & Tucker 2011; Miller & Tucker 2011; Miller & Tucker 2014; 

Kim & Wagman 2015; Galasso & Luo 2017; Galasso & Luo 2019). Research on environmental 

regulation has, however, found that regulation also can play a supporting role in terms of encouraging 

innovation, for example, by raising emission requirements, which forces firms to implement new 

solutions (Hascic et al. 2009). Legislation such as the California Consumer Privacy Act requires firms 

to develop new practices, which could result in a demand for more privacy-related innovation.  
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We also contribute to the literature on business ethics and regulation in relation to organizational 

decision making. Ethical guidelines have been observed to significantly influence decision-making 

in certain fields (e.g., healthcare, environment), comparable to the influence of legislative norms 

(Campbell & Glass 2001). At the same time, the implementation and adoption of biased or 

discriminatory algorithms have been revealed to cause substantial systemic harm when immature 

systems have been prematurely adopted and implemented (Kim 2017; Turner & Lee 2018). When 

the economic value associated with a new market opportunity is uncertain in the early stages of new 

technology adoption, it can be difficult for managers to know which resources should be assembled 

and coordinated (Alvarez & Barney 2005). New regulation challenges present biased managerial 

preferences (Ambec & Barla 2006), which in turn cause new considerations to be placed on 

developing or implementing ethical AI solutions. Our paper contributes an empirical understanding 

of some of the potential trade-offs that managers face when striking a balance between ethics and AI 

adoption preferences. Our findings hold implications for firm strategy as well as for AI-related public 

policymaking. 

The outline of the paper is as follows. In the next section, we elaborate on the notions of AI ethics 

and regulation and develop our hypotheses. Section 3 discusses the empirical strategy, and Section 4 

the data and sample. In section 5, we report our main results and offer some concluding discussions 

in Section 6. 

 

2. Ethical Issues of AI and AI Regulation 

AI describes a broad set of computing techniques and associated technologies with widespread 

applications in a variety of workplace, commercial, and governmental settings. We define artificial 

intelligence (AI) as the capacity of a technology to perform functions that, if performed by a human, 

would ordinarily be understood to require intelligence (Russell and Norvig, 2009). This tends to 

include functions associated with applications such as natural language processing (NLP), computer 

vision (CV), and machine learning (ML) technologies. Our definition of AI aims to cover the most 

widespread uses, including, but not limited to, chatbots (NLP), object and facial recognition (CV), 

and recommendation engines (ML).  

The increasing reliance on algorithms as instruments for the regulation of social relationships, 

paired with the invisibility of algorithmic evaluation processes (Curchod, Patriotta, Cohen, & Neysen, 
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2020), creates new opportunities for algorithms to affect human interaction, behavior, and decision 

making. For businesses that develop and deploy AI algorithms, this means that the characteristics of 

the system are likely to affect varying socio-economic structures, which may create or potentially 

exacerbate ethical issues. For example, in terms of hiring, algorithms have been shown to aggravate 

racial and gender bias and discrimination (Raub, 2018). In terms of autonomous vehicles, issues 

pertain to areas of safety and accountability (Koopman & Wagner, 2017). For many kinds of AI 

systems that are deployed in online settings, such as social media or retail, ethical issues that relate 

to data privacy and transparency are essential strategic areas for firms’ to take into account (Goldfarb 

& Tucker, 2011). In terms of algorithmic solutions deployed in the criminal justice system, ethical 

issues are often linked to principles of transparency and fairness, while algorithms deployed in the 

healthcare system are subject to stringent requirements over patient data privacy. Relatedly, Jobin, 

Ienca, & Vayena (2019) find that the literature on AI ethics has converged around five ethical 

principles of transparency, justice and fairness, non-maleficence, responsibility, and privacy.18 

 

2.1 AI Related Regulation 

As interest in AI has grown, companies and governments have sought to translate general 

principles of AI ethics into concrete practices (see e.g.: AI Ethics Impact Group, 2020). This implies 

that two different but interrelated sets of actionable mechanisms are currently emerging. One is soft 

law governance, which functions as self-regulation based on non-legislative policy instruments. 

Private sector firms issuing their own guidelines for ethical AI, or stakeholder organizations such as 

The Partnership on AI, or standard-setting bodies such as The Institute of Electrical and Electronics 

Engineers (IEEE) are all examples of soft-law guidance, which play an important role in setting the 

default for how AI is governed (Wallach & Marchant 2018). Actionable mechanisms by private sector 

participants often focus on the development of concrete technical solutions, including the 

development of standards or explicit normative encoding. Legally binding regulations, or so-called 

hard law measures, are passed by the legislatures to define permitted or prohibited conduct. 

 
18 The increasing literature on ethical AI (Boddington 2017; Bostrom & Yudkowsky 2014; Etzioni & Etzioni 2017; Yuste 

& Goering 2017), focus on diverse areas from societal considerations (Cath, Wachter, Mittelstadt, Taddeo, & Floridi 

2018; Greene, Hoffmann, & Stark 2019) to systemic risks (Altman, Wood, & Vayena 2018; Crawford & Calo 2016) and 

legal and policy issues that may affect firms such as those arising from algorithmic bias or discrimination (Lambrecht & 

Tucker 2019; Veale & Binns 2017). 
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Regulatory approaches generally refer to legal compliance, the issuing of certificates, or the creation 

or adaptation of laws and regulations to accommodate the specificities of an AI system (Jobin et al., 

2019). 

In the United States, the use of AI is implicitly governed by a variety of common law doctrines 

and statutory provisions, such as tort law, contract law, and employment discrimination law (Cuéllar 

2019). This implies that judges’ rulings on common law-type claims already plays an important role 

in how society governs AI. While common law often involves decision making that builds on 

precedent, federal agencies also engage in important governance and regulatory tasks that may affect 

AI across a variety of sectors of the economy (Barfield & Pagollo 2018). Federal autonomous vehicle 

legislation, for instance, carves out a robust domain for states to make common law decisions about 

autonomous vehicles through the court system. Through tort, property, contract, and related legal 

domains, society shapes how people utilize AI, while gradually defining what it means to misuse AI 

technologies (Cuéllar 2019). Existing law (e.g., tort law) may, for instance, require that a company 

avoid any negligent use of AI to make decisions or provide information that could result in harm to 

the public (Gallaso & Luo 2019). Likewise, current employment, labor, and civil rights laws imply 

that a company using AI to make hiring or termination decisions could face liability for its decisions 

involving human resources.  

  Policymakers and the public nonetheless often consider new legal and regulatory approaches 

when faced with potentially transformative technologies because these technologies may pose 

challenges for and ultimately fail to fit the purpose or reach of some existing laws and regulations 

(Barfield & Pagollo 2018). The Algorithmic Accountability Act is one proposal to deal with such 

perceived gaps. Co-sponsored by several federal legislators, the Act would regulate large firms with 

gross annual receipts of $50 million or more over the last three consecutive years, or which possess 

or control personal information on more than 1 million consumers (Congress 2019). If passed, The 

Algorithmic Accountability Act would regulate large firms through mandatory self-assessments of 

their AI systems, including disclosure of firm usage of AI systems, their development process, and 

system design and training, as well as the data gathered and its use. 

While statutes imposing new regulatory requirements such as the Algorithmic Accountability Act 

are still under debate, regulation of data privacy is already being implemented. The state of California 

introduced the California Consumer Privacy Act (CCPA), which went into effect in January 2020. 
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The CCPA affects all businesses buying, selling, or otherwise trading the “personal information” of 

California residents, including companies using online-generated data from California residents in 

their products. The CCPA thus adds another layer of oversight to the area of data handling and privacy, 

on which many AI applications are contingent. 

Although the common law, existing statutes, and forthcoming privacy regulations already govern 

many terms of usage related to AI application and data handling, domain-specific regulators are also 

devising their own approaches to regulate AI. In this study, we have chosen to focus on the current 

regulatory approaches to healthcare, automotive, and retail, and so focus on the current initiatives 

applied by the Food and Drug Administration (FDA), the National Highway Traffic and Safety 

Administration (NHTSA), and the Federal Trade Commission (FTC).19  

In short, AI regulation is emerging and is likely to materialize more intensely across several 

directions simultaneously: from existing laws, new general regulations, and evolving domain-specific 

regulations. The main goal of regulators is to ensure opportunity in the application and innovation of 

AI-based tools, products, and services while limiting negative externalities in the areas of competition, 

privacy, safety, and accountability. It remains little known, however, how the proposed Algorithmic 

Accountability Act and the incoming CCPA, as well as the regulatory approaches taken by the FDA, 

NHTSA, and the FTC, will affect managerial preferences and therefore the likely rate of AI adoption 

and innovation across different firms and industries.  

 

2.2 Firm Response to AI Regulation 

Society’s legal and policy decisions to implement regulatory changes are often driven not just by 

concerns about national competitiveness or political economy, but also by ethical considerations that 

become more salient to the public as new technologies, such as AI, become more pervasive.  These 

ethical concerns also matter to business leaders, even if firms are not forced to internalize the cost of 

complying with ethical norms by outright regulations.  

The primary aim of ethics in business is to lay down rules of "good conduct" for firms, which 

take account of the ethical implications of managers’ strategic decisions (Wilson, 1997). Making 

ethical decisions and setting policies in a firm often involves choosing between competing purposes, 

 
19 Each of the domain-specific regulatory approaches are elaborated in greater detail in Section 3.1. 
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which has to be based on a clear listing of priorities or values (Hosmer, 1994). Business managers 

are usually the ones with the capabilities to set new directions and guidelines, as well as the 

underlying ethics and values for the firm and for its employees to follow and use as leadership and 

direction for the organization (Kulshreshtha, 2005). Although ethical violations and moral 

improprieties within business organizations often are the focus of policy debates, little attention has 

been placed on the ethical dilemmas that firm managers face in the utilization of AI technologies. 

When governments impose new regulations, which can cause markets to take unexpected turns, 

uncertainty is a major challenge to managers (Teece & Leih, 2016).  

Managers have to make day-to-day decisions, as well as longer-term decisions, with highly 

incomplete information – including decisions about exploiting new and untested technological and 

market opportunities (Teece & Leih, 2016). This forces some managers to exhibit present-biased 

preferences and, as a result, managers may choose to put off AI investment in profitable but otherwise 

costly opportunities, as the cost of (e.g. ethics-related) innovation occurs “now,” but the benefits only 

occur “later” (Ambec & Barla, 2006). In the absence of any clear legislation or regulation, firm 

managers could be faced with a predicament in terms of how fast and how far managers should push 

new products or systems, which in the case of AI, have proved to hold the possibility of exacerbating 

social biases and varying forms of discrimination or abuse of data and privacy.  

The difficulty with many AI products or systems is that ethical or responsible behavior could be 

costly to adopt, e.g., in relation to the use of data, or increased time associated with developing and 

marketing an ethically-tested product, while the returns to the additional investments are not 

guaranteed, which could reinforce present-biased preferences. Therefore, by requiring ethics-related 

consideration, regulations could help the manager overcome this self-control problem, which could 

lead to increased awareness of ethical issues (Ambec, Cohen, Elgie, & Lanoie, 2013). In relation, 

mandatory regulations may demand new investments that are aimed specifically at addressing ethical 

concerns, which could impose added costs on firms and therefore delay adoption and innovation in 

the short term.  (Jaffe et al., 1995; Majumdar & Marcus, 2001). Over the longer term, however, firms 

may reorient certain aspects of innovation in order to meet both regulatory and consumer demands 

for (e.g., more transparent, trustworthy, or safe) AI systems, that in turn pose fewer legal, regulatory, 

or ethical risks. 
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The so-called Porter’s hypothesis argues that regulation can also enhance firms’ competitiveness 

and bolster their innovative behaviors (Porter & Van der Linde, 1995). Aragón-Correa, Marcus, & 

Vogel (2020) argue that the existence of strong regulation, or even the uncertain anticipation of future 

regulation, has encouraged firms’ to invest in otherwise neglected fields (e.g., environmental 

protection), while attracting additional investment in affiliated areas. Regulatory mechanisms would 

require firms to allocate some inputs (labor, capital) to the development and deployment of ethical 

AI systems. If the production of unsafe products is made sufficiently expensive, firms would be 

encouraged to innovate and produce safer products (Baumol & Blackman, 1991). This approach 

could cause a reduction in the divergence between business ethics and economic incentives while 

encouraging and enhancing the socially responsible behavior of businesses (Kulshreshtha, 2005) in 

the long term. However, when the economic value associated with a new market opportunity is 

particularly uncertain in the early stages of new technology adoption, it is difficult for managers to 

know which resources should be assembled and coordinated (Alvarez & Barney, 2005), and 

consequentially managers may invest in strategy and human resources that reduce such uncertainty 

from new regulation. 

New forms of regulation can be viewed as an uncertain shock to a firm or an industry (Teece & 

Leih, 2016). This implies that  firm managers have to engage in a variety of actions to try to increase 

the certainty of the outcomes associated with making decisions. For example, data on consumer 

preferences can be collected, the successes and failures of other firms can be analyzed, and a variety 

of strategic and financial tools can be applied in an effort to increase the level of certainty associated 

with decision-making (Alvarez & Barney, 2005). These considerations are connected with industry- 

and sector-specific characteristics that are further linked to a firm’s organization and structure. As 

firms operating in different industries tend to deploy varying kinds of AI, it is plausible to assume 

that firms operating in diverse industries are likely to respond differently to regulation. Furthermore, 

achieving legitimacy associated with new AI systems or products requires substantial firm strategies, 

while these are expected to differ across industries. 

In terms of firm size, managers of smaller firms generally hold fewer resources, which could 

make it more costly for them to produce the initial investments required to develop responsible 

strategies (Pava & Krausz, 1996). Bowen (2002) suggests that it is not size per se that promotes 

responsible firm behavior, but the elements of an organization’s visibility and the resources available 
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to it, which could result from its size. Correspondingly, larger firms are more likely to find their 

reputation suffering if they do not perform well on social measures, and act accordingly (Moore & 

Manring, 2009). Such developments have, for example, been seen in relation to large technology 

companies’ development of facial recognition technologies, which has faced severe public backlash 

due to exacerbating racial biases and discrimination. 

 

3. The Online Survey Experiment and Empirical Framework 

3.1 The Survey Design 

We conduct a randomized online survey experiment to study the effects of different regulatory 

treatments. Managers are randomly assigned to ‘treatment’ and ‘control" groups, and the differences 

in the survey responses between the groups can be attributed to the treatments (Visser, Krosnick, & 

Lavrakas, 2000). For our control group, we present some of the same concerns that our treatment 

group is subjected to, although without specifically mentioning regulation or any form of regulatory 

compliance. For our treatment groups, managers are exposed to one of the following treatments: a 

general AI regulation treatment that invokes the proposed Algorithmic Accountability Act (T1); 

industry-specific regulation treatments that invoke the relevant agencies, i.e., the FDA (for managers 

in healthcare, pharmaceutical, and biotech), NHTSA (for managers in automotive, transportation, and 

distribution), and the FTC (for managers in retail and wholesale) (T2); a treatment that reminds that 

AI adoption in businesses are subject to existing common law and statutory requirements such as tort 

law, labor law, and civil rights law (T3); and a data privacy regulation treatment based on the 

California Consumer Privacy Act (T4). Figure 1 summarizes the structure of the online experiment. 

Other than for the agency-specific AI regulation treatment, managers in different industries are 

exposed to the same general AI regulation, existing AI-related regulation, and data privacy regulation 

statements.  

We present both the treatment and the control groups with an introductory paragraph that contains 

details about the current and forecasted adoption of AI technologies:20 For our control group, we do 

not mention regulation or compliance. For the treatment groups, we rephrase the next paragraph 

 
20 The contents of the introductory paragraph are based on a McKinsey Global Survey of AI adoption (McKinsey 2019). 

We define AI technologies to include NLP, CV, and ML and give examples of each in the earlier part of the survey.  
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(depending on the treatment group) to contain details about the relevant laws or agencies that could 

affect the use and adoption of AI. 

For T1 (General Regulation), the paragraph stresses that the Algorithmic Accountability Act 

requires firms to disclose their usage of AI systems, including their development process or contractor 

of origin, AI system design, model training, as well as data gathered and in use. For T2a (Healthcare 

Regulation), the paragraph notes that the FDA aims to examine and pre-approve, consistent with its 

legal authority, the underlying performance of a firm’s AI products before they are marketed, and 

post-approve any algorithmic modifications.  
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Figure 1. Research design 

 

For T2b (Automotive Regulation), it specifies that NHTSA emphasizes the importance of 

removing unnecessary barriers while issuing voluntary guidance rather than regulations that could 

stifle innovation. For T2c (Retail Regulation), it conveys that the FTC has engaged in hearings to 

safeguard consumers from unfair and deceptive practices surrounding potential issues across 

algorithmic discrimination and bias (e.g. in online adds / micro-targeting of consumer groups), 

transparency (e.g. product recommendation engines) and security (e.g. use and protection of 

consumers private information). For T3 (Common Law and Existing Statutes), the paragraph stresses 
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that firms using AI technology in the United States are already subject to some common law and 

statutory requirements relevant to AI. It notes that existing laws (e.g., tort law) may require that a 

company avoid any negligent use of AI to make decisions or provide information that could result in 

harm to the public. For T4 (Data Privacy Regulation), it stresses that the California Consumer Privacy 

Act of 2018 (CCPA) will affect all businesses buying, selling or otherwise trading the “personal 

information” of California residents – including companies using online-generated data from 

California residents across their products.  

For most treatments, except T2b (Automotive Regulation) and T3 (Common Law and Existing 

Statutes), we identify 2020 as the year when the new regulation will take effect, in order to minimize 

variation based on different manager assumptions about the effective date of new regulations. The 

full texts of the treatments can be found in Appendix Table A1. 

The treatments render AI-related regulation salient and underscore the different types and 

approaches to regulation. The differences in the responses by each treatment group and the control 

group can be considered as the effect of making each AI-related regulation salient to the managers. 

Following the treatment/control scenario, participants are asked five sets of questions related to 

managers’ inclination towards 1) adoption of AI technologies; 2) budget allocation; 3) AI-related 

innovation; 4) ethical issues; and (5) labor.21   

Our survey design examines manager intent, but the literature finds that the act of stating one’s 

intent to engage in a behavior often is associated with an increased likelihood of subsequently 

engaging in the behavior (Levav & Fitzsimons, 2006). Though a substantial social psychology 

literature notes that survey responses often don’t match behavior (see e.g.: Tourangeau, Roger & Rips 

2000), Dellavigna (2009) notes that a key difference between consumers and firms and these top 

managers, however, is captured by experience. This implies that unlike individual consumers, who 

often display nonstandard preferences and beliefs that may deviate from economic models, firms 

obtain experience through specialization, market analysis, and competition, and managers are 

expected to maximize profits and are therefore less likely to be influenced by biases (Dellavigna, 

2009). Hence, we expect the interest of the majority of subjects in our sample to be economically 

 
21 The survey questionnaire is in the Online Appendix, which features the FDA treatment for the healthcare sector. The 

survey questions for the automotive and retail sectors are the same as above, except for the industry-specific regulation 

treatment texts, which are presented in Appendix Table A1. 
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aligned with the interests of the firms that we survey.22 Of course, the short-term changes in intent 

captured by exposing managers to the different regulatory contexts may not result in the same changes 

in the long term. However, given the nascent status of AI regulation and the dearth of data related to 

real-world AI adoption, we believe examining manager intent can offer meaningful insights for AI 

regulation. 

 

3.2 Sample and Data 

We recruit managers in the US using SurveyMonkey Audience. We focus on managers in 

businesses with at least 50 employees, since they are likely to be well-aware of the types of 

technologies being used at their businesses and be involved in the decisions surrounding adoption. 

The managers we recruited include owners and partners of businesses, C-level executives, and senior 

and middle managers in the three broad industries discussed above. We launched the survey in August 

2019.23 

We collected 2,610 responses. Of these, about 20.9% were from non-managers and about 33.8% 

were from businesses with less than 50 employees. We exclude those as well as those who indicated 

that they did not devote full attention to answering the questions (about 9.9%). We also dropped 

responses from those who finished the survey in an unreasonably short time, i.e., the first percentile 

of response time. Applying these restrictions, we end up with 1,245 managers. The average response 

time in this sample was about 7.3 minutes.24  

 
22 Literatures on how surveys affect behaviors also point to mere measurement and self-prophecy effects, where the act 

of measuring itself can induce subsequent changes in respondents’ behavior. (Morwitz, Johnson, & Schmittlein, 1993). 

The literature also discusses “experimenter demand effects,” which is the possibility that respondents change their 

behavior since they know they are subjects in an experiment (Zizzo, 2010; Di Tella & Rodrik, 2019). Zwane et al., (2011) 

find that surveys can affect behavior and parameter estimates, but conclude that infrequent survey visits on large samples 

is preferable to smaller samples with higher-frequency data collection, which is more likely to confound estimates of 

parameters. Given the above literatures, we have restricted our sample to a relatively large population of managers in 

firms with more than 50 employees. 

23 A growing literature in economics has relied on online survey companies, such as SurveyMonkey and Amazon 

Mechanical Turk, to conduct online surveys and experiments. Though the respondents identified and recruited by these 

companies are not necessarily representative samples of the population, they do comprise a sample that is not too different 

from the general population, and, as in our case, the possibility to target a specific subset of the population. 

24 In Appendix Tables A2 and A3 we compare some basic characteristics of our sample relative to the samples in recent 

papers (Kuziemko et al. 2015, Di Tella and Rodrik 2019) that have used Amazon Mechanical Turk, as well as the 

American Community Survey (ACS). While our sample is a subset of managers of businesses with 50 or more employees, 

and employed in the three broad industry sectors, the other samples in Appendix Tables A2 and A3 do not have any 

explicit restrictions. Appendix Table A2 presents the distribution across states in the US and shows that the geographical 
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Table 1. Summary statistics of key variables 

Variable Mean 
Std. 

Dev. 
Min Max Obs 

Control group 0.194 0.395 0 1 1,245 

General AI regulation 0.196 0.397 0 1 1,245 

Agency-specific AI regulation 0.214 0.411 0 1 1,245 

Existing AI-related regulation 0.204 0.403 0 1 1,245 

Data privacy regulation 0.192 0.394 0 1 1,245 

            

Healthcare/pharmaceutical/bio-tech 0.425 0.495 0 1 1,245 

Auto/transportation/distribution 0.186 0.390 0 1 1,245 

Retail and wholesale 0.389 0.488 0 1 1,245 

            

Number of business processes to adopt AI 3.405 2.777 0 10 1,245 

            

Ln(AI budget) 9.456 4.511 0 23 1,245 

Budget share- AI-related research and development 22.393 20.270 0 100 1,245 

Budget share-hiring workforce to manage, operate, maintain AI 18.776 14.199 0 100 1,245 

Budget share-AI training for existing employees 16.382 12.737 0 100 1,245 

Budget share- purchase AI packages from external vendors 14.989 12.260 0 100 1,245 

Budget share-computing and data related costs 12.881 11.097 0 100 1,245 

Budget share-developing company’s AI strategy 14.579 14.948 0 100 1,245 

            

AI innovation activities – co-operation with other institutions 3.714 1.133 1 6 1,245 

AI innovation activities – filing patents 3.742 1.170 1 6 1,245 

AI innovation activities – produce or process innovation 3.806 1.064 1 6 1,245 

            

Ethical concerns related to AI-layoffs or labor related issues 3.437 1.117 1 5 1,245 

Ethical concerns related to AI-racial and gender 

bias/discrimination 
3.461 1.203 1 5 1,245 

Ethical concerns related to AI-safety and accidents 3.740 1.103 1 5 1,245 

Ethical concerns related to AI-privacy and data security 3.933 1.082 1 5 1,245 

Ethical concerns related to AI-transparency and explainability 3.645 1.073 1 5 1,245 

            

Labor adjust from AI adoption-managers 3.370 0.995 1 5 1,201 

Labor adjust from AI adoption-technical workers 3.638 0.991 1 5 1,195 

Labor adjust from AI adoption-office workers 3.360 1.010 1 5 1,201 

Labor adjust from AI adoption-sales workers 3.453 1.037 1 5 1,172 

Labor adjust from AI adoption-service workers 3.434 1.041 1 5 1,185 

Labor adjust from AI adoption-production workers 3.405 1.013 1 5 1,152 

 

 
distribution of managers in our sample is not very different from that of the other papers, or the ACS. Appendix Table 

A3 presents the gender, education, racial distribution. The managers in our sample tend to include a higher representation 

of females than in the overall population. Only a third of our respondents are male. However, the female share is 

considerably higher in Kuziemko et al. 2015 and Di Tella and Rodrik 2019 as well. Given our focus on managers, the 

educational attainment of our respondents tends to be higher than in the other samples. In terms of race, our sample of 

managers have a relatively higher share of blacks and a lower share of whites compared to the other samples. 
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While our sample is not representative of all businesses and all industries operating in the United 

States, we note that comparable surveys reflect similar results in terms of firms’ rate of AI adoption. 

For example, a McKinsey global AI survey from 2019 finds that from a sample of 2360 firms across 

12 industries, “fifty-eight percent of respondents report that their organizations have embedded at 

least one AI capability into a process or product in at least one function or business unit, up from 47 

percent in 2018” (Mckinsey, 2019 p.4). When the sample is widened to include the majority of firms 

operating in the U.S, such as reflected in the 2017 Annual Business Survey, which encompasses 

800,000 firms, the rate of adoption of AI technologies is reported to be much lower and skewed 

towards adoption in larger enterprises (Zolas et. al. 2019).  

In Table 1 we present the summary statistics of the main variables in our survey. The first five 

variables indicate the share in the control group and each of the four treatment groups. When we 

launched the survey, we designated each treatment to be randomized evenly across each group, and 

the resulting distribution reflects this well, with each group consisting of approximately 20% of the 

total sample. In terms of industry, about 42.5% are in healthcare, 38.9% in retail and wholesale, and 

18.6% in automotive.  

Next is a set of key outcome variables. In terms of adoption, we ask in how many business 

processes they would adopt any of the AI technologies (i.e., machine learning, computer vision, and 

natural language processing) in the following year. To clarify what business processes are, we spell 

out several examples of business processes when we introduce each technology in the survey. 

Respondents were allowed to choose from 0 to 10 or more (i.e., top-coded at 10). On average, 

managers in our sample said that they would adopt AI in about 3.4 business processes. 

We ask managers how they would allocate budgets across six expense categories. By forcing the 

allocation to sum to 100 percent, we can examine the trade-offs managers choose in response to the 

perceived impact of AI regulation. We measure budget allocation by having managers fill out six 

different categories with costs related to: 1) developing AI strategy that is compatible with the 

company’s overall business strategy; 2) hiring managers, technicians, and programmers, excluding 

R&D workers, to operate and maintain AI systems; 3) AI training for current employees; 4) 

purchasing AI packages from external vendors; 5) computers and data centers, including purchasing 

or gathering data; and 6) R&D related to creating new AI products or processes. We randomize how 
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the six categories are presented to each respondent, so that the order of the categories does not affect 

how the percentages are allocated. The average log AI budget in dollars was 9.45. On average, 

managers allocated 14.6% to developing AI strategy, 18.8% to hiring, 16.3% to training, 15% to 

purchasing AI packages, 12.9% to computing and data resources, and 22.4% to R&D.25 In addition 

to the R&D budget allocation, we directly ask how they would adjust their workplaces’ AI-related 

innovation activities in terms of patenting, co-operation, and product or process innovation on a 5-

point Likert scale (decrease greatly=1, decrease slightly, the same, increase slightly, increase 

greatly=5).  

Manager perceptions of ethical and policy concerns are assessed by asking the degree of 

importance that managers attach to: 1) layoffs or labor-related issues due to AI adoption; 2) racial 

and gender bias/discrimination from AI algorithms; 3) safety and accidents related to AI technologies; 

4) privacy and data security issues related to AI adoption, and; 5) transparency and explainability of 

AI algorithms. We measure managerial values on a standard Likert scale ranging from not important 

to very important. On average managers considered each ethical issue more than moderately 

important, and considered privacy and data security issues the most important. In a subsequent 

question, we ask managers whom they consider to be primarily responsible for AI-related ethical 

issues in their business: 1) managers; 2) engineers; 3) AI package vendors; 4) the government, i.e., 

regulatory agencies; 5) the courts; and 6) other. 

Finally, we ask managers to use a 5-point Likert scale (decrease greatly=1, decrease slightly, the 

same, increase slightly, increase greatly=5) to describe the likelihood that they would adjust the 

number of the different types of workers (managers, technical workers, office workers, sales workers, 

service workers, and production workers) because of AI adoption. On average, managers responded 

that they would slightly increase all types of workers, but the technical workers somewhat more.  

 

3.3 Treatment and Control Group Balance 

Before turning to the regression results, we examine whether individual and firm characteristics 

are balanced across the control and treatment groups. Table 2 presents the mean and standard errors 

of the variables across each group. All variables are dummy variables related to the described 

 
25 Some of the respondents allocated 100% of the budget to one category. We tried dropping these individuals in the 

empirical analysis, but the results remain the same.  
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character. Table 2 shows that the data is well balanced across the different treatment groups, other 

than a higher share of black respondents and a lower share of white respondents for the general AI 

treatment group. In the regression analysis, we control for all the variables in Table 2. The key 

assumption in identifying the impact of the treatment is that there are no unobservable differences 

between the control group and treatment groups. For example, if the control and treatment groups 

differ systematically in terms of manager familiarity to AI regulation, the estimated treatment effects 

could be biased. A well-randomized experiment would address this by balancing out such unobserved 

characteristics between treatment and control. Since randomization may not be perfect in real-world 

settings, we include control variables to increase the precision of the treatment effect. Table 2 does 

provide reassurance that randomization was   
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relatively well done, especially in the use of different AI applications across groups. The use of AI 

applications would likely be related to awareness of AI regulation. 

To further address any concern that manager awareness of regulatory issues between the control 

group and treatment group could differ by industry, we compare the control and treatment groups on 

variables that could be related to manager awareness of regulatory issues. Specifically, we use a 

regression framework to examine treatment vs control variations in whether the manager had 

previously managed an annual budget of $1M, whether the respondent was an owner/partner or C-

level executive, whether the respondent had a BA or above, was age 45 or above, or worked at a firm 

with revenue $100M or above. Appendix Table A6 presents the results. Panel A presents results for 

all industries combined and Panels B, C, and D show results when we separately examine healthcare, 

automotive, and retail and wholesale. There is no significant difference between the control and 

treatment, even when we examine each industry separately. Also, the R-squared values are extremely 

low, and in many cases very close to zero, which suggests that treatment status does very little to 

explain each outcome. Overall, these checks suggest that randomization was well achieved in the 

survey experiment and help alleviate the concern that there might be unobserved differences between 

the treatment and control groups.26 

 

3.4 Empirical framework 

The most basic model we examine in the empirical analysis is the following equation 

𝑦𝑖 = 𝛼 + 𝛽𝑇𝑖 + Xiπ + 𝜀𝑖   (1) 

where 𝑦𝑖 represents individual i’s intent to adopt AI, perception of ethical issues, hypothetical budget 

allocation plan, or labor adjustment intent.  𝑇𝑖 is equal to 1 if individual i was in any treatment group 

and 0 otherwise. Xi is the vector of control variables that include firm-level controls (state, industry, 

firm size, and firm revenue fixed effects), individual controls (gender, race, education, and age fixed 

effects), management controls (management practice variables related to promotion and firing, and 

organizational role fixed effects), dummy variables that control for the largest budget previously 

 
26 We also reran the key analyses related to AI ethics and adoption by each industry and present the results in Appendix 

Table A7. When we compare the results in this table to that of Table 5 we can see that the estimates are quite similar. 

Based on the balance in manager and firm characteristics by industry in Appendix Table A6, and the consistency of 

industry specific treatment effects in Appendix Table A7, we believe the randomized design well accounts for any 

potential differences in perception between treatment and control. 
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managed, and dummy variables indicating whether the business currently uses natural language 

processing, computer vision, or machine learning. The coefficient 𝛽 estimates the impact of any AI-

related regulation information on the outcome variables.  

 We separately examine the impacts of the different AI-related regulations with the following 

equation:  

𝑦𝑖 = 𝛼 + 𝛽1𝑇1𝑖 + 𝛽2𝑇2𝑖 + 𝛽3𝑇3i + 𝛽4𝑇4𝑖 + Xiπ + 𝜀𝑖   (2) 

where 𝑇1𝑖 is a dummy variable indicating the general AI regulation treatment group, 𝑇2𝑖 is a dummy 

variable indicating the agency-specific AI regulation treatment group,  𝑇3𝑖  is a dummy variable 

indicating the existing AI-related regulation treatment group, and 𝑇4𝑖 is a dummy variable indicating 

the data privacy regulation treatment group.  

We then examine the treatment effects by industry by interacting the treatment dummy variable(s) 

with the industry dummy variables. That is, we examine the following variant of equation (1) 

𝑦𝑖 = 𝛽𝐴𝑇𝑖 ∗ 𝐼𝑛𝑑𝐴𝑖 + 𝛽𝐵𝑇𝑖 ∗ 𝐼𝑛𝑑𝐵𝑖 + 𝛽𝐶𝑇𝑖 ∗ 𝐼𝑛𝑑𝐶𝑖 + Xiπ + 𝜀𝑖,  (3) 

where 𝐼𝑛𝑑𝐴𝑖 is a dummy variable for healthcare, 𝐼𝑛𝑑𝐵𝑖 is a dummy variable for automotive, and 

𝐼𝑛𝑑𝐶𝑖  is a dummy variable for retail and wholesale. Now the coefficient estimates represent the 

treatment effect of any AI-related regulation information in each of the three different industries. 

Similarly, we examine the following variant of equation (2) which interacts all treatment groups with 

the three industry dummy variables. 

𝑦𝑖 = ∑ 𝛽𝑗,𝑘𝑇𝑗𝑖 ∗ 𝐼𝑛𝑑𝐾𝑖𝑗=1,2,3,4
𝐾=𝐴,𝐵,𝐶 

+ Xiπ + 𝜀𝑖.  (4) 

The coefficient estimate 𝛽𝑗,𝑘 captures the treatment effect of AI-related regulation information Tj 

in industry K. In additional heterogeneity and robustness analyses, we run similar regressions to 

equation (4) but use firm size dummy variables instead of the industry dummy variables. 

 

4. Results 

4.1 Impact of AI Regulation on Ethical Issues Related to the Adoption of AI Technologies 

We find that AI regulation information increases how managers consider various ethical and 

policy issues when weighing the possibility of adopting AI technology (Table 3). In Panel A, we 

examine results when we combine all treatment groups together. Overall, the coefficient estimates 

are all positive in Panel A, suggesting a general positive effect of AI-related regulation  
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Table 3. Perception of ethical issues related to AI and adoption of AI technologies 

  Perception of ethical issues related to AI   Adoption of AI 

  Labor issues 

Bias and 

discrimina

tion 

Safety 

and 

accidents 

Privacy 

and data 

security 

Transparency 

and 

explainability  

  
Number of business 

processes to adopt AI 

  
Ordered  

Pobit 

Ordered  

Pobit 

Ordered  

Pobit 

Ordered  

Pobit 

Ordered  

Pobit 
  OLS 

Censored 

Poisson 

  (1) (2) (3) (4) (5)   (6) (7) 

Panel A. All Treatments Combined             

Any AI related 

regulation 

0.0836 0.0863 0.246*** 0.135* 0.146*   -0.497** -0.135*** 

(0.0824) (0.0757) (0.0759) (0.0773) (0.0763)   (0.193) (0.0512) 

R-squared           
  

0.231   

Panel B. Treatment Specific Effects  
      

  
    

General AI 

regulation 

0.0697 0.0411 0.237*** 0.00648 0.0426   -0.553** -0.157** 

(0.0870) (0.0848) (0.0877) (0.0834) (0.0842)   (0.260) (0.0716) 

Agency specific AI 

regulation 

0.0382 0.154* 0.300*** 0.0896 0.215**   -0.385 -0.0975 

(0.0937) (0.0914) (0.0962) (0.103) (0.0978)   (0.245) (0.0659) 

Existing AI related 

regulation 

0.0843 0.0112 0.248** 0.217** 0.157*   -0.622** -0.171** 

(0.111) (0.106) (0.102) (0.0869) (0.0948)   (0.246) (0.0687) 

Data privacy 

regulation 

0.146 0.131 0.194** 0.229** 0.157   -0.443** -0.120** 

(0.101) (0.105) (0.0964) (0.109) (0.104)   (0.196) (0.0536) 

                  

Observations 1,245 1,245 1,245 1,245 1,245   1,245 1,245 

R-squared             0.232   

Firm level controls Yes Yes Yes Yes Yes   Yes Yes 

Individual controls Yes Yes Yes Yes Yes   Yes Yes 

Management 

controls 
Yes Yes Yes Yes Yes   Yes Yes 

Budget experience Yes Yes Yes Yes Yes   Yes Yes 

Current AI adoption Yes Yes Yes Yes Yes   Yes Yes 

Notes: Firm level controls include state, industry, firm size, and firm revenue fixed effects. Individual controls include gender, 

race, education, and age fixed effects. Management controls include management practice variables related to promotion and 

firing, and organizational role fixed effects. Budget experience includes dummy variables that control for the largest budget 

previously managed. Current AI adoption includes dummy variables indicating whether the business currently uses natural 

language processing, computer vision, or machine learning. Standard errors clustered at the state-industry level are presented 

in parentheses. ***, **, and * denote statistical significant at 1%, 5%, and 10% level. 
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on manager perceptions of the ethical issues related to AI technology, but the estimate is statistically 

most significant for safety and accident issues. When we separate out the treatment groups in Panel 

B, we find that each regulation treatment increases the importance managers put on safety and 

accident concerns related to AI-technologies, and the existing AI regulation (T3) and data privacy 

regulation (T4) treatments significantly increase manager perceptions of the importance of privacy 

and data security. The agency-specific regulation (T2) also increases manager perceptions of the 

importance of bias and discrimination, and transparency and explainability. We also asked managers 

who they think are primarily responsible for AI-related ethical issues at their firm. Firm managers 

consider themselves to be primarily responsible for ethical issues related to AI (38.6%).27  

However, when we examine the effect of AI regulation information on manager intention to adopt 

AI technologies, we find a negative effect. Since respondents’ choices are top-coded, we present both 

OLS regression results (Table 3 column 6) and Censored Poisson regression results (Table 3 column 

7). The general AI regulation treatment (T1) significantly reduces managers’ intent to adopt AI 

technologies in their business processes. Focusing on the OLS results, the general AI regulation 

treatment reduces the number of business processes that adopt AI by 0.55, which is about 16% of the 

mean value (3.405). The Censored Poisson regression result also indicates that the general AI 

regulation treatment reduces AI adoption by 15.7%. The coefficient estimates on the industry-specific 

AI regulation treatments (T2abc) are negative but not significant and the magnitudes are smaller 

compared to that of the general AI regulation treatment. Reminding managers that using AI 

technology in their businesses will be subject to existing regulations and potential lawsuits (T3) or 

data privacy regulations (T4) deters them from adopting AI technology. Figure 2 plots the coefficient 

estimates in Table 3 and visually illustrates the trade-off between the increased perception of ethical 

issues related to AI and the decreased intent to adopt AI technologies. Information on AI regulation 

makes managers focus more on increasing the safety and accountability of their firms’ AI products 

and systems, which however comes at the cost of slowing down the general rate of AI adoption.  

 
27 Managers are followed by: AI package vendors (20.9%), engineers (17.2%), the government i.e., regulatory agencies 

(16.9%), and the courts (3.9%).  The regulation treatments in general do not significantly affect managers’ belief on who 

should primarily be responsible for AI-related ethical issues. However, we find that the agency-specific AI regulation 

treatment increases managers’ beliefs that the court should be primarily responsible for ethical issues (Appendix Table 

A4).  
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Figure 2. Coefficient plot of the treatment effects of AI regulation on ethical issues and AI adoption 
Notes: The dots represent the coefficient estimates from the regression and the bar represents the 95% confidence 

interval. Each coefficient estimate represents the difference between each treatment group and the control group. 
 

Based on our findings, we see that when managers are informed of potential AI regulations, they 

tend to respond differently to varying ethical issues. Our findings indicate that managers are more 

likely to respond to concrete ethical guidelines, especially when these can be quantified or measured. 

Ethical areas such as safety and accidents, for example, are concrete and measureable instances that 

may be easier for managers to relate to, should an AI system cause harm. Elaborated, managers across 

treatments are considered to display greater awareness of safety-related issues, which could be an 

expression of managers having a more concrete sense of what constitutes either an improvement or a 

deterioration of safety-related concerns. Ethical issues related to bias and discrimination or 

transparency and explainability, on the other hand, can be thornier for managers to find broad 

solutions for, which shows in our sample where managers across treatments respond less favorably 

to such issues.  

Brundage et al. (2020) have argued that ethics principles in many cases are non-binding, and that 

their translation into actions often is unclear. While the publication of AI principles has gained 
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traction, the introduction of actionable mechanisms that managers and policymakers can engage with 

are lacking (Zhang et al. 2021). Avelar et al. (2021: 1) suggests that AI systems must be endowed 

with “clear metrics based on datadriven approaches that improve the quality, fairness, explainability, 

and accountability of AI systems and technologies”. For managers, however, it is a general problem 

that such metrics are little developed and not readily available. We conjecture that ethics-related 

domains that are harder to quantify and measure (e.g. transparency and explainability), or that may 

be further removed from a mangers daily tasks (e.g. bias and discrimination in instances where these 

are not entirely clear or obvious) may be harder for managers to soundly respond to and react on. 

Areas such as algorithmic bias tend to be linked to individual and value-based judgments that need 

to be configured at several distinct layers of technology and organization pre- and post-

implementation. For example, an algorithm’s social impact post-implementation could prove to have 

unintended effects on certain groups or users, which means that software engineers and product 

owners as well as managers need to devise new solutions in greater unison across teams. At the same 

time, managers may not always understand the technical aspects that are needed to make sure that an 

algorithm or a system is tested sufficiently (Davenport 2013) e.g., in order to avoid any potential 

negative effects.  

Coming up with novel ways to embed ethical principles into AI systems (Rossi and Mattei 2019) 

portray hard questions for managers and engineers to devise thoughtful solutions for. Recent research 

such as Stanford’s AI Index Report (Zhang et al. 2021) tries to do that by way of developing more 

appropriate metrics for AI ethics and policies, which managers, policy-makers, and researchers can 

use to better inform themselves (Avelar et al. 2021).  

On labor issues, managers in our sample do not display any significant concerns. In a recent 

survey of 5700 Harvard Business School Alumni, 52% of this elite group believe that companies will 

employ fewer workers three years from now (Fleming 2020), which is a sentiment that is not visibly 

shared by managers in our sample. The reason for this could be that we sample a broad range of 

managers that do not yet experience any significant AI-induced labor displacement effects, while we 

acknowledge that such effects already are present in companies that implement large-scale AI 

solutions e.g., in order to create greater efficiency or to reduce labor induced costs. 
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      Overall, the increased focus on AI ethics across our sample does signal that managers and 

organizations are paying greater attention to the governance of AI systems, which means that an 

increasing number of measurable and standardized solutions also are likely to be devised in the 

years to come (Zhang et al. 2021).   

4.2 Impact of AI Regulation on AI Budget and Personnel Allocation  

Next, we examine how regulation information affects how managers plan to allocate to AI-related 

activities at the firm, and the allocation of that budget across six different expense categories. Table 

4 presents the results. Column 1 indicates that none of the regulation treatments significantly change 

next year’s AI budget allocation intent. There are clusters of responses at multiples of tens and 

hundreds. Despite asking respondents to write in the dollar amount, some may have responded in 

thousands of dollars. In column 2, we restrict the sample to those who answered “$10,000” or more. 

The impact of the agency-specific AI regulation treatment (T2) is positive and the magnitude is quite 

large indicating a treatment effect of about 38%. The coefficient estimate on the general AI regulation 

treatment (T1) is positive at 0.19 as well, though standard errors are larger. AI regulation seems to 

increase manager intent to allocate more to future AI budgets. 

Columns 3 to 8 examine how managers would allocate that budget across six expense categories 

in terms of the percentage of the total AI budget. By enforcing the allocation to add to 100 percent, 

we examine the trade-offs managers choose due to AI regulation. We find that AI regulation 

significantly increases expenditure intent for developing an AI strategy that is compatible with the 

company’s business strategy, including ethical issues (Column 3). The impact is strongest for the 

general AI regulation treatment (T1), which increases allocation to AI strategy purposes by 3 

percentage points. The agency-specific AI regulation (T2) and existing AI-related regulation (T3) 

treatments also increase expenditure intent for developing AI strategy by 2.2 and 2.7 percentage 

points. However, the increase for developing AI business strategy is mostly offset by a decrease for 

training current employees on how to code and use AI technology, as well as purchasing AI packages 

from external vendors. Figure 3 visually illustrates the trade-off by plotting the coefficient estimates 

of each regulation treatment. The main takeaway from Table 4 and Figure 3 is that AI regulation 

induces manager intent to expend more on strategizing, including  
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Figure 3. Coefficient plots of the treatment effects of AI regulation on budget allocation 
Notes: The dots represent the coefficient estimates from the regression and the bar represents the 95% 

confidence interval. Each coefficient estimate represents the difference between each treatment group and 

the control group. 
 

 
Figure 4. Coefficient plots of the treatment effects of AI regulation on adjustment to labor 
Notes: The dots represent the coefficient estimates from the regression and the bar represents the 95% 

confidence interval. Each coefficient estimate represents the difference between each treatment group and 

the control group. 
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issues related to AI ethics, but reduces intent to spend on aspects related to AI adoption, including AI 

training for existing employees and purchasing AI packages.  

In columns 9 to 15 we examine how AI regulation information affect staffing intentions by 

occupation. Specifically, we ask how managers would adjust the total number of managers, technical 

workers, office workers, service workers, sales workers, and production workers because of AI 

adoption. Figure 4 illustrates these results. Exposure to AI-related regulation, in particular, existing 

AI-related regulation (T3) and data privacy regulation (T4), induces firms to increase the number of 

managers. The positive impact of AI regulation on the number of managers is consistent with the 

previous finding that AI regulation induces managers to be more aware of ethical issues and allocating 

more budget to AI strategy, given that most managers believe that they themselves are primarily 

responsible for ethical issues related to AI. We find no consistent nor significant impact of regulation 

on other types of workers.28  

Table 4 results show that when managers are prompted with information regarding new AI 

regulations, they respond by restructuring their resource allocation intentions towards strategy 

development (Alvarez & Barney, 2005), and increasing the number of managers – the occupation 

that would be directly involved in strategy development. Such reallocation comes at the cost of, 

temporarily, slowing down AI adoption, until organizational practices are altered.  

 

4.3 Heterogeneous Impact of AI Regulation  

4.3.1 Impact by industry 

In Table 5 we examine industry-specific effects. We find a trade-off between perception of ethical 

issues and adoption intent in the healthcare and retail and wholesale, but not in the automotive sector. 

Column (1) indicates that the negative impact of regulation on AI adoption is especially pronounced 

in retail and wholesale. All four treatments have a negative impact on the rate of AI adoption, and the 

 
28 We also examined whether exposure to AI regulation information affected managers’ intent to adjust AI-related 

innovation activities in the following year (Lee et al. 2019). In particular, we ask how they would adjust the following 

activities: co-operation on AI-related R&D activities with other institutions, such as, universities, research institutes, other 

businesses; filing AI-related patents; introduction of an AI-related good, service, or production/delivery method that is 

new or significantly improved. None of the AI-related regulation treatments significantly affected any of the innovation-

related intents. 
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magnitudes of the impacts are large and consistent at about a 23% to 28% reduction compared to the 

control group. In retail, the use of online ads, consumer profiling, digital marketing, and so on, may 

at present embody greater uncertainty for how revised regulations are likely to impact existing AI 

practices and use cases. Similarly, the impact of regulation on AI adoption intent is negative for all 

four regulation treatments for healthcare. However, we find no significant impact of regulation on AI 

adoption across all treatments for automotive. Firms operating in the automotive, transportation, and 

distribution industries generally seem to factor in a positive outlook on the future of their operations, 

despite existing laws as well as the mentioning of new and incoming regulations. This positive 

sentiment is symptomatic of NHTSA’s current regulatory approach of removing unintended barriers 

to AI adoption and innovation.  

On ethical and policy considerations, we also see some variation across industries. For automotive, 

existing AI-related regulation (T3), has a consistently positive impact on ethical issues across safety 

and accidents, privacy and data security, as well as transparency and explainability. The healthcare 

industry is more prone to respond positively when faced with general AI regulation (T1) as well as 

agency-specific regulation (T2a), which increases attention devoted to safety and accidents. For retail, 

focus on transparency and explainability is positively affected under agency-specific regulation 

(T2c).29  

Our results show that when faced with AI-related regulations, managers in the automotive 

industry and retail and wholesale sectors are inclined to focus more on increasing their budgets for 

strategizing, while the healthcare industry devotes more budget to computing resources and data for 

AI systems. The corresponding budgetary offsets are seen in decreasing AI training for existing 

workers, as well as in purchasing AI packages, respectively.  

In terms of staffing, the coefficient estimates of all the treatment effects for managers are positive 

across industries. Whether it be for AI strategizing or concerns over ethical issues, regulation induces 

firms to increase the number of managers. Another pattern that we see is that the existing AI-related 

regulation treatment (T3) tends to increase the number of office workers in the automotive sector,  

 

 
29 We do, however, find one negative effect, namely that general AI regulation (T1) decreases privacy and data security 

concerns in the retail and wholesale industries. The finding suggests that when uncertainties in existing laws and 

regulations are exchanged for a broad regulatory framework, managers in retail reduce their concerns over privacy and 

data security, as the rules for staying compliant become clearer and can more easily be followed. 
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which may be a complementary response to increasing the number of managers to deal with 

potential litigation issues. Heterogeneity in our results when comparing the healthcare, automotive, 

and retail industries indicates that regulation information is likely to affect industries and their varying 

compositions in terms of ethical concerns, customer relations, business models, data usage, and 

applied strategic components differently due to industry-specific characteristics. These findings 

confirm that firms across transportation, retail, and healthcare, respond differently to AI regulation. 

Industrial idiosyncrasies are associated with disparate forms of sector-specific regulation, such as 

highlighted in the approaches taken by the FTC, NHTSA, and the FDA. In the case of the automotive 

sector, for example, we interpret our results as managers displaying less uncertainty with the stated 

approach of NHTSA. We take this as managers interpreting a regulatory outcome that is less uncertain 

in its trajectory (e.g. in terms of expected costs due to industrial readjustments associated with 

possible regulatory shocks) than is the case for healthcare or retail, where greater regulatory shocks 

may be expected. 

 

4.3.2 Impact by firm size 

In Table 6 we examine how the impact of AI regulation information differs across small versus 

large firms. We use an annual revenue of $10 million as the cut-off for small and large firms. AI 

regulation information increases manager awareness of ethical issues in both small and large firms. 

AI regulation increases manager perception of the importance of bias, safety, privacy, and 

transparency issues in small firms. Large firms primarily increase their perception of safety and 

accidents, and privacy and data security issues. The negative impact of AI regulation on AI adoption 

intent is found for both small firms and large firms and is statistically stronger for small firms.  

Our findings do provide some indication that suggests that large firms could be better situated to 

handle the costs of regulation. Small firms seem to be faced with hard trade-offs that consistently 

imply a general reduction in the number of AI processes across all treatments, and that AI regulation 

could be more likely to reduce AI adoption and innovative activities in small firms. Since managers 

of smaller firms hold fewer resources, new regulations could therefore make it more costly for them 

to produce the initial investments required to develop responsible strategies (Pava and Krausz, 1996). 
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At the same time, larger firms are more likely to find their reputation suffering if they do not perform 

well on social measures (Moore and Manring, 2009), which generally makes larger firms devote more 

resources to the organization’s visibility e.g., in terms of developing ethical AI solutions. 

In terms of budget allocation, we find that for both small and large firms, AI regulation increases 

the expected budget allocation for developing AI strategy. The general AI regulation (T1) result is 

strong for small firms and the existing AI regulation (T3) for large firms. In small firms, this increase 

is offset by decreasing AI training for existing employees and purchasing AI packages from vendors. 

For large businesses, on the other hand, this means hiring more workers related to a business’ AI 

systems, which in turn is offset by investments in computing resources and data for AI systems. In 

terms of staffing, AI regulation induces both small firms and large firms to hire more managers, as 

well as office workers for small firms. This might come with a trade-off, reducing technical workers 

related to AI, which again is consistent with the AI ethics versus adoption trade-off. 

Younger firms may have responded differently to AI regulation compared to older firms as well. 

Jia et al. (2020) find that EU’s General Data Protection Regulation had a larger negative impact on 

new ventures. Similarly, AI regulation could have more negative effects on younger firms and 

startups. Though we do not know firm age, younger firms generally have a smaller number of 

employees. In Appendix Table A8, we examine the results by employee size and find that smaller 

(fewer employees) firms delay adopting AI technologies more so than larger (more employee) firms.   

   

4.3.3 Discussion of the potential mechanism 

In addition to the measurement and concreteness of ethical issues discussed in Section 4.1, 

managers may also exhibit differential perceptions on the level of enforcement that is associated with 

the information provided in the treatment statements. This could be an additional factor that explains 

the different results by ethical issue, industry, regulation type, and firm size.30   

In Section 4.1, we argued that manager perception of enforcement will likely be related to whether 

an issue is concrete and quantifiable, which could explain why we find the strongest effects on safety 

and accidents. In the case of autonomous vehicle safety, for example, an AI-controller is expected to 

hold the ability to locate persons and objects from a distance of 100 meters with an accuracy of +/- 

20 cm, within a false negative rate of 1% and false-positive rate of 5% (Grigorescu et al. 2020). These 

 
30 We thank an anonymous referee for pointing us to this angle. 
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concrete and measurable specifications relate to the perceived safety of an autonomous vehicle. 

Manager perception on the enforcement level therefore relates directly to whether such specifications 

are identified and fulfilled. In other cases where outcomes are more arbitrary and where clear 

measurables’ or guidelines have not yet been established, we argue that it will be harder for managers 

to devise clear and actionable mechanisms and to devise ethical solutions for a given problem. 

Generally speaking, in areas that involve high-stakes decisions (e.g., autonomous driving, credit 

applications, judicial decisions, and medical recommendations), algorithmic accuracy alone may not 

be sufficient, as applications require high levels of trust in order to be implemented (Arnold et al. 

2019). This creates a need for managers to ensure that the functional aspects of a model (i.e., accuracy, 

data, performance, etc.) are soundly established through measures such as certification, testing, 

auditing, as well as through the elaboration of technological standards (Mittelstadt et al. 2016; Nuno, 

Gomes, and Kontschieder 2021). The perceived level of regulatory enforcement and other forms of 

algorithmic compliance are therefore associated with context-specific legislation, regulation, and 

standards that exert varying forms of institutional pressure over actors to conform to best practice. 

Enforcement therefore is going to be context-specific, which means that managers are going to 

perceive varying levels of enforcement across industries (e.g. transportation, retail, and healthcare) 

and in association with diverse ethical issues (e.g. privacy, transparency, safety, bias/discrimination, 

labor issues). This makes it hard to establish an actual baseline for manager perception of the 

estimated enforcement levels that is associated with each of our treatment scenarios. In other words, 

AI systems are deployed under specific circumstances where baseline expectations of enforcement 

may vary considerably.  

In high-stakes environments such as in healthcare or autonomous vehicles, high standards e.g. 

surrounding safety and privacy are likely to create high expectations for basic levels of enforcement. 

In other areas where practices are less clear and where levels of enforcement historically have been 

more arbitrary (e.g. recommender algorithms used in online shopping, or the regulation of content on 

social media platforms), expectations about enforcement levels are motley and harder for managers 

to ascertain and devise ethical actionable mechanisms for. In such cases, compliance is situated 

between social expectations, self-governance, and vague or missing legislation and regulation, which 

makes it harder for managers to develop sound forms of algorithmic governance (Ghosh 2021).  
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Different approaches to regulation by government agencies are going to be further associated with 

new and incoming technological standards that are going to be determined on an individual and 

sector-specific basis. Relatedly, emerging technological standards can be thought of as implicit 

ethical standards that seek to remove or reduce unethical technological impacts (Winfield 2019). The 

IEEE standard P7001 for the “Transparency of Autonomous Systems,” for example, addresses the 

ethical principle that it should be possible to know why an autonomous system made a specific 

decision. In doing so, P7001 is formulating measurable, testable levels of transparency so that 

autonomous systems can be objectively assessed and levels of compliance determined (Winfield 

2019). While these standards are still under development, their consideration contributes a foundation 

managers can use as they devise new sets of actionable mechanisms to ensure trustworthy and ethical 

AI. 

Technological standards across varying AI domains are therefore going to have a large impact on 

the governance of AI technologies, making it more salient for managers just which specifications 

they need to address and fulfill when bringing a new product or service to market. As standards are 

context-specific, this means that managers’ expectations about levels of enforcement also are going 

to be met through the provision of a clearer set of measurable and quantifiable mechanisms that needs 

to be satisfied before an AI system is released. 

 

5. Conclusion 

Our randomized online survey experiment tests how information about actual or future AI 

regulation affects managers’ intention on ethical and policy issues, technology adoption, and resource 

(budget and personnel) allocation. We analyze four treatments, each presenting the respondent with 

different information about: (1) a general AI regulation involving a new Algorithmic Accountability 

Act; (2) industry-specific regulations implemented by the FDA, NHTSA, and FTC (respectively); (3) 

existing legal requirements having de facto regulatory effects on AI through common law doctrines 

such as tort law, or current statutes governing matters such as employment discrimination; and (4) 

data privacy regulation, including new statutes such as the California Consumer Privacy Act. Our 

results confirm that exposure to information about AI regulation increases how important managers 

consider various ethical issues when adopting AI, but increases in manager awareness of ethical 

issues are offset by a decrease in manager intent to adopt AI technologies. The heterogeneous 
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responses across ethical issues and firm characteristics suggest that the concreteness of the ethical 

issue and manager perception of the enforcement of regulation likely drive the heterogeneous 

responses to regulation. The prospect of future regulation possibly encourages managers’ to invest in 

new areas (Aragón-Correa et al., 2020). Some of these areas are expected to be associated with ethical 

issues, such as enhancing the importance of bias and discrimination, and transparency and 

explainability of specific AI solutions. Though the manager intent captured in this study may not 

necessarily coincide with the firm’s longer-run behavioral changes, we believe our study points 

toward several key implications for AI regulation, especially as businesses start to and increase AI 

adoption across different areas.   

 

5.1 Key Implications of AI Regulation for Policymakers and Firm Managers 

Our findings indicate several potential implications for the design and analysis of AI-related 

regulation. First, though AI regulation may conceivably slow innovation or reduce competition 

through lower adoption, instituting regulation at the early stages of AI diffusion may improve 

consumer welfare through increased safety and by better addressing bias and discrimination issues.31 

At the same time, there is an inherent need to distinguish between innovation at the level of the firm 

consuming AI technology and at the level of the firm producing such technology. Even if regulation 

indeed slows innovation in the former, it can still spur innovation in the latter, consistent with 

theoretical observations such as the Porter hypothesis (Porter & Van der Linde, 1995). The approach 

of regulating early, however, contrasts with the common approach of relying on competitive markets, 

at least in the U.S., to generate the best technology so that government only needs to regulate 

anticompetitive behavior to maximize social welfare (Aghion et al, 2018; Shapiro, 2019). 

Second, although policymakers sometimes find justifications for adopting broad-based regulatory 

responses to major problems such as environmental protection and occupational safety, cross-cutting 

AI regulations such as the proposed Algorithmic Accountability Act may have enormously complex 

effects and make it harder to take important sector characteristics into account. Given the impact of 

industry sector and firm size on responses, policymakers would do well to take a meticulous approach 

to AI regulation across different technological and industry-specific use cases. While the importance 

 
31 We acknowledge that the reduction in AI-related investment and innovation could reduce consumer access to better 

products and services or result in the deterioration of product and service quality. In such cases, regulation could create 

an overall negative impact on consumer welfare.   
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of certain legal requirements and policy goals – such as reducing impermissible bias in algorithms, 

and enhancing data privacy and security – may apply across sectors, specific features of particular 

sectors may nonetheless require distinctive responses. For example, the use of AI-related technologies 

in autonomous driving systems must be responsive to a diverse set of parameters that are likely to be 

different from those relevant to AI deployments across drug discovery or online advertising.  

Our findings also hold several implications for managers as well as businesses that either develop 

or deploy AI solutions or that intend to do so. Our survey experiment suggests that managers are not 

always fully aware of how a given product or technology complies with regulation. Information 

pertaining to AI regulation needs to be factored in by managers, both when developing and adopting 

AI solutions. If managerial views change systematically after understanding (or being exposed to) 

regulation, such as in our experiment, this suggests that potential regulatory discrepancies, preferably, 

should be handled at a very early stage of the investment planning process. In an ideal scenario, 

regulatory compliance needs to be embedded into the technology and into the development process 

at an early stage of investment. In most actual scenarios, however, regulation evolves at a much 

slower pace than technology, signified as the pacing problem (Hagemann, Huddleston, & Thierer 

2018), which makes it harder for managers to ensure that a technology developed today continues to 

stay compliant into the future. We find that when managers are presented with information on AI-

related regulation, they tend to behave in a reactionary manner, which forces managers to rethink 

how they allocate their budget, i.e., strategize, which is consistent with reevaluating potential issues 

in a product or a technology’s development or adoption process. Managers and businesses that have 

developed more standardized ways of doing this are therefore expected to be better equipped to handle 

any potential regulatory shocks in the future. Concrete managerial recommendations include 

documenting the lineage of AI products or services, as well as their behaviors during operation 

(Madzou & Firth-Butterfield 2020). Documentation could include information about the purpose of 

the product and the datasets that have been used for training and while running the application, as 

well as ethics-oriented results on safety and fairness, for example. 32 Managers can also work to 

establish cross-functional teams consisting of risk and compliance officers, product managers, and 

 
32 Large technology companies have already created and adopted workable documentary models, see e.g. Google’s Model 

Cards or IBM’s Factsheets. 
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data scientists, enabled to perform internal audits to assess ongoing compliance with existing and 

emerging regulatory demands (Madzou & Firth-Butterfield 2020).   

While our findings confirm that conveying information about potential AI-related regulations 

generally entails a slower rate of reported AI adoption, we also find that even emphasizing existing 

laws relevant to AI can exacerbate uncertainty for managers in terms of implementing new AI-based 

solutions. For businesses that develop or deploy AI products or services, this implies that a new set 

of managerial standards and practices that details AI liability under varying circumstances needs to 

be embraced. As many of these practices are yet to emerge, stronger internal audits, as well as third-

party examinations, would provide more information for managers, which could help some managers 

overcome certain present-biased preferences. This could reduce managerial uncertainty and aid the 

development of AI products and services that are subject to higher ethical as well as legal and policy 

standards.  

As AI technologies remain at an early stage of adoption, the coming magnitude of AI 

implementation is likely to continue on an upward trending slope, as companies increasingly will be 

required to adopt new AI tools and technologies in order to stay competitive. As the potential costs 

of broad-based general AI regulation are comparable to the costs of existing laws and statutes, this 

implies that the adoption of clearer rules and regulations could have a net positive effect on the 

number of firms that are yet to adopt AI technologies. Re-engineering existing AI solutions can be 

both costly and time consuming, while removing regulatory and legal uncertainties potentially could 

enable to-be-adopters through the provision of a clearer set of rules and admitted costs of compliance 

from the outset of adoption. As our study takes the cost side of the equation into consideration, further 

studies can provide valuable insights into the actual and perceived benefits that potentially come with 

new forms of AI regulation. 

 

5.2 Concluding Observations 

The extent, content, and responses to AI regulation will no doubt continue to evolve in the years 

to come, especially in light of the pace of technological innovation and the public’s growing exposure 

to AI. Specific issues such as auditing requirements for algorithms, constraints of sharing of data, 

rules of governing explainability, and so on, may be addressed in new regulatory requirements or 

refined interpretations of existing ones. Given the high stakes and the impact not only of substantive 
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requirements but perceptions of those requirements, the public will benefit from a robust, iterative 

exchange of ideas and information between regulators and business managers. Adopters of AI 

technologies may not always be fully aware of how their AI algorithms function at a detailed technical 

level. Furthermore, an algorithm that continuously enhances itself based on the progression of data 

and inputs can make it difficult to determine who is liable as it evolves. Given the pace of innovation 

and the possibility that managers do not fully understand these issues, clear explanations and 

information will help managers make well-informed decisions. Pilot studies of AI applications in 

different sectors, such as autonomous driving, drug discovery processes, and online advertising, may 

be an essential intermediate step for understanding the implications related to widespread use of AI. 

Moreover, such pilot studies could involve public-private partnerships and examine how liability 

could be shared among developers, insurers, the government, and consumers (Kalra and Paddock 

2016). Our results also suggest that managers may be influenced not only by the reality of regulation 

but how information is presented and emphasized, underscoring the need for clarity about what is and 

is not regulated. 

The question of what kinds of regulations are appropriate and most needed by society will remain 

intricate. No doubt, further research that examines the potential impact of AI regulation will help 

regulators design appropriate AI regulatory frameworks and consider how to implement and adapt 

existing laws. As policymakers consider the trade-offs, our results underscore the extent to which 

business managers are sensitive to the risks and costs associated with the regulation of AI.  Their 

responses can have profound effects on workers, businesses, and consumers in the years to come. 
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APPENDIX 

 

Appendix Table A1. Treatment texts 
Control group Recent research has found that early adopters of AI have started to reap the benefits of their investments in 

this technology. First-movers have already deployed and marketed AI-related solutions across healthcare, 

autonomous driving, retail and so on. Forty-seven percent of companies say they have embedded at least 

one AI capability in their business processes.  

While the potential for AI is vast, most organizations still have a long way to go in developing the core 

practices that enable them to realize the potential value of AI at scale. Business executives and managers 

will need to think about how to incorporate AI into their business strategy, as well as the transparency and 

“explainability” of AI algorithms, biases in data, and concerns about safety and privacy. 

Treatment 1 – 

General AI 

Regulation 

Recent research has found that early adopters of AI have started to reap the benefits of their investments in 

this technology. First-movers have already deployed and marketed AI-related solutions across healthcare, 

autonomous driving, retail and so on. Forty-seven percent of companies say they have embedded at least 

one AI capability in their business processes.  

Until now, states and the federal government have enacted little oversight and regulation specific to AI.  

But a new Algorithmic Accountability Act is expected to change that. Under this Act, firms that are using 

or selling AI-related products are subject to a variety of requirements governing their use of AI systems. 

Requirements include disclosure of firm usage of AI systems, including their development process or 

contractor of origin, AI system design, model training, and data gathered and in use. The Act also requires 

firms to disclose to a government agency the impact of their AI systems on safety, accuracy, fairness, bias, 

discrimination, and privacy. The regulation is expected to go into effect in 2020. 

Treatment 2A 

– Agency-

specific AI 

Regulation 

(FDA for 

Healthcare) 

Recent research has found that early adopters of AI have started to reap the benefits of their investments in 

this technology. First-movers have already deployed and marketed AI-related solutions across healthcare, 

autonomous driving, retail and so on. Forty-seven percent of companies say they have embedded at least 

one AI capability in their business processes.  

The healthcare and drug sectors have been actively developing AI technologies for various purposes 

including patient diagnosis, treatment, drug development, and patient monitoring and care. The Food and 

Drug Administration (FDA) currently regulates the industry and has proposed a new regulatory framework 

for AI/Machine Learning-based software. This framework aims to examine and pre-approve the underlying 

performance of the firm’s AI products before they are marketed, and post-approve any algorithmic 

modifications. In this process, the FDA will assess the firm’s ability to manage risks associated with 

various issues such as, transparency and explainability (e.g., diagnosis recommendation algorithms), and 

security (e.g., use and protection of patient private information) of the AI/Machine Learning based 

software. FDA’s proposed framework is expected to go into effect in 2020. 

Treatment 2B 

– Agency-

specific AI 

Regulation 

(NHTSA for 

Transportation) 

Recent research has found that early adopters of AI have started to reap the benefits of their investments in 

this technology. First-movers have already deployed and marketed AI-related solutions across healthcare, 

autonomous driving, retail and so on. Forty-seven percent of companies say they have embedded at least 

one AI capability in their business processes.  

Autonomous vehicle capabilities have developed rapidly over the last decade and several large companies 

are currently using cities as testing grounds for unmanned vehicles. The National Highway Traffic and 

Safety Administration (NHTSA) regulates the autonomous vehicle and logistics industry. NHTSA has 

specified that its current safety standards constitute an unintended regulatory barrier to innovation of 

autonomous driving vehicles. For automated driving technologies, NHTSA has emphasized the importance 

of removing unnecessary barriers and is issuing voluntary guidance rather than regulations that could stifle 

innovation. NHTSA’s existing regulations and vehicle safety standards remain in effect until a revised 

framework for automated driving systems is established. 

Treatment 2C 

– Agency-

specific AI 

Regulation 

(FTC for Retail 

and Wholesale) 

Recent research has found that early adopters of AI have started to reap the benefits of their investments in 

this technology. First-movers have already deployed and marketed AI-related solutions across healthcare, 

autonomous driving, retail and so on. Forty-seven percent of companies say they have embedded at least 

one AI capability in their business processes.  

The retail sector has been especially fast at deploying and monetizing a range of AI technologies on online 

and e-commerce platforms. As a result, the Federal Trade Commission (FTC) has engaged in hearings to 

safeguard consumers from unfair and deceptive practices. For retailers deploying AI technologies, 

revamped oversight by the FTC will likely require these firms to assess and disclose the impact of their AI 

systems on various issues. Potential issues include algorithmic discrimination and bias (e.g. in online adds / 

micro-targeting of consumer groups), transparency (e.g. product recommendation engines) and security 

(e.g. use and protection of consumers private information). Based on past hearings, new guidelines are 

expected to be released in 2020. 
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Treatment 3 – 

Existing AI-

related 

Regulation 

Recent research has found that early adopters of AI have started to reap the benefits of their investments in 

this technology. First-movers have already deployed and marketed AI-related solutions across healthcare, 

autonomous driving, retail and so on. Forty-seven percent of companies say they have embedded at least 

one AI capability in their business processes.  

Although some observers believe little oversight and regulation has been attached to the area of AI training 

and product deployment, firms using AI technology in the United States generally are subject to common 

law and statutory requirements. Existing law (e.g., tort law) may require that a company avoid any 

negligent use of AI to make decisions or provide information that could result in harm to the public. 

Current employment, labor, and civil rights laws create the risk that a company using AI to make hiring or 

termination decisions could face liability for its decisions involving human resources. These legal 

requirements apply now, and will likely continue applying to future products, services, and company 

practices. 

Treatment 4 – 

Data Privacy 

Regulation 

 

Recent research has found that early adopters of AI have started to reap the benefits of their investments in 

this technology. First-movers have already deployed and marketed AI-related solutions across healthcare, 

autonomous driving, retail and so on. Forty-seven percent of companies say they have embedded at least 

one AI capability in their business processes.  

As the development of AI-related products requires more data, policymakers and the public are increasingly 

concerned about data privacy. For example, California’s recently-enacted digital privacy initiative, the 

California Consumer Privacy Act of 2018 (CCPA), will affect all businesses buying, selling or otherwise 

trading the “personal information” of California residents – including companies using online-generated 

data from residents across their products. In order to stay compliant with the regulation, firms must disclose 

how they use and store personal data, and how they conform with data privacy rules. California’s regulation 

goes into effect in 2020. Other states are expected to enact similar data privacy regulations in the near 

future. 

 

  



 166 

Appendix Table A2. Comparison of state of respondents  

  Our sample DR (2019) DDL (2017) ACS 2015 

State % of the total 

Alabama 1.69 1.18 1.29 1.51 

Alaska 0 0.11 0.05 0.22 

Arizona 2.01 2.27 2.46 2.10 

Arkansas 1.2 0.74 0.85 0.92 

California 9.24 12.07 9.91 12.12 

Colorado 1.29 1.64 1.69 1.69 

Connecticut 2.01 0.88 0.97 1.14 

Delaware 0.48 0.25 0.39 0.30 

District of Columbia 0.4 0.16 0.28 0.22 

Florida 5.94 10.92 7.08 6.52 

Georgia 4.9 3.38 3.41 3.11 

Hawaii 0.72 0.07 0.30 0.45 

Idaho 0.24 0.42 0.62 0.49 

Illinois 4.58 3.75 4.35 4.00 

Indiana 2.81 1.53 2.09 2.03 

Iowa 0.48 0.63 0.95 0.97 

Kansas 1.04 0.72 0.92 0.88 

Kentucky 1.69 1.71 1.49 1.38 

Louisiana 1.53 1.13 1.17 1.43 

Maine 0.72 0.23 0.50 0.43 

Maryland 2.25 1.74 1.84 1.88 

Massachusetts 2.57 2.30 2.01 2.18 

Michigan 3.86 3.03 3.47 3.11 

Minnesota 1.2 1.55 1.51 1.70 

Mississippi 0.96 0.83 0.70 0.91 

Missouri 1.45 1.58 2.13 1.89 

Montana 0.24 0.23 0.22 0.33 

Nebraska 0.72 0.46 0.65 0.58 

Nevada 0.88 0.83 0.89 0.90 

New Hampshire 0.08 0.26 0.50 0.43 

New Jersey 2.17 2.20 2.44 2.81 

New Mexico 0.24 0.56 0.67 0.64 

New York 7.87 6.97 5.71 6.29 

North Carolina 3.45 3.43 3.92 3.13 

North Dakota 0.4 0.16 0.13 0.24 

Ohio 5.46 3.43 4.30 3.63 

Oklahoma 1.45 0.91 0.97 1.19 

Oregon 0.88 1.62 2.03 1.28 

Pennsylvania 4.9 4.20 4.72 4.08 

Rhode Island 0.16 0.32 0.25 0.34 

South Carolina 1.29 1.57 1.39 1.54 

South Dakota 0.24 0.19 0.28 0.26 

Tennessee 2.89 1.57 2.08 2.06 

Texas 6.91 7.76 7.01 8.18 

Utah 0.48 0.72 0.82 0.84 

Vermont 0.08 0.33 0.23 0.21 

Virginia 1.69 2.83 2.93 2.63 

Washington 1.37 2.46 2.78 2.24 

West Virginia 0.24 0.53 0.54 0.59 

Wisconsin 0.56 1.46 1.91 1.81 

Wyoming 0.08 0.12 0.13 0.18 
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Appendix Table A3. Comparison of individual characteristics  

  Our sample 

Di Tella 

and Rodrik 

(2019) 

Di Tella, et 

al. (2017) 

Kuziemko, 

et al. (2015) 

WVS 6th 

Wave 
ACS 2015 

Male 33.25% 46.4% 43.8% 42.8% 48.4% 48.6% 

Postgraduate degree 24.18% 17.7% 13.3% 12.6% 11.5% 10.2% 

Only college degree 48.43% 49.8% 47.4% 40.7% 24.8% 25.7% 

No college degree 27.39% 32.6% 39.3% 46.7% 63.7% 64.1% 

White 62.73% 73.1% 80.5% 77.8% 69.8% 74.8% 

Black 18.47% 8.8% 9.2% 7.6% 10.4% 12.2% 

Hispanic 8.35% 5% 6.6% 4.4% 13.4% 15.5% 

Asian 5.14% 6.3% 6.8% 7.6% - 6.2% 

Other race 5.31% 6.6% 2.6% 2.6% - 2.8% 
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Appendix Table A4. Primarily responsible for ethical issues  

  Primarily responsible for ethical issues 

  Managers Engineers Vendors Government The court 

  (1) (2) (3) (4) (5) 

General AI regulation 
-0.358 0.187 -0.0391 -0.205 0.0796 

(0.302) (0.123) (0.129) (0.131) (0.157) 

Agency-specific AI 

regulation 

-0.227 -0.0587 -0.213 0.0315 0.354** 

(0.246) (0.125) (0.152) (0.110) (0.148) 

Existing AI-related 

regulation 

0.0398 -0.0573 -0.199 -0.00874 0.213 

(0.259) (0.124) (0.150) (0.115) (0.130) 

Data privacy regulation 
-0.182 0.00522 0.0206 0.0502 0.0410 

(0.254) (0.116) (0.149) (0.121) (0.172) 

            

Observations 1,245 1,245 1,245 1,245 1,245 

            

Firm level controls Yes Yes Yes Yes Yes 

Individual controls Yes Yes Yes Yes Yes 

Management controls Yes Yes Yes Yes Yes 

Budget experience Yes Yes Yes Yes Yes 

Current AI adoption Yes Yes Yes Yes Yes 

Notes: Firm level controls include state, industry, firm size, and firm revenue fixed effects. Individual controls 

include gender, race, education, and age fixed effects. Management controls include management practice variables 

related to promotion and firing, and organizational role fixed effects. Budget experience includes dummy variables 

that control for the largest budget previously managed. Current AI adoption includes dummy variables indicating 

whether the business currently uses natural language processing, computer vision, or machine learning. Standard 

errors clustered at the state-industry level are presented in parentheses. ***, **, and * denote statistical significant 

at 1%, 5%, and 10% level. 
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Appendix Table A6. Comparing treatment and control on variables that potentially reflect manager awareness of 

regulatory issues by industry 

  

Have managed 

annual budget 

of $1M or 

more 

Owner/partner 
C-level 

executive 

Education BA 

or above 

Age 45 or 

above 

Firm revenue 

$100M or 

above 

  (1) (2) (3) (4) (5) (6) 

Panel A. All industries           

Any AI related 

regulation 

-0.0165 -0.0126 0.00517 -0.0246 0.00403 -0.0136 

(0.0352) (0.0260) (0.0256) (0.0355) (0.0312) (0.0322) 

              

Observations 1,245 1,245 1,245 1,245 1,245 1,245 

R-squared 0.000 0.000 0.000 0.000 0.000 0.000 

Panel B. Healthcare           

Any AI related 

regulation 

-0.0217 0.00918 0.0242 -0.00242 -0.0101 -0.0623 

(0.0519) (0.0382) (0.0376) (0.0504) (0.0442) (0.0449) 

              

Observations 529 529 529 529 529 529 

R-squared 0.000 0.000 0.001 0.000 0.000 0.004 

Panel C. Automotive           

Any AI related 

regulation 

0.0692 -0.00164 0.0362 -0.0921 0.0397 0.0617 

(0.0801) (0.0592) (0.0605) (0.0825) (0.0781) (0.0764) 

              

Observations 232 232 232 232 232 232 

R-squared 0.003 0.000 0.002 0.005 0.001 0.003 

Panel D. Retail and wholesale           

Any AI related 

regulation 

-0.0584 -0.0490 -0.0364 0.00470 0.00260 -0.00309 

(0.0600) (0.0448) (0.0431) (0.0612) (0.0523) (0.0567) 

              

Observations 484 484 484 484 484 484 

R-squared 0.002 0.002 0.001 0.000 0.000 0.000 

Notes: ***, **, and * denote statistical significant at 1%, 5%, and 10% level. 
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Appendix Table A7. Key results by industries 
  Perception of ethical issues related to AI   

Adoption of 
AI   Labor issues 

Bias and 

discrimination 

Safety and 

accidents 

Privacy and 

data security 

Transparency 

and 
explainability  

  

  (1) (2) (3) (4) (5)   (6) 

I. Healthcare 

Panel A. All Treatments Combined           

Any AI related regulation 
0.0599 0.0956 0.215** 0.137 0.0159   -0.131* 

(0.136) (0.134) (0.0976) (0.114) (0.152)   (0.0717) 

Panel B. Treatment Specific Effects            

General AI regulation 
0.0655 0.151 0.274** 0.153 -0.0938   -0.172 

(0.122) (0.136) (0.125) (0.149) (0.167)   (0.113) 

Agency specific AI regulation 
0.0379 0.211 0.290*** 0.118 0.124   -0.0485 

(0.175) (0.133) (0.111) (0.170) (0.199)   (0.0877) 

Existing AI related regulation 
-0.0773 -0.00769 0.132 0.136 0.0107   -0.203** 

(0.192) (0.178) (0.154) (0.118) (0.162)   (0.0987) 

Data privacy regulation 
0.202 0.0223 0.160 0.140 0.0152   -0.108 

(0.170) (0.197) (0.141) (0.154) (0.188)   (0.0815) 

Observations 529 529 529 529 529   529 

II. Automotive 

Panel C. All Treatments Combined           

Any AI related regulation 
-0.0857 0.106 0.391** 0.524** 0.362   0.0809 

(0.191) (0.202) (0.193) (0.260) (0.251)   (0.149) 

Panel D. Treatment Specific Effects            

General AI regulation 
-0.253 -0.0605 0.330 0.326 0.169   0.248 

(0.367) (0.345) (0.303) (0.290) (0.319)   (0.188) 

Agency specific AI regulation 
-0.0779 0.146 0.697** 0.668** 0.531   0.0548 

(0.204) (0.267) (0.304) (0.311) (0.340)   (0.180) 

Existing AI related regulation 
-0.0746 0.0721 0.438 0.555 0.166   -0.0667 

(0.280) (0.285) (0.278) (0.338) (0.273)   (0.218) 

Data privacy regulation 
-0.0355 0.192 -0.00433 0.395 0.506   0.250 

(0.295) (0.334) (0.283) (0.374) (0.397)   (0.168) 

Observations 232 232 232 232 232   232 

III. Retail and Wholesale 

Panel E. All Treatments Combined           

Any AI related regulation 
0.134 0.0562 0.181 0.0703 0.166   -0.236*** 

(0.143) (0.129) (0.154) (0.135) (0.102)   (0.0836) 

Panel F. Treatment Specific Effects            

General AI regulation 
0.0545 -0.112 0.149 -0.170 -0.0336   -0.249** 

(0.181) (0.151) (0.194) (0.145) (0.158)   (0.124) 

Agency specific AI regulation 
-0.0198 0.0709 0.118 -0.0384 0.308**   -0.213* 

(0.170) (0.165) (0.210) (0.179) (0.129)   (0.109) 

Existing AI related regulation 
0.257 0.0197 0.207 0.184 0.194   -0.240** 

(0.173) (0.190) (0.155) (0.138) (0.150)   (0.108) 

Data privacy regulation 
0.221 0.233 0.244 0.299 0.183   -0.244*** 

(0.185) (0.186) (0.208) (0.200) (0.147)   (0.0734) 

Observations 484 484 484 484 484   484 

Notes: Firm level controls include state, industry, firm size, and firm revenue fixed effects. Individual controls include gender, race, 

education, and age fixed effects. Management controls include management practice variables related to promotion and firing, and 

organizational role fixed effects. Budget experience includes dummy variables that control for the largest budget previously 

managed. Current AI adoption includes dummy variables indicating whether the business currently uses natural language processing, 

computer vision, or machine learning. Standard errors clustered at the state-industry level are presented in parentheses. Columns (1) 

to (5) are ordered probit regression results and Column (6) is censored poisson regression results.  ***, **, and * denote statistical 

significant at 1%, 5%, and 10% level. 
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Abstract 

Artificial intelligence (AI) systems operate in increasingly diverse areas, from healthcare to facial 

recognition, the stock market, autonomous vehicles, and so on. While the underlying digital 

infrastructure of AI systems is developing rapidly, each area of implementation is subject to different 

degrees and processes of legitimization. Building on institutional- and information systems (IS) 

theory, this paper presents a conceptual framework to analyze and understand AI-induced field 

change. The introduction of novel AI agents into new or existing fields creates a dynamic in which 

algorithms shape organizations and institutions. At the same time, existing institutional 

infrastructures determine the scope and speed at which organizational change is allowed to occur. 

Where institutional infrastructure and governance arrangements, such as standards, rules, and 

regulations, still are unelaborate, the field can move fast but is also more likely to be contested. The 

institutional infrastructure surrounding AI-induced fields is generally little elaborated, which could 

be an obstacle to the broader institutionalization of AI systems. 

Keywords: AI; Field Change; Legitimization; Digital Infrastructure; Institutional Infrastructure  

JEL codes: K24 (Cyber Law), L38 (Public Policy), O33 (Technological Change: Choices and 

Consequences • Diffusion Processes) 

1. Introduction 

In recent years, the scope of information technology that complements or augments human actions 

has expanded rapidly. The logics embedded in AI systems already operates in diverse areas, such as 

the stock market (Mackenzie, 2006), mortgage underwriting (Markus, 2017), autonomous vehicles 
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(Hengstler et al., 2016), medical services (Davenport & Kalakota, 2019) the judicial system (Mckay, 

2020), and a range of other fields. The action potentials inherent in most AI systems imply a shift in 

agency, moving from human actors to AI agents, which significantly shape new practices (e.g., across 

healthcare, agriculture, autonomous vehicles) and thereby new forms of organization.   

Novel AI systems and agents are embedded in existing digital infrastructures and operate within 

an institutional framework that enables or constrains various activities (Baskerville et al., 2019). The 

socio-economic embeddedness of AI systems means that some AI agents may affect and alter existing 

social practices and ways of organization in swift and transforming ways. At the same time, their 

implementation may be subject to varying degrees of legitimacy, depending on the field and area of 

implementation. Digital infrastructures, however, tend to emerge more rapidly than institutional 

infrastructures (e.g., laws and regulations), which is commonly referred to as the pacing problem 

(Hagemann et al., 2018). This may create extensive issues if negative externalities are associated with 

fast-moving technological implementation that is at odds with existing structures or norms for 

specific actors or groups of a population (Buolamwini & Gebru, 2018; Obermeyer et al., 2019). 

Tensions also arise as human actions increasingly have become subject to ‘informatization’ where 

behavior is tracked, sometimes unknowingly, through the collection of new data points (Kallinikos, 

2011; Zuboff, 1988; Zuboff, 2019). Data is derived from social networks and online interactions, 

facial recognition technologies, driving behavior, apps recording location data, and so on. The wide 

range of AI implementations and some of the associated tensions captured by the pacing problem 

guide and motivate the research question of this paper, which seeks to understand how AI-induced 

fields are subject to varying degrees of legitimacy as well as processes of institutionalization. 

Views from institutional- and information systems (IS) theory are combined to conceptualize how 

AI fields achieve socio-technological legitimacy. Attention is placed on how AI diffusion is accepted 

or rejected under varying socio-economic conditions.  

Elements from information systems theory elaborate on the notion of digital infrastructure 

(Constantinides et al., 2018; Henfridsson & Bygstad, 2013; Yoo et al., 2010), which signifies a range 

of interconnected technologies (e.g., Internet, Platforms, IoT) that contribute to realizing the action 

potentials of novel AI agents and associated processes of information collection.  

Institutional theory introduces the concept of fields, which denote distinct areas of AI 

implementation and organization by a diverse range of actors. Elements from institutional theory, i.e., 
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institutional work (Lawrence & Suddaby, 2006), logics (Thornton et al., 2012), and infrastructure 

(Hinings et al., 2017), are applied in order to conceptualize how processes of AI-induced digitization 

affect the evolution and governance of organizations (Powell et al., 2017). Theory surrounding 

institutional work is applied to understand how actors accomplish the social construction of logics, 

i.e., rules, scripts, schemas, and cultural accounts. These areas signify where human actors and AI 

agents may challenge existing organizational or institutional practices and boundaries, which may 

result in difficulties associated with legitimization. Adding the institutional perspective is about how 

“digitally-enabled institutional arrangements emerge and diffuse both through fields and 

organizations” (Hinings et al., 2017, p. 53). The paper’s primary focus is placed on the interplay 

between existing and new and emerging institutional arrangements and the role of AI in altering ways 

of organization.  

Building on institutional- and information systems (IS) theory, the paper proposes a novel 

conceptual framework for analyzing and understanding AI-induced field change. The framework 

builds on Zietsma et al.’s. (2017) concept of pathways of change, which outlines how a field is likely 

to move between states from emerging/aligning to fragmented, contested, and established, depending 

on the coherency in logics and elaboration of institutional infrastructure. The proposed framework 

adds the notion of digital infrastructure elaborated through the constructs of technological maturity, 

data, and AI autonomy, which enables an assessment of the impact of AI systems on existing forms 

of institutional infrastructure. Where digital and institutional infrastructure is well-elaborated in terms 

of organizational practices, rules, and processes, the field can be considered established. If a field is 

emerging or aligning, on the other hand, its digital and institutional infrastructure will be nascent and 

unelaborate. The developed framework is illustrated through application to the field of facial 

recognition technologies in the United States. 

The paper contributes by elaborating on existing information systems theory by adding the 

institutional perspective to understand the dispersion of AI technologies. Clarity is gained in assessing 

how AI technologies move within and between fields, which is interpreted through a technology’s 

elaboration of institutional and digital infrastructure, which in combination informs a technology’s 

perceived degree of legitimacy. 

The paper is structured as follows. Section 2 elaborates on institutional theory and the 

characteristics of digital infrastructure. Section 3 presents a framework for understanding AI-induced 
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field change. Section 4 applies the framework through illustration. Section 5 deliberates on pathways 

of change, referring to how AI fields become institutionalized, and section 6 discusses obstacles to 

legitimacy and paths forward in terms of governance. Section 7 concludes. 

2. Institutional Theory and AI Agents  

In organization theory, the idea of institutional infrastructure reflects the embeddedness of 

organizations within fields and the structuration of fields that occurs through interactions and activity 

among actors (Dacin et al., 1999). Over the last few decades, organizational fields have become more 

dynamic and boundaries between fields have become more porous, due to the introduction of new 

digital infrastructures, such as the Internet (Powell et al., 2017, p. 336).  

Early institutional theory developed the notion that organizations come to resemble each other 

due to socio-cultural pressures, which provide a source of legitimacy (Meyer & Rowan, 1977). A 

central process is isomorphism, demonstrating that organizations are likely to converge through 

normative, mimetic, and coercive pressures (DiMaggio & Powell, 1983). Mimetic isomorphism holds 

that organizational legitimacy is achieved by copying other organizations and their technologies and 

practices. Coercive legitimacy refers to societal legitimacy, which often is achieved through 

legislation. In contrast, normative legitimacy can be viewed as derived from appropriate professional 

standards and social acceptance of new technologies. Socio-cultural beliefs and practices thus play 

an essential role in the adoption of new technologies and innovations and contingent processes of 

legitimization (Hinings et al., 2018). 

Competing institutions may lie within individual populations that inhabit a field, while fields may 

be contested by multiple institutional logics (Reay & Hinings, 2005; 2009; Greenwood, Raynard, 

Kodeih, Micelotta, & Lounsbury, 2011; Gawer & Phillips, 2013; Scott, 2014). Institutional logics 

describe a field’s “socially constructed, historical patterns of material practices, assumptions, values, 

beliefs, and rules” (Thornton & Ocasio, 1999: 804). The institutional logics perspective deals with 

the interrelationships among individuals, institutions, and organizations, i.e., the actors of a field.  

Institutional work, on the other hand, emphasizes a conceptual shift towards individuals and 

organization’s actions that are “dependent on cognitive (rather than affective) processes and 

structures and thus suggests an approach… that focuses on understanding how actors accomplish the 
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social construction of rules, scripts, schemas, and cultural accounts” (Lawrence & Suddaby, 2006: 

218). 

When the two approaches are held together, i.e., logics and interrelationships, and structures and 

practices, these can be expressed as the institutional infrastructure of a field. Institutional 

infrastructure is established through adjacent activities such as rules, regulations, certifications, and 

reporting against principles, codes, and standards (Waddock, 2008). Institutional infrastructure can 

be clarified in terms of its degree of elaboration (high, low), as well as coherency in logics (unitary, 

competing) (Hinings et al., 2017).  

Novel AI agents operating in varying systems also embody distinct logics and cognitive functions 

(Floridi & Sanders, 2004). While these functions are defined by human actors (e.g., engineers in a 

company), AI agents remain autonomous in varying degrees, i.e., they are to some extent able to act 

independently based on intrinsic flows of information. This implies that AI agents have the autonomy 

to act on (e.g., judicial evidence, road conditions, etc.) and interact with (e.g., speech recognition, 

chatbots) their environments. This new form of artificial agency confounds the paradox of embedded 

agency, i.e., how actors can change institutions when their actions are conditioned by those same 

institutions (Holm, 1995), by the implication of an AI’s ability to shape human behavior and ways of 

organization – sometimes simultaneously. In other words, algorithms can affect how we 

conceptualize the world while modifying socio-political forms of organization (Floridi, 2014). 

Algorithms can be seen as non-human agents endowed with the ability to evaluate, rank, and 

reward or punish individuals’ actions and positions based on pre-programmed instructions that shape 

social relationships (Curchod, Patriotta, Cohen, & Neysen, 2020; Orlikowski & Scott, 2008). 

Algorithms, however, are often compressed and hidden, and we do not encounter them in the same 

way that we encounter traditional rules (Lash, 2007; Beer, 2017). The increasing reliance on 

algorithms as instruments for the regulation of social relationships, coupled with the obscurity of 

algorithmic evaluation systems, is evidence of new yet subtle ways of exercising power, which alters 

existing power-dependencies, e.g., through surveillance, online interaction, and so on. Algorithms are 

therefore implicated in the constitution and reproduction of power asymmetries that regulate 

individuals’ behaviors and ensure their compliance with predefined standards, which in turn can 

affect human agency (Curchod et al., 2020). It is difficult, however, to identify ex-ante what the socio-

economic effects of scaling an AI-system will be (Henfridsson et al., 2018; Rai, Constantinides, & 



 178 

Sarker, 2019), which warrants that extensive experimentation through application may be necessary 

before AI-based technological diffusion and legitimization are likely to take place.  

Institutional logics and institutional work provide a foundation to understand the rationalities and 

practices of actors that implement novel AI agents and the AI agents’ systemic impact on their 

surroundings through their socio-economic embeddedness. An analysis of AI agents predicated on 

institutional work and logics can be placed either at the micro-level, seeking to understand the impact 

of individual AI agents on specific socio-economic practices, or at the meso-level, seeking to 

understand how actors influence the legitimacy of AI applications in a field. That is, how AI diffusion 

is adopted and accepted, or rejected, under varying socio-economic and technological conditions.  

2.1 Digital Infrastructure 

Digital infrastructure is made from a multitude of digital building blocks and is defined as the 

computing and network resources that allow multiple stakeholders to orchestrate their service and 

content needs (Constantinides et al., 2018). Digital infrastructures are distinct from traditional 

infrastructures because of their ability to collect, store, and make digital data available across many 

systems and devices simultaneously (Constantinides et al., 2018). Examples of digital infrastructures 

include the Internet (Hanseth & Lyytinen, 2010; Monteiro, 1998); data centers; open standards, e.g., 

IEEE 802.11 (Wi-Fi); and consumer devices such as smartphones. 

Henfridsson et al. (2018, p. 90) describe “digital resources” as entities that serve as building 

blocks in the creation and capture of value from information. While AI technologies are assembled 

as digital building blocks, a distinction needs to be made between traditional software systems (i.e., 

ERP, CRM, WordPress, etc.) and novel AI systems (computer vision, machine learning, etc.). This 

distinction is important, as a new kind of embedded agency is inherent in most AI systems and renders 

these as “organizers,” “predictors,” or “controllers” of data flows that are captured by digital 

infrastructures (Russell & Norvig, 2010). 

Most digital building blocks are made accessible through online platforms or are proprietarily 

assembled through open-source code. Digital building blocks are transformational due to the 

innovative patterns that can be established through “use-recombination” (Henfridsson et al., 2018), 

while there needs to be separate legitimacy for each building block, as well as collective legitimacy 

for a new institutional arrangement to emerge (Hinings et al., 2018). It may, for example, be that a 

platform-based building block holds legitimacy (e.g., a cloud-based AI facial recognition system) 
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because it performs within a predefined level of accuracy. However, for the organizational or broader 

institutional arrangement to gain legitimacy, the embeddedness of the building block into a socio-

economic system needs to be accepted at a much broader level of implementation.  

As digital building blocks are created by engineers, and as humans are subject to bias 

(Parasuraman & Manzey, 2010), this means that the values of the designer can be “frozen into the 

code, effectively institutionalizing those values’’ (Macnish, 2012: 158). Friedman and Nissenbaum 

(1996) argue that bias in computer systems can arise in three distinct ways, referring to (1) pre-

existing social values found in the ‘‘social institutions, practices, and attitudes’’ from which 

technology emerges, (2) technical constraints, and (3) emergent aspects that arise through usage, 

which only can be known ex-post. The distinction between social and technical bias has also been 

referred to as normative and epistemic concerns (Mittelstadt et al., 2016) or structural and functional 

risks (Nuno et al., 2021). Functional risks refer to technical areas such as the design and operation of 

an AI system, including datasets, bias, and performance issues. In contrast, structural risks refer to 

the ethical implications of an AI system, including the societal effects of automated decisions. 

Based on a synthesis of the above considerations, I propose using three analytical constructs, 

referring to technological maturity, data, and AI-autonomy, to signify a field’s relative elaboration of 

digital infrastructure. The constructs have been selected as they embody some of the main features of 

AI-induced digital infrastructure associated with (1) the algorithm, (2) its use of data, and (3) its 

ability to act, as well as the likely ramifications of those actions. Each of the three constructs is 

elaborated in greater detail below. 

 

2.2 Technological Maturity, Data, and AI Autonomy 

2.2.1 Technological Maturity  

AI systems can be associated with different degrees of technological maturity, both in terms of 

the accuracy of the system (Zhu et al., 2018) and the elaboration of adjacent technological standards 

(Garud et al., 2002). The accuracy of an AI model refers to whether it operates within a predefined 

‘acceptable’ level of performance. In the case of autonomous vehicle safety, for instance, an AI-

controller is expected to hold the ability to locate persons and objects from a distance of 100 meters 

with an accuracy of +/– 20 cm, within a false negative rate of 1% and false-positive rate of 5% 

(Grigorescu et al., 2020). High accuracy alone may not be sufficient in some areas that involve high-
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stakes decisions (e.g., autonomous driving, credit applications, judicial decisions, and medical 

recommendations), as these applications require greater trust in their associated services (Arnold et 

al., 2019). In high-risk areas, the functional aspects of a model (i.e., accuracy, data, etc.) must be 

further elaborated through measures such as certification, testing, auditing, and the elaboration of 

technological standards, which refers back to the institutional infrastructure of a field.  

Depending on the context and the area of use, a range of quantitative measures can be used to 

evaluate the technological maturity of an AI-induced field. Some suggestions include the measures 

of scientific output, e.g., research papers, citations, and the intellectual property rights that surround 

a given field. Important questions relate to whether emerging algorithmic capabilities are under 

development and going through testing stages or already being widely deployed by a small or a large 

number of actors. For structural implications, it is essential to ask questions such as: how does the 

technological maturity and elaboration (of immature/mature) AI-induced digital infrastructures affect 

a field? For example, the implementation of chatbots, which may have performed with sufficient 

accuracy under test environments, has proved to display racial biases and prejudices, as the algorithm 

continues to learn during actual implementation, which aggravates social harm for certain groups of 

the population (Schlesinger et al., 2018). The elements used to evaluate and decide whether an AI 

system is mature or immature are therefore dependent on the system’s context of implementation, 

which renders technical aspects alone insufficient when assessing the technological maturity of AI 

models and associated digital infrastructure.  

Several methods have been proposed to evaluate predictive models, such as “model cards for 

model reporting” (Mitchell et al., 2019), “nutrition labels for rankings” (Yang et al., 2018), 

“algorithmic impact assessment” forms (Reisman et al., 2018), as well as “fact sheets” (Arnold et al., 

2019). These frameworks can help organizations establish new organizational practices that 

characterize model specifications more coherently while paying special attention to attributes such as 

accuracy, bias, consistency, transparency, interpretability, and fairness.  

At a general level, when dominant standards are in place and the accuracy of an AI system is 

deemed safe, reliable, and trustworthy, digital infrastructure is considered elaborate and, therefore, 

higher field legitimacy is expected. If a technology is considered immature, inaccurate, or 

insufficiently tested, the surrounding digital infrastructure would be considered unelaborate.  
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2.2.2 Data  

The nature of the data that feeds into an AI model or system is also essential. Data can be classified 

as sensitive (e.g., health-related) or non-sensitive (e.g., weather-related), and the nature of the data 

can be private (i.e., individual data) or public (common/pooled data) (Coyle et al., 2020). Data can 

also be biased, which makes AI systems prone to inherit either individually coded forms of bias or 

biases that result from historical or cultural practices, which are reflected in the training data, and 

could be adopted by the algorithm (Barocas & Selbst, 2014). For an algorithm to be effective, its 

training data must be representative of the communities that it impacts. The use of digital 

infrastructures by individuals, machines, and communities requires institutions to negotiate how bits 

containing various information legitimately can be utilized and (re)arranged by organizations. 

Several methods have been proposed to evaluate data and machine learning models under a 

variety of conditions. For data, these include “data statements” (Bender & Friedman, 2018), 

“datasheets for data sets” (Gebru et al., 2020) and “nutrition labels for data sets” (Stoyanovich & 

Howe, 2019), which seek to evaluate the data that goes into a model across training, testing, and post-

implementation scenarios.  

Sound data practices that are transparent, well-documented, and privacy-preserving are generally 

associated with a more elaborate digital infrastructure. Data practices that are biased, undocumented, 

or otherwise disputed could be considered a sign of unelaborate digital infrastructure. 

 

2.2.3 AI Autonomy  

AI agents act with varying degrees of autonomy. The explorative actions of an autonomous 

learning agent may, however, not always be known and can be subject to change depending on the 

data that is fed into the model (Amodei et al., 2016). An AI agent can have limited or extensive 

autonomy to make decisions, while the decisions of an AI agent can have a lenient (e.g., recommender 

engine, smart speaker) or a severe (e.g., autonomous vehicle, incarceration system, facial recognition) 

impact on individuals as well as its surroundings, if the algorithm is inaccurate, fails, or is otherwise 

at fault. In the case of facial recognition systems, that could include excessive collection of data or 

unwilling intrusion of privacy, for example. The categorization of an agent’s autonomy, therefore, 

includes its ability to act and the possible ramifications of its actions. The perceived risk of an AI 

agent can be understood as the probability that a disruptive event occurs, multiplied by the severity 
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of potential harm to an individual or form of organization (Nuno et al., 2021). The definition of ‘harm’ 

and the computation of probability and severity is context-dependent and varies across sectors. For 

instance, the impact of an autonomous decision in medical diagnosis could, arguably, be more 

significant than that of a product recommendation system (Personal Data Protection Commission, 

2020). Relevant questions include: what risks may be present in model usage, as well as identification 

of the potential recipients, likelihood, and magnitude of harm (Amodei et al., 2016). Where risks are 

taken into consideration and are sufficiently mitigated to avoid potential harms, the digital 

infrastructure could be considered elaborate. 

The elaboration of AI-associated digital infrastructure across the constructs of technological 

maturity, data, and AI autonomy, remains subject to qualitative and quantitative judgments and 

measures, which are field-dependent and linked to idiosyncrasies across functional (technical) as well 

as structural (ethical) risks and considerations. 

 

2.3 Governance 

Since field-level advancements in AI are context-dependent, this means that the existing 

institutional infrastructure and logics negotiate the actual impact that a technology is allowed to have 

within a given social context, which differs across geographies. In other words, the flexibility of a 

digital infrastructure is often restricted by socio-technical and regulatory arrangements (e.g., 

restrictions on autonomous vehicles, regulations on the use of patients’ medical data, etc.). Often, 

layered and interoperable standards and common definitions of application and service interfaces 

guide the use and growth of digital infrastructures (Tilson et al., 2010) and are necessary for digital 

infrastructure’s wider processes of institutionalization. As large technology companies usually are 

the leading innovators of a field, these also carry a crucial weight in the direction of new technology 

standards (Pisano & Teece, 2007), which generally affect how an industry or a field continues to 

evolve. Typically, private actors orchestrate ecosystems and associated digital infrastructures, which 

brings issues to the forefront, such as the challenge of establishing a governance system, reproducing 

social order, and incorporating aspects of value appropriation and control (Botzem & Dobusch, 2012; 

Djelic & Sahlin-Andersson, 2006; Garud et al., 2002; Garud & Karnøe, 2003; Raynard, 2016). 

The process that renders digital infrastructures institutional occurs when innovators infuse 

specific norms, values, and logics, as well as forms of governance and technological control, into the 
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infrastructure as the infrastructure becomes more widely adopted and legitimized over time (Gawer 

& Phillips, 2013; Orlikowski, 2007; Orlikowski & Scott, 2008). Digital institutional infrastructure 

can thus be viewed as the integration of digital infrastructure and institutional infrastructure, which 

is defined as “standard-setting digital technologies that enable, constrain and coordinate numerous 

actors’ actions and interactions in ecosystems, fields, or industries” (Hinings et al., 2018, p. 54). 

3. A Conceptual Framework for Understanding AI-Induced Field Change  

By integrating insights from institutional theory (work, logics) with information systems theory 

(digital infrastructure), I propose the use of a novel framework for analyzing AI-induced field change 

(Table 1). The framework builds on Zietsma et al.’s (Zietsma et al. 2017) conceptualization of 

pathways of change, which hypothesizes how actors drive change across different sets of field 

circumstances. The proposed framework extends existing work (Zietsma et al., 2017) by 

incorporating the notion of AI-associated digital infrastructures, which has implications for the 

structure and organization of (digital) institutions going forward. 

The framework constrains the analyst first to consider varying actors and their position in a field 

before elaborating on their abilities to affect the direction of a field, either through the introduction 

of new technology, regulation, or a social movement. Next, the relationship among actors and their 

coherency in logics is considered. When logics are unitary, greater field alignment is expected, 

whereas competing logics means that a field is unsettled. The elaboration of institutional 

infrastructure is considered by looking at the practices and actions of individual actors and 

organizations in terms of creating, maintaining, and disrupting institutions over time. The notion of 

field structuring events is particularly important, both in terms of logic formation or disruption and 

the elaboration of the institutional infrastructure of a field.  

The AI-associated digital infrastructure of a field is signified by the proposed constructs of 

technological maturity, data specification, and the relative autonomy of an AI system. Technological 

maturity refers to the perceived accuracy of an AI agent and the elaboration of areas such as standards, 

research, and intellectual property. The data linked to a model is another important source of 

institutional legitimacy, both functionally (e.g., non-biased data) and structurally (e.g., how an 

organization is engaged in practices of data collection and usage). Autonomy refers to the relative 

impact of an AI agent on its general environment and its potential for exacerbating structural risks 
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and creating harm. At last, the governance of a field and the mechanisms that guide algorithmic 

implementation are considered.  

 

Table 1. Framework for Analyzing AI-Induced Field Change and Legitimization 

 

Based on coherency in logics (unitary, competing) (Hinings et al., 2017) and the elaboration of 

institutional infrastructure (high, low) (Greenwood et al., 2011), a four-fold classification of field 

conditions is produced. The classification is used to consider whether there are settled or unsettled 

logic prioritizations and limited or elaborated digital and institutional infrastructure (Figure 1) 

(Zietsma et al., 2017). 

Where digital and institutional infrastructure is highly elaborate and there is a unitary dominant 

logic within the field, the field can be described as established and relatively stable, i.e., the 

ACTORS 

-Subject position: central, middle status, and peripheral actors 

-Characterized by roles or functions, i.e., field-structuring or governing organizations, formal governance units, 

field coordinators, etc. 

DIGITAL INSTITUTIONAL INFRASTRUCTURE 

-Standard-setting digital technologies that enable, constrain, and coordinate numerous actors’ actions and 

interactions in ecosystems, fields, or industries (Hinings et al., 2018).  

INSTITUTIONAL INFRASTRUCTURE DIGITAL INFRASTRUCTURE 

Established through activities such as: certifying, 

assuring, and reporting against principles, codes, rules, 

and standards, as well as through the formation of new 

associations and networks among organizations, 

including official rules and regulations (Waddock, 

2008).  

 

Logics: refers to the relationships among individuals 

and organizations in the field. Logics can be competing 

or unitary. They may be based on market, social, and 

other considerations. 

Work: refers to the practices and actions of individuals 

and organizations that have implications for creating, 

maintaining, and disrupting institutions over time. 

Looks at the effect of institutional change on areas such 

as hierarchies of status and influence, as well as 

subsequent power relations. Incorporates the notion of 

field structuring events, which informs or disrupts logic 

formation. 

Established from a multitude of digital building blocks, 

defined as the computing and network resources that 

allow multiple stakeholders to orchestrate their service 

and content needs (Constantinides et al., 2018).  

 

Technological Maturity: refers to the elaboration of 

hardware and software-based infrastructures and 

associated technological standards. Includes the 

perceived accuracy, safety, and reliability of an AI 

system/agent.  

Data: refers to the data that is used in a model, which 

either can be sensitive or non-sensitive, private or 

publicly available, centralized or decentralized, and may 

be linked to varying forms of ownership. 

Autonomy: refers to whether the AI agent holds limited 

or extensive autonomy to act and whether the agent’s 

actions have a negligible or a considerable impact on its 

environment and surroundings.  

GOVERNANCE 

-Combinations of public and private, formal and informal systems that exercise control within a field.  

-Units and processes that ensure compliance with rules and facilitate ‘the functioning and reproduction of the 

system (e.g., standards, regulations, and social control agents that monitor and enforce these). 
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institutional infrastructure is coherent (Zietsma et al., 2017). Formal governance and informal 

infrastructure elements are elaborate and likely to reinforce each other, leading to a coherent sense of 

what is legitimate or not within the organizational field (Zietsma & Lawrence, 2010). 

In fields with highly elaborate institutional infrastructure but competing logics (low coherency), 

there could be multiple governance and digital and institutional infrastructure arrangements (Zietsma 

et al., 2017). These arrangements may conflict with one another or compete for dominance, making 

the field contested (Reay & Hinings, 2005; Rao, Morrill, & Zald, 2000). Contested refers both to 

competing digital infrastructures (e.g., technological standards, varying models, and levels of 

algorithmic accuracy) and to stakeholders with opposing views.  

Fields with low coherency and limited elaboration of digital and institutional infrastructure are 

described as fragmented, with competing conceptions of what is legitimate. Fields may be fragmented 

if they emerge in intermediate positions (e.g., biotechnology), which draw on logics and practices 

from diverse but neighboring fields (Powell & Sandholtz, 2012). A field may also be fragmented as 

new actors enter an existing field with innovative ideas and designs about products, courses of action, 

behaviors, and new structures and ways of organizing (Patvardhan et al., 2015). For instance, in the 

field of facial recognition technology, multiple competing logics move across stakeholders and 

demonstrate incoherent views over technical accuracy and the ability of FRT to enhance public safety. 

Many differing views paired with a limited (but expanding) digital infrastructure situates the field in 

the fragmented quadrant. 

When infrastructure has a low degree of elaboration but a high degree of coherency in logics, the 

field is described as emerging or aligning (Hinings et al., 2017). While the lack of digital and 

institutional infrastructure in an emerging field may create room for experimentation and change, it 

may also limit field members’ ability to define and acquire legitimacy. This contributes to ambiguity 

and the need to draw on inappropriate infrastructure from adjacent fields. One example could be the 

emergence of autonomous vehicles, the governance of which draws on existing legal frameworks 

regarding liability that may be ill-suited to cover accompanying changes in agency and responsibility.  

Categorizing a field’s present condition and its potential trajectories enables us to get a deeper 

understanding of possible areas of contestation, fragmentation, or alignment, as well as what it takes 

for an AI-induced field to grow established over time. Before these conditions are further discussed 

in section 5, the following section applies the developed framework (Table 1) to the field of facial 
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recognition technologies in the United States. The application briefly illustrates the utility of the 

framework in terms of assessing field elaboration; future studies may apply the framework to analyze 

specific case studies at greater depths.  

 

Figure 1: Digital / Institutional Infrastructure and Logics: Framework for Field-Change. Modified from (Zietsma et al., 

2017). 

 

 

 

4. Analyzing AI-Induced Field Change and Legitimization: Facial Recognition Technology  

4.1 Actors 

The proliferation of facial recognition technologies in the United States has been supported by 

large technology companies, which are the central actors in the field (e.g., Apple, Amazon, Google, 

Microsoft, IBM). While these companies provide their own applications directly to the market, they 

also modularize facial-recognition technologies and make them accessible for complementors on 

their platforms. This makes them field structuring organizations, since the modularization of FRT 



Article II 

 187 

systems embodies best practices and de-facto industry standards with which other companies align. 

Central actors include adopters of FRT systems, while many of these are US public sector agencies. 

Contractors that specialize in delivering FRT technology to law-enforcement agencies and the 

National Institute of Standards and Technology (NIST) hold intermediate positions. Peripheral actors 

include multistakeholder organizations such as the Partnership on AI, non-profit research 

organizations such as the Center for Data and Society, and research institutes such as The AI Now 

Institute (NYU). These actors affect the field through public reports and commentaries, paying 

particular attention to issues of technological implementation and social ramifications. Peripheral 

actors also include opponents of FRT systems, both in the form of activists and civil society 

organizations such as The American Civil Liberties Union (ACLU).  

 

4.2 Logics 

The dominant logics behind FRTs has been driven by private sector companies focused on gaining 

market share. The logic behind adoption is motivated by enhancing public safety measures, e.g., 

identifying criminals, screening travelers, and processing border immigration. Both logics are highly 

contested by peripheral actors, e.g., company activists and civil rights organizations (Hao, 2020b), 

citing that inaccurate technologies hold the potential of exacerbating racial and social biases and 

inequities. This signifies that emergent dominant logics are at odds with existing social arrangements, 

including structures of power and governance, which makes the technology heavily resisted (Furnari, 

2016).  

 

4.3 Work: Field-Structuring Events 

In 2019, the local government of San Francisco became the first city in the United States to ban 

the use of FRTs by local agencies. In the spring of 2020, nationwide protests against police brutality 

and racial profiling caused several central actors (IBM, Amazon, and Microsoft) to stop providing 

FRT technologies to law enforcement agencies altogether. IBM called for “a national dialogue on 

whether and how facial recognition technology should be deployed by domestic law enforcement 

agencies” (Krishna, 2020, p.1), and Amazon announced a one-year moratorium on police use of its 

facial recognition technology, giving policymakers time to set appropriate rules around the use of the 
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technology. Microsoft declared that it would not sell FRT technology to police departments in the 

United States until a federal law that regulates the technology exists. These actions by some of the 

central actors in the field signal that the existing institutional infrastructure remains inadequate in 

governing and addressing the current expansion of FRT-related digital infrastructure. This indicates 

that even as central actors on the procurement side include many public sector agencies, the necessary 

institutional infrastructure to guide potential ramifications of immature technological adoption has 

not yet been formulated. Greater alignment between stakeholders across industry, government, and 

civil society is currently needed to secure ongoing legitimacy and greater field-level elaboration and 

use of facial recognition technologies.  

 

4.4 Technological Maturity 

In terms of technological maturity, verification algorithms have achieved accuracy scores of up 

to 99.97% on standard assessments like the National Institute for Standards and Technology (NIST) 

Facial Recognition Vendor Test (NIST, 2020). For identification systems, error rates tend to climb 

when high-quality images are replaced with the feed of live cameras that generally are utilized in 

public spaces. Aging is another factor that affects error rates, and accuracies of FRT systems also 

differ considerably across gender and race (Buolamwini & Gebru, 2018). The context, i.e., the 

specific area of implementation and use, has wide-reaching consequences for the accuracy rates of 

individual FRT systems. 

 

4.5 Data 

Issues of legitimacy are also inherent concerning the kinds of data used for training FRT 

algorithms. Many databases rely on publicly available face-annotated data, which in some cases are 

scraped directly from social media platforms and have raised issues over privacy and consent (Hao, 

2020a). The company Clearview has, for example, assembled a database containing some 3 billion 

images, including many that have been scraped from public-facing social media platforms (Hill, 

2020a). This raises concerns about the legitimacy of data rights and usage, and the ability of the 

existing institutional infrastructure to provide and safeguard associated rights. The quantity of data 

is, in many cases, necessary for algorithmic training and for retaining high levels of accuracy post-
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deployment. This means that private and public actors have an incentive to create rich and centralized 

databases (e.g., new biometric data). In several states (e.g., Texas, Florida, and Illinois), the FBI is 

allowed to use facial recognition technology to scan through the Department of Motor Vehicles 

(DMV) database of drivers’ license photos (Ghaffary & Molla, 2019) in order to generate a more 

coherent and centralized biometric database. As these kinds of data contain personal information, 

they are classified as being sensitive and vulnerable, both in terms of misuse and in relation to 

cybersecurity breaches and possible identity theft (Coyle et al., 2020). 

 

4.6 Autonomy 

AI in facial recognition systems is perceived as a new kind of social control agent, which may 

exert autonomy over law-enforcement officers in relation to issuing arrest orders. If the accuracy of 

a system is flawed, an officer’s actions are likely to cause social harm whenever an innocent citizen 

is arrested (Hill, 2020b). The adoption of facial recognition systems for use in law enforcement alters 

existing power dependencies, as officers have to trust in and act on the information rendered to them 

by the system. Facial recognition systems are thus shaping entirely new practices and forms of 

organization in which the autonomy of the AI agent is dependent on the delivery of accurate 

information, which could reinforce a drive towards data centralization.  

 

4.7 Governance 

The field of facial recognition technology is fragmented and exhibits low coherency and limited 

elaboration in terms of institutional infrastructure. A lack of governance is most readily seen in the 

absence of coherent rules and regulations, while the field is currently going through a shift from self-

regulation toward more formalized governance arrangements. This shift has been called for by 

peripheral actors and, more recently, by central actors from the private sector, which demands new 

rules to guide legitimate implementation. The case of facial recognition technologies used by law-

enforcement highlights the critical role of culture and politics involved in the organization of markets 

and in creating the governing ‘rules of the game’ (North, 1990; Fligstein, 2001; Fligstein & McAdam, 

2013). 
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5. Pathways of Change: How AI Fields Move and Gain legitimacy 

In order to move from a static to a more dynamic analysis of the conditions related to field change, 

this section applies the concept of ‘pathways of change’ to several AI systems and technologies. As 

evident, each area of AI implementation is subject to idiosyncrasies linked to a field’s specific form 

of digital and institutional infrastructure. Pathways of change suggest that there are some 

commonalities in how fields are likely to evolve and where obstacles to legitimization and 

institutionalization may be found. In order to understand how fields move between states, special 

attention needs to be placed on the scope of change (i.e., which elements change and how much 

changes)(Maguire & Hardy, 2009), as well as the pace of change (i.e., the speed at which a field 

moves from one condition to another)(Amis et al., 2004).  

In the case of facial recognition technologies, the field is currently moving from the fragmented 

towards the contested quadrant as the number of use-cases (e.g., public surveillance, airport check-

ins, smartphones, doorbells, etc.) continues to expand. While digital infrastructures are expanding, 

the field is represented by incoherent logics and sparse institutional infrastructure. For example, 

verification-based FRTs (e.g., unlocking a smartphone) are well-established practices that exhibit 

legitimate institutionalized functions. Identification-based FRTs (e.g., public surveillance), on the 

other hand, are more likely to stay contested due to having a lower degree of algorithmic accuracy, 

which is paired with more severe social impacts linked to the autonomy of AI agents, and how these 

alter existing power structures. For the field to become more established, a shift from self-regulation 

toward formalized governance arrangements is needed. In more authoritarian settings, such as in 

China, the field of facial recognition is already on its way to becoming established. This signifies that 

a country’s socio-political setting informs its institutional infrastructure, which has important 

implications for a technology’s path towards legitimization.  

A pathway that moves from an aligning or emerging field condition to an established condition 

usually involves a process of convergence, which is commonly observed in the institutionalization of 

most fields (see, e.g., Munir & Phillips, 2005). The field of autonomous vehicles, for example, is 

characterized by its emerging digital and institutional infrastructure, which has a low degree of 

elaboration but some coherency in terms of logics. While the field is currently aligning at a relatively 

slow pace, it is developing as an extension of an existing field (auto infrastructure) that has been 

elaborated over decades. However, large parts of the existing infrastructure are challenged by the 
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introduction of novel AI agents and a transfer in autonomy from humans to machines. As the digital 

infrastructure is further elaborated, which entails more mixed-autonomy vehicles on the road, the 

field could move towards the contested quadrant, as logics associated with safety and liability are 

disputed. If the rules and regulations to handle negative externalities brought about by algorithmic 

errors are not in place, the field would likely stay in the contested quadrant. As the advent of 

autonomous vehicles shifts liability (Marchant & Lindor, 2012), the scope of change demands that 

an entirely new institutional infrastructure needs to be developed and elaborated by insurers, 

policymakers, legislators, and automakers. This process could take years and be subject to multiple 

areas of contestation among stakeholders. 

Another common pathway is the movement from an established to a contested field condition. 

This move is likely to occur through more disruptive change, either an exogenous shock, e.g., new 

regulation or a strong social movement, or through the challenging of the status quo by a new or 

peripheral actor (Castel & Friedberg, 2010; Hensmans, 2003). The use of recommender engines (RE), 

which suggests products, services, and other online information to users based on prior data, is already 

a well-established practice but could grow more contested due to incoherent logics. RE’s have, for 

example, been argued to create fragmentation by limiting a user’s media exposure to a set of 

predefined interests or objectives (Sunstein, 2007). This could have undesirable social consequences 

as people’s preferences may be guided towards echo chambers where alternate views are missing, 

which could impede decisional autonomy (Hosanagar et al., 2014; Newell & Marabelli, 2015). Other 

actors argue that existing data are inconclusive, and some research suggests that recommenders 

appear to create commonality, not fragmentation (Van Alstyne & Brynjolfsson, 2005), implying that 

there is little cause to modify the current architecture of recommender engines. This incoherency in 

logics is coupled with information asymmetries between the AI agent and human actors concerning 

how and on which information a decision to recommend specific content is made. This lack of 

transparency and a lack of algorithmic knowledge by the general population arguably leaves some 

aspects of the current digital infrastructure in the contested quadrant. The governance of data and 

information that goes into an RE, for example, is partially situated in the contested quadrant, which 

could have broader field-level implications, and possibly force a coercive change in the form of new 

regulation. 
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When a field moves from an established position to (re)aligning under the emergent quadrant, 

change is usually observed through incremental modifications, with central actors often managing 

these (Zietsma et al., 2017). This incremental change sees the field realigning around new practices 

or relational channels while readjusting the institutional infrastructure. The field of smart speakers 

(Google Assistant, Siri, Alexa, etc.) has moved from the emerging to the established field quadrant 

over a relatively short time horizon. However, some elements of the digital infrastructure have been 

linked to concerns over data-collection and data privacy practices, which could cause the field to 

grow more contested. 

Other pathways of change include a move from a fragmented or contested condition to one that 

is aligning in the emergent quadrant. When looking at nascent AI areas such as Generative Pre-trained 

Transformer 3 (GPT-3), or deepfakes, these fields emerge in the fragmented quadrant due to 

incoherent logics coupled with institutional infrastructures that are unelaborate. While the inherent 

agency of these AI systems is emerging, their associated use of already elaborate digital infrastructure 

linked to the general information ecosystem makes them able to proliferate at rapid speeds. In terms 

of autonomy, these AI agents could have a considerable impact on their environment by exacerbating 

the spread of misinformation online. Therefore, a move from the fragmented quadrant toward greater 

alignment is needed, which may be formed as actors converge around new ideas, rules, and positions 

to inform and elaborate on the surrounding institutional infrastructure (Garud, 2008; Zilber, 2007). 

AI is currently changing organizational practices across a wide range of fields, which implies that 

new applications should be carefully considered in terms of their short-term impact on human 

behavior and long-run influences on institutional change. Insufficiently tested implementation of 

unsafe or biased algorithms can foster negative externalities, which can have severe consequences or 

may be detrimental to societal trust. An analysis of AI-associated digital institutional infrastructure, 

based on logics and work, and conceptualizations of technological maturity, data, and AI autonomy, 

contributes to assessing where potential areas of contestation or fragmentation could be found. These 

findings hold important implications for AI developers and adopters (e.g., engineers, managers, 

firms) and policymakers that seek to define new rules going forward. The implications and main 

takeaways of the paper are briefly discussed below before a conclusion is offered.  
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6. Discussion: Commonalities of AI-Induced Field Change & Pending Issues over Governance  

Through this illustration of the developed framework, three takeaways that move across varying 

kinds of AI-induced field change and legitimization are offered. Subject to discussion, these broadly 

refer to (1) altered power dependencies between humans and machines, (2) unresolved questions over 

data use and control, as well as (3) issues with the current elaboration of institutional infrastructure 

surrounding many forms of AI application.  

First, the autonomy of AI agents can affect existing power dependencies, which may cause 

friction as human behavior and ways of organization are influenced in ways that are hard to identify 

ex-ante (Curchod et al., 2020). In examples such as facial recognition, judicial AI systems, and 

autonomous vehicles, the AI-agent gains determining power over human actors, which have to trust 

the identifications or predictions of the AI agent. This transfer of autonomy is contingent on systemic 

trust, based on conceptualizations of technological maturity and ideas of machine-augmented 

perception that is expected to operate at cognitive levels that are equal to – or in many cases, exceed 

those of a human operator. Issues with field-level legitimization and nascent institutionalization 

processes are likely to arise when emerging systems are inaccurate, unsafe, or non-transparent, all of 

which erode trust across applications and causes fields to stay fragmented and logics to grow 

incoherent. Analyzing the field trajectories of such cases involves assessing what it takes for altered 

power dependencies to be conceived as legitimate practices, which is crucial for a field to move from 

fragmentation or contestation toward greater alignment of digital and institutional infrastructures.  

Second, an incentive for data-centralization is inherent in most digital infrastructures (based on 

technical and economic logics), which has implications for associated forms of organization. A lack 

of transparency during data collection and in markets for data leaves large populations unaware of 

where and how their data and information are being used, stored, and traded and for what purposes 

(Mittelstadt et al., 2016). The current organization of many digital infrastructures comes with the risk 

of deteriorating public trust in digital institutional infrastructures if data sources are used for socially 

disputed measures of public (e.g., safety) and private (e.g., market-based) forms of surveillance 

(Zuboff, 2019), or are being misused, e.g., due to large-scale data-breaches (Isaak & Hanna, 2018). 

This implies that the legitimacy of AI agents is highly contingent on the legitimate collection, use, 

and ownership of data, which otherwise could be a source of dispute that causes field-level 

disintegration. Regulations such as the European Union’s General Data Protection Regulation 
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(GDPR) should be seen as the first step of elaborating institutional infrastructure that seeks to move 

fields engaged in data collection from the contested quadrants toward greater establishment and 

coherency in logics. Over time this could imply a conceptual shift of companies moving from 

“owners” to “custodians” of individuals’ private data. Opening access to data and developing 

interactivity and an increased sense of ownership with users is a step that could gain traction to 

smoothen existing information asymmetries between central actors and individual end-users (Tene & 

Polonetsky, 2013). Similarly, enabling users to better understand and perhaps interact with specific 

AI agents (e.g., recommender engines) would empower users with a greater sense of ownership over 

how information is utilized and how it can influence behavior under varying circumstances. 

Third, where institutional infrastructure is considered inadequate during phases of market 

expansion, peripheral actors, such as civil society organizations, frequently work on outlining 

insufficient governance arrangements (Star, 2002). In many cases, institutional infrastructure must be 

elaborated before negative externalities erode systemic and institutional levels of trust, which causes 

a field to grow fragmented. If trust is eroded past specific barriers, technology developers and 

adopters will likely experience severe pushback from the general public. Public pushback forces 

central actors from the private sector to engage in new measures of self-regulation, which in some 

cases means scaling back digital infrastructure until a policy vacuum is filled by new legislative 

provisions. When logics are at odds with existing power structures or violate existing governance 

arrangements, these are also more likely to be resisted (Furnari, 2016).  

At the same time, the formulation of institutional infrastructure needs to emerge in more adaptive 

forms of organization (Taeihagh et al., 2021; Wang et al., 2018) that can consider the myriad ways 

in which AI systems influence and shape existing practices and ways of behavior. This warrants that 

new types of institutional engineering have to be embraced to keep up with rapidly expanding digital 

infrastructures while alleviating the pacing problem (Hagemann et al., 2018). Proposed measures of 

institutional adaptation to mitigate AI-induced externalities include enhanced measures of 

algorithmic auditing carried out by companies (Zarsky, 2016), third-party auditors (Clark & Hadfield, 

2019), or external regulators (Tutt, 2016). 

Auditing can create an ex-post procedural record of complex algorithmic decision-making to track 

inaccurate decisions or detect forms of discrimination, as well as biased data, practices, and other 

harms (Mittelstadt et al., 2016). When algorithms are designed without considering a population’s or 
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community’s needs, it has become apparent that both the algorithm and its implementer are likely to 

experience public pushback or outright rejection, which may obstruct other processes of AI 

legitimacy and adoption (Whittaker et al., 2018).  

As many fields continue to migrate from traditional forms of linear programming and further 

embrace autonomous learning algorithms – behavioral control is gradually transferred from the 

programmer to the algorithm and its operating environment (Matthias, 2004). During this process, 

“the modular design of systems can mean that no single person or group can fully grasp the manner 

in which the system will interact or respond to a complex flow of new inputs” (Allen, Wallach, & 

Smit, 2006: 14). In order to cope with AI-induced complexities, new governance structures have to 

be co-invented through greater stakeholder engagement among companies, civil society 

organizations, and policymakers in order to secure the inclusion of affected communities in the 

development of just algorithmic systems and processes going forward (Lee et al., 2019).  

The tradeoffs between algorithmic accuracy, transparency, and use of data and the rights to 

privacy, explanation, and redress remain subject to ongoing forms of mediation concerning the 

concomitant organizational practices that emerge at the intersection of human-machine-based 

interactions. While these tradeoffs have wide-ranging implications for the kind of institutions that are 

likely to emerge, the devising of inclusive yet reflexive institutional infrastructures that can 

encompass a wide variety of AI-associated risks remains a crucial area to be further studied and 

understood. 

7. Conclusion 

The increased presence of AI agents embedded in varying forms of organization entails that a 

whole range of AI-induced institutions is currently emerging. This paper makes three contributions 

that help elicit how AI-induced fields are subject to varying degrees of legitimacy as well as processes 

of institutionalization. First, the paper proposes a novel conceptual framework for analyzing AI-

induced field change. Second, it illustrates the utility of the framework and finds a set of common 

grounds for contestation associated with AI-induced field change and legitimization. Third, the paper 

points to the need for more adaptive organizations to emerge in response to the rapidly evolving 

digital infrastructures of AI systems. 
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The notion of pathways of change helps elicit the varying ways in which novel AI solutions are 

resisted, rejected, or accepted as legitimate practices over time. Assessing where a field is currently 

positioned, what its potential trajectories are or could be, and what needs to be done for a field to 

grow established and become legitimatized over time are essential considerations for stakeholders to 

consider. Such deliberations contribute to securing greater alignment between digital and institutional 

infrastructures, which is essential in mitigating negative externalities going forward.  

The logics of any algorithmic interaction and transparency with the information that guides the 

interaction need to be broadly examined to better understand how AI agents alter existing 

organizational dependencies. Only by understanding where certain negative externalities could 

potentially arise can organizations responsible for algorithmic development or implementation work 

on establishing the necessary institutional infrastructure (i.e., standards, rules, and processes) to keep 

such externalities in check. Transparent and reliable AI systems and enhanced human–AI interactions 

are crucial elements for the trajectory of most AI fields on their road to securing a broad sense of 

social legitimacy and growing established over time. As novel digital infrastructures continue to 

emerge, their road to becoming institutionalized structures of society must be thoroughly vetted and 

mitigated to secure fair, equitable, and trustworthy socio-technical interactions in the years to come. 
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Abstract 

The role of digital platforms in the economy has grown substantially over the last decade. Few studies, 

however, have engaged with the wider platform literature to understand the mechanisms that 

governments have at their disposal to enable or constrain platform governance and associated forms 

of digital innovation. This paper's case study of China’s National Open Innovation Platforms for 

Artificial Intelligence illustrates how actors from the public sector engage in boundary resource 

tuning associated with leading AI open innovation platforms in China. The paper offers two key 

contributions. First, it extends existing theory on boundary resources by elaborating on a range of 

mechanisms that can be used to affect the generativity of platforms in areas such as data, software, 

and interoperability. Second, conceptual clarity is added to how governments can use such 

mechanisms to orchestrate the platform economy, which has implications for policymakers and 

managers. 
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1. Introduction 

Innovation platforms have long been an area of research due to their transformative organizational 

and technological capabilities, as well as how these serve as conduits for digital innovation 

(Constantinides et al., 2018; De Reuver, Sørensen and Basole, 2018; Gawer and Cusumano, 2013; 
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Jacobides et al., 2018; Yoo et al., 2012). In recent years, governments have also started to engage in 

a platform-induced way of thinking and organization, which has been summarized in literatures 

surrounding E-government (Janssen et al., 2009; Ju et al., 2019), Government as a Platform (Brown 

et al., 2017; Cordella & Paletti, 2019) as well as Big Data and Open Government Data initiatives 

(Klievink et al., 2017; Zhao & Fan, 2018), among others. While most of these studies concentrate on 

platform-induced ways of public value creation or optimization, few studies engage with the wider 

platform literature to understand how governments enable or constrain platform governance and 

associated forms of digital innovation. 

This paper draws on existing management and information systems literature concerning digital 

platforms (Baldwin & Woodard, 2009; Cusumano, Gawer, & Yoffie, 2019; Ghazawneh & 

Henfridsson, 2013) to understand how governments affect platform governance and generativity. 

Generativity is defined as the ‘capacity to produce unprompted change driven by large, varied and 

uncoordinated audiences’ (Zittrain, 2006, p. 1980).  

While studies have tried to bridge platform governance approaches from both public and private 

sector perspectives (see, e.g., Bonina & Eaton, 2020; Klievink et al., 2016), most studies treat 

platform governance as separate from policies and regulations.  

Platform governance is most often associated with the dynamics that are present when private 

sector firms seek to orchestrate their boundary resources, which explains how a platform governs the 

generative relationship between its core and ecosystem members at the periphery (Ghazawneh & 

Henfridsson, 2013).  

The role of digital platforms in the economy has grown substantially over the last decade, while 

governments have been struggling to devise new ways of addressing the growing power and reach of 

platforms. This is seen, for example, in terms of social media platforms’ governance of information, 

or in the growing number of antitrust cases associated with digital and platform-based competition 

and market concentration (Nooren et al., 2018). National control over digital information 

infrastructure and underlying hardware and software components also have received increasing 

attention from governments around the world. These areas are often linked to the notion of digital 

sovereignty, which refers to “the control of data, software (e.g., AI), standards and protocols (e.g., 

5G, domain names), processes (e.g., cloud computing), hardware (e.g., mobile phones), services (e.g., 

social media, e-commerce), and infrastructures (e.g., cables, satellites, smart cities)” (Floridi, 2020, 
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p. 370). By extension, digital sovereignty translates into a desire to retain national control over digital 

forms of innovation and infrastructure, including their generativity. 

The United States, Europe, and China have all stressed the importance of digital sovereignty and 

retaining domestic control over data and AI innovation. These events have spurred new debate over 

the role of the government in affecting strategic digital resources such as data and software, which 

has important implications for the governance of innovation platforms. Contextual issues relate to 

how a government supports digital innovation in strategic domains (e.g., AI, Cloud Computing, 5G) 

or how, in pursuit of key national objections, a government enables or constrains digital markets (e.g., 

for software and hardware). In terms of AI innovation, growing disparities between large platforms 

and smaller SMEs regarding access to crucial inputs such as data and compute are also on the agenda 

of governments. The mechanisms at the government’s disposal to affect digital innovation, 

competition, and sovereignty are often separated from the way platforms govern their boundary 

resources, i.e., the generative relationship between core and periphery (Ghazawneh & Henfridsson, 

2013). Existing literature has been slow to deal with the growing interactions among governments 

and platforms, and how policies and regulations affect platform organization, including the 

orchestration of digital innovation. To address these concerns while highlighting the importance of 

aspects related to domestic governance of data, software and interoperability, the research questions 

of this paper ask: what mechanisms can governments use to affect the boundary resources of 

innovation platforms, and how do these influence platform governance??  

Platform theory from strategic management and information systems concerning platform 

architecture, ecosystem, and governance is applied to address the research question. Adopting this 

theoretical perspective has three strengths. First, it sheds new light on the role of varying actors across 

public and private settings and how they jointly impact platform innovation and governance. Second, 

it explains the distinct mechanisms and rules, and tools used by public and private actors, respectively, 

and how these enable or constrain platform generativity. Finally, it enables a more granular 

assessment of differing national and strategic approaches to platform innovation and governance.  

The case of China’s National Open Innovation Platforms for AI has been chosen to illustrate how 

a government can affect the boundary resources of innovation platforms. The policy was implemented 

in 2017 to strengthen China’s indigenous AI open-source and open data ecosystem. The case is 

supported by interview-based data and secondary sources that describe the changing relationship 
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between a platform’s private boundary resources and how China’s central government can affect the 

process of boundary resource tuning, both directly and indirectly. The analysis is centered on how 

China’s central government seeks to change the relationship between private platform governance 

and public sector orchestration and value creation.   

Two key contributions are provided. First, the theory on boundary resources is extended, 

emphasizing the role of the government in affecting the process of platform generativity. In doing so, 

a new framework for understanding the mechanisms associated with government-induced boundary 

resource tuning is offered. This results in theory building that reorients the concept of boundary 

resource tuning from the role of private platforms and governance processes towards the interacting 

mechanisms that governments use to orchestrate digital aspects of innovation and rule-setting in the 

platform economy. The second set of contributions is related to practice, with several implications 

for policymakers and managers.  

The following section introduces background on platforms and ecosystems and previous research 

on boundary resources (Ghazawneh & Henfridsson, 2013). Next, the case study is introduced, 

followed by an outline of the methodological approach of the research. This is followed by an analysis 

of government-induced boundary resource tuning in the presented case. A discussion breaks down a 

set of concrete government mechanisms for boundary resource tuning, which marks the theoretical 

contribution. Next, a set of practical implications for scholars, policymakers, and managers are 

offered. Finally, limitations and directions for future research are presented. 

 

2. Background and Previous Research 

Research on platforms tends to divide these into 1) transaction platforms, e.g., e-commerce, and 

2) innovation platforms, e.g., apps and services (Bonina, Koskinen, Eaton, & Gawer, 2021; 

Cusumano, Gawer, & Yoffie, 2019). Transaction platforms act as intermediaries between two or more 

groups of agents, for example, as multi-sided platforms (MSP) that organize economic transactions 

(Hagiu & Wright, 2015). Examples include app stores, e-commerce platforms, dating platforms, and 

social media platforms. Innovation platforms emphasize the “foundations upon which other firms can 

build complementary products, services or technologies” (Gawer, 2009, p. 54). The technical 

architecture of an innovation platform contains modules, or building blocks, that represent ‘accessible 

innovative capabilities’ (Gawer, 2014). These modules can be accessed and combined by app 
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developers (complementors) to build apps and services (known as platform complements) (Bonina et 

al., 2021). Innovation platforms are usually characterized by having platform owners (Boudreau & 

Hagiu, 2009) responsible for governing the innovation of modules in the core architecture and the 

innovation activities of third-party developers at the periphery (Bonina & Eaton, 2020).  

The relationship between core and periphery is often contextualized through the notion of 

ecosystems. Ecosystems comprise the platform’s sponsor and complement providers that make the 

platform more valuable to consumers (Ceccagnoli, Forman, Huang, & Wu, 2012; Gawer & 

Cusumano, 2013). Platform ecosystems take a “hub and spoke” form, with an array of peripheral 

firms connected to the central platform via shared or open-source technologies and technical 

standards, e.g., application programming interfaces (API) and software development kits (SDK). By 

connecting to the platform, complementors can generate complementary innovation and gain access 

to other members or custumers of the platform’s broader ecosystem (Ceccagnoli et al., 2012; 

Cennamo & Santalo, 2013). Accordingly, platform ecosystems can be seen as “semi-regulated 

marketplaces” that foster entrepreneurial action under the coordination and direction of the platform 

sponsor (Wareham, Fox, & Giner, 2014, p. 1211).  

Since platform creation draws on collaborative value creation rather than competition  

(Osterwalder & Pigneur, 2010), innovation platforms are often associated with open innovation. Open 

innovation is defined as “the use of purposive inflows and outflows of knowledge to accelerate 

internal innovation and expand the markets for external use of innovation” (Chesbrough, 2006, p. 1). 

Similarly, open data and open-source software (OSS) are often associated with open innovation 

platforms since their “free” redistribution of public goods attracts complementors from the ecosystem 

to the platform. Private companies may choose to adopt open source software for reasons such as 

reduced costs of adoption (Marsan et al., 2012), strategic considerations (Ceccagnoli et al., 2012), or 

a general desire to innovate (Bouras et al., 2014). Research on organizing open-source software 

development for generating external software contributions (Von Hippel & Von Krogh, 2003) has 

been tightly knit with platform ownership and governance.  

 

2.1 Platform governance through boundary resources 

In relation to platform governance, Ghazawneh and Henfridsson  (2010) developed the theory of 

boundary resources to explain how platforms govern the inherent tension between openness and 
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control. Boundary resources evolve through the governance of the production function, and are 

defined by the rules and tools that are used to address and constrain or enable the generativity of 

ecosystems (Eaton et al., 2015; Ghazawneh & Henfridsson, 2010; Henfridsson & Bygstad, 2013; Yoo, 

Henfridsson, & Lyytinen, 2010).  

Ghazawneh and Henfridsson  (2013) further develop the concepts of resourcing and securing, 

referring to the “software tools and regulations that serve as the interface for the arms-length 

relationship between the platform owner and the application developer” (Ghazawneh & Henfridsson, 

2013, p. 174).  Resourcing, the process by which the scope and diversity of a platform are enhanced, 

contributes to the expansion of the ecosystem of actors around the platform by securing the supply of 

new resources, knowledge, and capabilities (Iansiti & Levien, 2004). Examples of tools are APIs and 

SDKs that give developers access to the modular core of the platform and enable them to build 

software services. Securing is the process by which the platform’s control is increased and contributes 

to governing a community of third-party developers. Platform integrity is maintained by providing 

rules for controlling the quality of third-party apps and services developed for the platform. One 

example of rules is those established by software and data licensing agreements (Boudreau & Hagiu, 

2009). If rules are broken, the platform owner can take a range of actions, such as suspending a 

developer from using or accessing the platform (Bonina & Eaton, 2020). In combination, resourcing 

tools and securing rules are the key components of platform’s in governing their boundary resources 

(Ghazawneh & Henfridsson, 2013).  

Since Ghazawneh and Henfridsson (2010) proposed their theory on boundary resources, several 

studies have expanded on their research. Most of these are found in the information systems and 

management literatures and tend to be case studies that analyze how a specific platform governs its 

boundary resources, i.e., relationship to third parties at the periphery.  

For instance, Bianco et al. (2014) add the notion of social boundary resources that transfer 

knowledge between the platform and developers through processes such as registering and 

coordination. Myllärniemi et al. (2018) find that boundary resources may influence developers’ 

choices of software frameworks, meaning that the design of a platform’s boundary resources (e.g., 

degree of openness) has an impact on the developer’s ability to support or hinder the adaption of a 

particular software framework. Karhu et al. (2018) studied Google’s Android platform to understand 

the concept of platform forking, which describes how a hostile firm bypasses a host’s controlling 
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boundary resources to exploit a platform’s shared resources and create a competing competition 

platform business.  

In studying Apple’s iOS service system, Eaton et al. (2015) argues that Ghazawneh and 

Henfridsson’s (2013) model is based on a simplistic dialectic relationship between an infrastructure 

owner and third-party developers at the periphery. However, this model neglects the reality that other 

actors also hold varying forms of power over a platform’s boundary resources. By drawing on the 

theoretical framework of tuning (Pickering, 1993; Barrett et al., 2012), Eaton et al. (2015) describe 

how the co-creative and distributed dynamics of boundary resources evolve in a network of 

heterogeneous actors that are dealing with multiple interdependent technological artifacts. The 

boundary resource theory is moved from a dialectic view between a platform owner and third-party 

developers to a “distributed network view of actors and artifacts that are intermingled in multilayered, 

overlapping, and ongoing tuning processes” (Eaton et al., 2015. p. 221). In this process, human actors 

“seek to channel material agency to shape the actions of other human agents” (Jones, 1998, p. 297), 

and, as a result, boundary resources evolve and emerge. In the distributed view of boundary resource 

tuning, actors include developer organizations of all sizes, other boundary resource owners, user 

communities, regulators, partner organizations, or the public opinion, e.g., as expressed in online 

forums. The distributed tuning of boundary resources is simultaneously and inseparably political and 

material.   

While Eaton et al.’s (2015) model includes external actors, few concrete examples of the rules 

and tools, i.e., mechanisms at their disposal, are offered. This means that the role of external actors 

in boundary resource tuning remains little understood and accounted for. Indeed, most studies of one 

or another platform’s boundary resources tend to focus on platform-specific technical details situated 

in a Western context, without paying much attention to the role of the institutional environment in 

which the platform is situated. The role of external actors and how their varying forms of pressure 

affect the process of boundary resource tuning is an understudied phenomenon.  

More recently, the role of government platforms such as Open Government Data (OGD) 

platforms has started to receive more attention in the literature. For example, Bonina and Eaton (2020) 

have researched OGD platforms in Latin America and have shifted attention towards the role of the 

government in formulating and shaping proprietary platform boundary resources. This has resulted 

in extending platform literature by incorporating a supply-side view, where ministries and other 
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public offices contribute datasets to the OGD platform core. On the supply side, informational tools 

include dataset templates and social tools such as initiatives that encourage ministries and developers 

to engage in service innovation on the OGD platform. In terms of securing, contractual rules specify 

the format and quality of datasets supplied to the platform. Theoretically, these findings complement 

existing views of the demand side, where peripheral entrepreneurs and developers engage with data 

as they build tertiary apps and services. On the demand side, Bonina and Eaton (2020) find that the 

OGD platform owner uses informational tools (e.g., datasets and manuals), software tools (e.g., APIs 

and web portals), and social tools (e.g., hackathons and competitions) to resource developers. The 

platform owner also adopts securing rules such as licenses and conditions to govern how developers 

use datasets while ensuring that the platform is not abused. 

 

Figure 1. A governance model for open government data platform ecosystem cultivation (Bonina & Eaton, 2020). 

 

 

However, the policies and institutional environment in which a platform is situated are generally 

treated as contextual factors external to the process of boundary resource tuning. In the distributed 

view of boundary resources (Eaton et al., 2015), contextual factors such as organizational forms, open 
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data policies, and open government policies link and enable functioning tools and rules to emerge 

(Bonina & Eaton, 2020), while little explanation is given to the mechanisms that guide this process.  

The existing literature’s shortcomings in addressing the role of the government in enabling or 

constraining the tuning processes that are associated with a platform’s boundary resources motivates 

the research questions of this paper, which ask: what mechanisms can governments use to affect the 

boundary resources of innovation platforms, and how do these influence platform governance? In 

other words, how do policies, legislation, and regulations, e.g., under different national and 

geographic conditions, affect the boundary resources of platforms, and what does it mean for platform 

governance and innovation?  

The size and international reach of some innovation platforms and the importance of their 

underlying information infrastructure, e.g., in terms of national security and digital sovereignty, 

prompt governments to devise new ways to affect the process of boundary resource tuning 

(Panchenko et al., 2020). However, the varying ways and strategies that governments devise to affect 

the generativity of domestic or regional platforms and information infrastructures and the constraints 

placed on these remain little studied.  

Huhtamäki et al. (2017) provide one of few studies that incorporate the geographical angle 

associated with platforms’ boundary resources by looking at the global API ecosystem. The authors 

suggest that the process of international platform governance should include four categories of 

governance, that is, governance related to cross-country data (e.g., country restrictions on data 

residency),  to mash-ups (e.g., country restrictions on the combination of digital services), to 

technology use (e.g., country restrictions on technologies), and to API management, i.e., how to 

control, manage, distribute, and define APIs and their terms of service for global (public) use. These 

considerations may provide an additional layer to policy-related contextual factors associated with 

boundary resource tuning by providing context on platform design choices and how these may be 

affected by policies that differ across geographical and legal borders.  

Given our focus on National Open Innovation Platforms for AI (NOIPAIs),  Huhtamäki et al.’s 

(2017) proposed categories are re-purposed around 1) data governance (i.e., availability), 2) AI open 

source software governance (i.e., accessibility), and 3) international integration (i.e., interoperability), 

with an emphasis on how governments seek to affect and orchestrate the boundary resources 

associated with each of these dimensions. 
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Incorporating the geographical angle into the study of boundary resources includes paying 

attention to how platforms govern and structure their boundary resources domestically and globally 

and how varying national contexts, policies, and regulations might affect a platform’s terms of 

operation differently. A platform’s operation is usually contingent on regional or national digital 

innovation characteristics, such as data, labor, software, and hardware availability and accessibility 

on the input side, as well as laws and regulations that govern its diffusion and terms of global 

interoperability on the output side.   

Based on these considerations, this paper seeks to shift the view of traditional boundary resources 

associated with a platform’s core and periphery towards embedding how varying mechanisms and 

forms of rulemaking, which might be external to the core architecture of a platform, nonetheless can 

have direct implications for its process of boundary resource tuning. In this government-centered 

view of boundary resource tuning, threats or opportunities to platform control are no longer associated 

merely with competition by other boundary resource owners or third parties at the periphery; they are 

directly associated with varying government actors and these policies and regulatory agendas for the 

digital economy.  

In answering the research question, the paper draws on the case of China’s National Open 

Innovation Platforms for AI. This case is interesting for three reasons. First, it takes a public sector 

perspective on the role of boundary resource tuning as opposed to previous literature, which is heavily 

centered on individual case studies of private sector platform governance. Second, unlike most 

existing research, it studies platform governance outside of a Western context. The focus on China is 

interesting since the market structure and governing mechanisms are different from those of a liberal 

market economy. In the area of platform governance and control, the mechanisms China’s central 

government utilizes to influence platform boundary resources could look very different from the 

mechanisms and tools used in a Western context, for instance. Due to the growing role of the digital 

economy, it is important to understand what these differences could mean in terms of domestic and 

international forms of platform governance and digital interoperability. Third and last, the National 

Open Innovation Platforms for AI initiative displays hybrid platform elements that have been little 

researched but arguably are of growing importance to the digital economy, for example, in areas 

associated with AI innovation and standardization.  
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3. Methods 

3.1 Research Setting 

Since 2017, China has engaged in a large state-led push for indigenous development of artificial 

intelligence. Chinese policymakers have sought to close perceived gaps in the development of AI-

related to basic theory, core algorithms, key equipment, and high-end computer chips (Xinhua, 2017) 

by actively supporting the formation of more open ecosystems for AI innovation. The scope of 

supporting AI technologies is linked to upgrading existing patterns of production as well as public 

service delivery. 

In July 2017, China’s State Council released the AI Development Plan, a detailed national strategy 

for turning China into a world leader in AI by 2030 (Roberts et al., 2021). Later in 2017, China’s 

Ministry of Science and Technology (MOST) issued the policy “National Open Innovation Platforms 

for New Generation Artificial Intelligence,” which at the time endorsed four private-sector 

technology companies to construct National Open Innovation Platforms for AI (NOIPAI). In 2019, 

MOST expanded the initiative to fifteen NOIPAIs and released “Guidelines for the Construction of 

the National New Generation of Artificial Intelligence Open Innovation Platforms” (MOST, 2019). 

The guidelines detail that NOIPAIs are to be constructed by enterprises that have demonstratred 

leading capabilities in AI.  

According to the policy plan and guidelines, the technology companies behind National Open 

Innovation Platforms for AI are expected to deliver results on (1) research and development, (2) 

ecosystem participation, (3) sharing data and open-source software (OSS), as well as (4) supporting 

the entrepreneurship of small and medium-sized enterprises (Wu et al., 2020).  

The fifteen NOIPAIs are based on application-driven, enterprise-led, and market-oriented 

principles (Wu et al., 2020). MOST (2019) further specified that platform leaders are expected to 

advance their AI areas in close collaboration with local governments, industry participants, as well 

as research institutes and universities.  

The companies behind each NOIPAI submit annual progress reports to MOST, while the Ministry 

has declared that it will actively support the construction of NOIPAIs. During this process, provincial 

Science and Technology authorities have been mandated to assist in the promotion of NOIPAIs in 

their province by providing relevant policy support, with sensitivity to regional developmental 

characteristics (MOST 2019). Although unspecified, channels for support include public procurement, 
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local government initiatives, partnerships, and access to government data. How the companies choose 

to build their NOIPAI is little specified, however, and the architecture of each individual platform is 

to be designed by each leading company. Common for all NOIPAIs is that they provide open-source 

materials, such as open data, algorithms, open-source frameworks, as well as SDKs and APIs for their 

ecosystems to connect and engage with. 

 

Table 1. Overview of the Fifteen National Open Innovation Platforms for AI 

Company National Open Innovation Platform for AI (2017) 

Baidu Autonomous Driving 

Alibaba Smart City 

Tencent Medical Imaging 

iFlytek Smart Audio 

SenseTime Smart Vision (added September 2018) 

Added August 2019 

YiTu Vision Computing 

Mininglamp Smart Marketing 

Huawei Software / Hardware 

Ping’An Inclusive Finance 

HIK Vision Video Perception 

JD.com Smart Supply Chain 

Megvii Image Perception 

360 Qihoo Cybersecurity 

Tal Education Smart Education 

Xiaomi Smart Home 

 

 

3.2 Methodology 

This study is an exploratory case analysis of China’s National Open Innovation Platforms for AI. 

A case study is an appropriate method for studying new and emerging phenomena (Eisenhardt, 1989; 

Yin, 2003) and is especially suitable for exploring complex processes such as open innovation in an 

emerging technology paradigm (Birkinshaw, Brannen, & Tung, 2011, p. 575). A case study, grounded 

in empirical data, is a useful method for inductively developing theory (Eisenhardt 1989). A grounded 

approach to theory building is considered relevant when little is known about a phenomenon, which 

provides an opportunity for theory to be developed inductively (Eisenhardt 1989). Grounded theory 

is therefore considered an appropriate methodological approach to uncover a set of underlying 

processes inherent to the substantive area of inquiry (Tie et al., 2019). 
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Deploying a broad view on the formation of NOIPAI and governing processes, and how these are 

shared among several actors, increases the rigor through which knowledge of NOIPAI can be inferred 

(Nachum, 2012). It also enables a more precise means for identifying government mechanisms that 

influence the boundary resources of the initiative.  

The case of National Open Innovation Platforms for AI was chosen because of its ability to inform 

how public actors can influence innovation platforms’ process of boundary resource tuning. 

Furthermore, the initiative resembles a new model of public-private platform orchestration that has 

been little studied but is of importance to the governance of platform-based organizational settings at 

the intersection of public and private interests going forward.  

 

3.3 Data collection  

Data includes primary data from 16 semi-structured interviews collected in China during 2018 

and 2019. Interviews involve key stakeholders that are directly or indirectly engaged in the NOIPAI 

initiative. Respondents include CEOs, directors, and managers from domestic and international 

technology companies and AI start-ups operating in China, and software engineers and developers 

directly engaged in building and maintaining AI platforms there.  

The interviews consisted of open-ended questions focusing on AI innovation in China and the 

role of NOIPAI. The list of interview questions is included in Appendix A. All interviews were 

conducted in English.   

Direct access to policymakers with responsibilities in the NOIPAI initiative could not be 

established. The reasons for this may be several, and include the sensitive nature of industrial policies 

in China related to emerging technology paradigms. 

Secondary data relies on policy documents regarding the support of AI across national and 

regional levels. The documents were retrieved using a keyword search of three types of primary 

sources: (1) the website of the Chinese State Council (http://www.gov.cn/), providing access to all 

types of government policy documents (e.g., plans, opinions, notices); (2) the websites of several 

ministries and commissions (e.g., MOST;  http://www.most.gov.cn/); and (3), reports on the 

development of AI in China across industry and academia (for the relevance of these sources, see, 

e.g., Rho, Lee, & Kim, 2015; Xue, 2018).  
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Additional secondary sources include online resources on platform infrastructure, which in many 

cases are publicly disclosed by the companies constructing NOIPAIs. Data from interviewees have 

been triangulated with these documentary resources. 

A special focus on secondary analysis of publicly available data, such as press releases, tech blogs, 

and developer forums, is considered a viable approach to studying platform-based phenomena, as 

great levels of secrecy usually surround major platform owners. This makes reliable first-hand data 

on governance and design decisions hard to come by (De Reuver et al., 2018). Therefore, excerpts 

from public interviews and presentations by key stakeholders and related news coverage in English 

and Mandarin have been included as secondary sources. Finally, extensive participation in AI 

conferences across academia and industry was conducted in China on an ongoing basis throughout 

2018 and 2019. 

 

Table 2. Overview of interview data sources. 

 

  Organization Position 

Informant 

Code 

Interview 

mins 

Interview 

N 

NOIPAI 1 - Baidu Manager 1NOIP1 24 1 

 2 - Alibaba Developer 1NOIP2 82 2 

 3 - Tencent Developer 1NOIP3 51 1 

 4 - SenseTime Director 1NOIP4 33 1 

 5 - JD  Manager 1NOIP5 126 2 

      

Domestic Tech Firms 6 – DiDi Director 2DTF1 97 1 

 7 – VIPSHOP Director 2DTF2 25 1 

 8 – Gridsum Director 2DTF3 65 1 

 9 – Xiaoai President 2DTF4 44 1 

      

Domestic AI start-ups 10 – Trio.ai CEO 3AIST1 75 1 

 11 – Meezao Founder 3AIST2 97 1 

      
International Tech 

Firms 12 – Microsoft Director 4ITF1 55 1 

 13 – Oracle Manager 4ITF2 89 1 

  

14 – AI Technology 

Center Co-founder 4ITF3 123 1 

TOTAL       986 16 
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3.4 Data analysis  

Each dataset was analyzed to answer the research questions: What mechanisms can governments 

use to affect the boundary resources of innovation platforms, and how do these influence platform 

governance? The data analysis aimed to identify and inductively classify government mechanisms 

for boundary resource tuning. 

Most interviews were recorded and transcribed, while some were conducted in note form due to 

the collected data’s sensitivity or concern for the respondent’s anonymity. The interviews have been 

coded with the software NVivo version 12.  

The first round of coding aimed at identifying platform boundary resources (i.e., tools and rules) 

in an inductive fashion (Strauss & Corbin, 1998). The aims of this round included tracing the 

underlying policy- and firm-level justifications for establishing and engaging in the construction of a 

National Open Innovation Platform for AI. This step focused on how the platform owner devised 

rules and tools to govern the relationship between platform core and periphery and how and why the 

government sought to influence this process. This initial coding process fractured the data in ways 

that enabled a comparison of justifications for engaging in the NOIPAI initiative across public and 

private interests while looking for similarities and differences in data patterns that began to emerge 

(Strauss & Corbin, 1998). After the initial analysis of the coded material, theoretical sampling was 

employed to further direct additional data collection (Mills et al., 2014). 

In the second coding round, first-order codes were clustered into more abstract second-order 

codes that synthesize how the perceived government interactions influenced platform boundary 

resources. A few core categories emerged at this stage and were subsequently formed into more 

concrete concepts and relationships surrounding a co-dependent form of boundary resource tuning. 

These refined first-order codes and paved the way for a more fine-grained categorization of 

government mechanisms for boundary resource tuning. An example of this process can be seen in 

Table 3.   

Since policy documents often lack explicit details regarding the actual infrastructure requirements 

of NOIPAIs and concrete measures such as funding, the paper’s analysis takes a governance-oriented 

approach to outlining mechanisms of boundary resource tuning. In doing so, the structural 

implications of the platforms, and the varying kinds of partnerships with policymakers, local 

governments, and businesses, are all considered. The interaction between public and private actors 
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and the mechanisms for interaction and joint platform governance have received special attention 

throughout the analysis.   

 
  

Table 3. Example of the interview data and coding procedure. 

Empirical data First-order coding Second-order 

coding 

"Universities do not have a product team, so there is no way 

for them to reach end-users” [4ITF1]  

Lack of resources in 

public-sector research 

Cooperation  

"In China, the government […] wants this ecosystem to grow 

faster because they have realized that they absolutely need it” 

[4ITF3]  

The goal is to make the 

domestic AI ecosystem 

grow faster  

Communication 

The companies behind National Open Innovation Platforms for 

AI are required to submit annual progress reports to the 

Ministry of Science and Technology (MOST 2019)  

Legal obligation to report 

on progress 

Contract 

“Google and Facebook are not in China so we can hardly 

access their platform” [2DTF2] 

Access to international 

resources restricted  

Interoperability 

“Most large companies have a special legal VPN so that they 

can access Google and things like that” [1NOIP2].  

Access to international 

resources increased 

through legal VPN  

Software 

“The big knowledge bases like the UMLS [Unified Medical 

Language System] are not completely adapted to China yet, so 

there is infrastructural work to do” [4ITF3]  

Digital AI resources still 

need to be developed in 

some areas  

Infrastructure  

“The size and the underdeveloped rural areas, so you could use 

lots of things in telemedicine and bringing better diagnosis” 

[4ITF3]   

New solutions needed to 

combat social problems 

Organization 

“Government data often remains siloed across legacy 

institutions with limited access” [2DTF3]  

Government data is a 

restricted resource 

Data 

“We cooperate with local governments, we offer them big data 

analytics, just like cloud and smart transportation” [2DTF1] 

Local governments buy 

and adopt AI solutions 

Procurement 

 

 

4. Findings 

The findings of this section cover platform rules and tools, and government mechanisms, which 

collectively inform and shape the boundary resources of National Open Innovation Platforms for AI. 

Special attention has been placed on NOIPAIs organization around data governance (i.e., availability), 

AI open source software governance (i.e., accessibility), international integration (i.e., 

interoperability), and how government actors seek to affect and orchestrate boundary resources 

associated with each of these dimensions. Finally, the findings include a set of hybrid platform 

elements adjacent to but interrelated with the NOIPAI initiative. These have important implications 

for platform governance.   
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4.1 Platform rules and tools  

As clarified in policy plans such as China’s AI Development Plan (2017), China’s central 

government aims to establish greater self-sufficiency, making domestic open source projects a vital 

development area. An open-source White Paper released by the China AI Open-Source Software 

Development League in 2018 notes that: “In the development history of AI Open Source Software, 

due to the relatively limited participation of China, the current situation of the AI Open Source 

Software market is dominated by Western developed countries” (AOSS, 2018 p. 1051). A 

commentary positions that “China’s AI open source community and technological innovation 

ecosystem are comparatively lagging, [and] the strength of technology platform construction needs 

to be reinforced. [China should] construct an independent and controllable innovation ecosystem” 

(Hickert & Ding, 2018, p. 1).  

Regarding resourcing, NOIPAIs contribute to open source an extended range of information- (e.g., 

data) and software tools (e.g., deep learning frameworks). Companies endorsed to build an NOIPAI 

have pledged to open their computing and data platforms and allow developers from the ecosystem 

to improve their AI capabilities based on released open-source materials. This means that private 

sector platforms in the initiative are obligated to restructure their boundary resources to increase data 

availability and AI open-source software accessibility. 

Huawei has, for example, been endorsed to build a National Open Innovation Platform for Full 

Stack Development of Software and Hardware and has, through its Cloud ModelArts platform, begun 

to open up the entire AI value chain from data processing to model development, model training, and 

model deployment, including open-sourcing its MindSpore deep learning framework (China Daily, 

2019). All of these resourcing tools have been opened up for all individuals, companies and 

institutions that have an interest in them. Other companies have also open-sourced their deep learning 

frameworks and made these accessible on their NOIPAI, e.g., Baidu’s PaddlePaddle, Alibaba’s XDL, 

SenseTime’s Parrots, and Megvii’s MegEngine. Deep learning frameworks are essential for AI 

development as these are considered building blocks for designing, training, and validating deep 

neural networks through high-level APIs. 

For small and medium-sized enterprises, resources such as data and AI open-source software 

accessibility means that they “need not start from zero. [They] can start from these platforms because 
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they have already invested a lot. [This means that SMEs] can jump to a higher level [of innovation] 

and they can concentrate on the business logic level, the application level” [2DTF2]. 

The rationale for companies to engage in the process of providing deep learning frameworks and 

other software as open source, however, remains “similar to any other big tech company. […] 

Sometimes, something turns out to be useful and a chance to attract people or to make some PR, or it 

gets people closer and makes people use your services” [1NOIP2], which creates network effects and 

has a positive effect on innovation. Regardless of the NOIPAI status, private sector innovation 

platforms already have market-based incentives for engaging in boundary resource tuning that opens 

their platforms and increases data availability (informational tools) and open-source accessibility 

(software tools). In other words, greater availability of resourcing tools is a chance to attract 

complementors to the platform, enhancing its ecosystem’s value.  

In terms of increasing the availability via a NOIPAI, an interviewee noted that “data is shared as 

soon it will benefit [the platforms]” [1NOIP2]. Since there are no official requirements for how data 

and frameworks should be opened and released on NOIPAIs, the question of “how data is shared” 

remains a strategic company decision that is associated with a platform’s unique strategy of boundary 

resource tuning. This means that the companies behind NOIPAIs generally control all technological 

interfaces regarding which parts of the platform and technology are “opened” or stay “closed.”  

 

4.2 Government Mechanisms 

In the policy plans behind the NOIPAI initiative, a core focus is placed on R&D and close 

collaboration between companies, research institutes, and universities. An interviewee clarifies that, 

previously, “China was really concentrating on the low-hanging fruits, on the newest technologies 

and then copying the American models. AI researchers […] they concentrated less on the technology 

that would be relevant in three years. That’s the weakness” [4ITF1]. Another interviewee notes that 

“we try to do something for the application level, but in the algorithm or the foundation level, the 

Chinese are still weak” [2DTF2].  

Research in AI is often contingent on having access to large amounts of data and compute, which 

means that perceived asymmetries in access to resources between public research institutes and 

private innovation platforms are likely to persist.  
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In China, policymakers therefore seek to create more significant synergies between public and 

private forms of R&D. At the same time, NOIPAIs serve as a mechanism to enhance the cooperation 

of algorithmic research conducted in universities, with AI solutions that are applied in the private 

sector. “Universities do not have a product team, so there is no way for them to reach end-users [and 

to collect their data]” [4ITF1], which is a necessary input factor for AI innovation. Direct 

collaboration with universities provides the educational system with access to more data, while 

collaborating companies gain greater access to research capabilities. “We corporate with several 

universities […] They have a good engine, but they need the data. And for us, we have the data but 

we do not have such a big research team. So that’s why we could find a very good point to cooperate” 

[2DTF2]. While encouraging cooperative behavior may not directly impact the core of the open 

innovation platform, incentivizing greater engagement between the platform core and public research 

institutes does affect behavior at the periphery. The knowledge generated during such cooperative 

exercises might feed back into core functionalities that, in turn, affect the resources provided on the 

open innovation platform over time. As the government seeks to bring diverse actors together, they 

indirectly affect China’s domestic AI ecosystem’s boundary resources by encouraging cooperative 

behavior at the periphery.  

Official reasons for establishing National Open Innovation Platforms for AI rest on their 

perceived ability to speed-up technological upgrading. “In China, the government […] want this 

ecosystem to grow faster because they have realized that they absolutely need it” [4ITF3]. During 

this process, policymakers encourage open ecosystems where data availability and deep learning 

frameworks are open-sourced. Even though some start-ups feel threatened by large platform 

integrators [3AIST2], the core idea is to empower more SMEs to become more innovative by 

providing greater access to open-source materials. Therefore, the National Platform emblem becomes 

a communication mechanism or a discursive tool used to endorse a few selected private sector 

platforms to build open-innovation environments. The communication mechanism signals that AI 

open-source developments are officially endorsed as a fruitful direction for the industry to move in.  

NOIPAIs are also obligated to report on progress made in relation to R&D, the distribution of 

data and open-source software, and how that benefits ecosystem participation and SME-related 

innovation. This exemplifies a contractual mechanism whereby policymakers gain a better overview 

of AI innovation platforms regarding how they govern information tools (data availability) and 
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software tools (accessibility of AI modules). Contractual mechanisms can enhance public sector 

oversight on platforms’ governance of their boundary resources, which in the case of China, provides 

a clearer indication of how progress in AI is made.  

Government mechanisms that affect a platform’s boundary resources are also linked to control 

over interoperability between domestic and international ecosystems and associated data and 

information flows. In China, the internet environment is more tightly controlled than elsewhere due 

to the Great Firewall (GFW). One interviewee noted that “Google and Facebook are not in China so 

we can hardly access their platform” [2DTF2]. This may create idiosyncratic obstacles to AI 

innovation as Google and Facebook also are behind some of the most widely used deep learning 

frameworks, such as TensorFlow and PyTorch. While both frameworks are available as open-source 

software, restrictions on interoperability could be a hindrance to accessing accompanying materials. 

An engineer noted that “if you need to download the bigger data from some university server in the 

U.S. or Europe, and then it goes through the Great Firewall […] it’s going to take weeks to download 

that” [1NOIP2]. While open-source code repositories such as GitHub or Stack Overflow are 

accessible inside China, “the problem is usually with these platforms […] that sometimes you have 

trouble accessing it due to the Great Firewall. [And so what happens] is a sort of clones or maybe 

delayed copies onto cloned websites [that are] easier to access from inside China. Sometimes with 

translations and so on” [1NOIP2].  

If code repositories such as GitHub were not available in China, an interviewee speculated, “a lot 

of people … would be [in trouble, and] you would probably try to find another way around the Great 

Firewall” [1NOIP2]. The GFW is considered both an interoperability mechanism and a censorship 

mechanism that may present some obstacles to AI innovation by limiting connectivity with 

international ecosystems. This obstacle is partially solved, however, as “most large companies have 

a special legal VPN [virtual private network] so that they can access Google and things like that” 

[1NOIP2]. A special legal VPN is viewed as a software mechanism that grants special treatment to 

some companies. Where the Great Firewall of China creates informational constraints, the provision 

of a special legal VPN ensures greater interoperability with international ecosystems. However, little 

is known about the extent to which AI innovation by domestic SMEs without access to a special VPN 

is limited by the GFW.  
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Table 4. Government mechanisms for platform boundary resource tuning. 

Type of 

Mechanism Boundary Resource Characteristic 

How Characteristic Affects Platform 

Governance 

Cooperation 

Encourage cooperative behavior at the periphery, e.g., 

by bridging algorithmic research in universities with 

research and solutions from the private sector 

Indirectly, by bringing diverse peripheral 

actors together 

Communication 

National Platform emblem a communicative mechanism 

that is used to endorse and elevate selected private sector 

platforms to the status of national platforms for AI 

Indirectly, signals AI open-source 

developments as a fruitful direction for the 

industry to move in 

Contractual  

Reporting information exchange between government 

and platform core whereby policymakers gain a better 

overview of AI innovation platforms in terms of how 

they govern data availability, as well as the accessibility 

of AI modules on their platform 

Directly, platforms are obliged to provide 

annual progress reports on how data and tools 

are released and shared and how the platform 

core is being opened to outside participation as 

well as how it affects AI innovation 

Interoperability  

The Great Firewall of China a censorship mechanism 

that places limitations on the degree of information and 

data interoperability with international ecosystems 

Directly, reduces data availability and software 

accessibility between domestic and 

international platforms and ecosystems 

Software 

Special legal VPN a software mechanism that grants 

privileged treatment to some companies, which 

enhances their access to international ecosystems and 

associated knowledge flows 

Directly, improves data availability and 

software accessibility between domestic and 

international platforms and ecosystems 

Infrastructural 

Indigenous open-source code repository (Gitee) this 

makes it easier for SMEs to access open-source data and 

knowledge, e.g., associated with OSS 

Directly/Indirectly, Gitee complements 

innovation platforms and their members at the 

periphery by distributing open-source materials 

Hybrid platform solutions – adjacent to the NOIPAI initiative 

Organizational 

Public information infrastructure and value creation 

developed by platform core, public partners, and 

peripheral members  

Directly, control is negotiated between public 

partners and private platforms, establishing 

mixed ownership and control forms. The core 

platform usually holds leverage in devising the 

architecture of the solution, e.g., in terms of 

adjacent standards 

Data 

Selective and gradual opening of government data 

performed in partnership with platforms, sometimes as 

hybrid public-private platform solutions that provide 

new measures of public information infrastructure 

Directly/Indirectly, OGD may affect firms’ 

capabilities to innovate in AI directly through 

increased accessibility to novel datasets or 

indirectly through complementing proprietary 

information and data  

Procurement  

Subsidies for certain kinds of AI development includes 

access to government projects as well as partnerships 

with local government institutions  

Directly, enables specific platform solutions to 

be procured, and supplies public sector data, 

which is released on a selective basis 

 

On the one hand, China’s domestic ecosystem is closely interconnected with and dependent on 

international knowledge flows linked to crucial resources such as data and open source software 

(OSS). At the same time, however, policymakers seek to strengthen China’s domestic position by 

incentivizing the development and release of proprietary OSS such as deep learning frameworks, with 

the intention of weakening international couplings and dependencies. These developments were 

further emphasized in 2020, when Chinese policymakers signaled a shift away from relying on 

international open-source code repositories such as GitHub. The Ministry of Industry and Information 
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Technology (MIIT), Huawei, Tencent, and several universities endorsed the Chinese OSS platform 

Gitee as the domestic hub for China’s open-source community. Due to the official endorsement of 

Gitee (a communicative mechanism) by the MIIT, the construction of an indigenous open-source 

code repository can be viewed as an infrastructural mechanism that targets a domestic weakness in 

terms of open source code accessibility. “On the one hand, the Chinese regulatory system gives an 

advantage to building up companies [through protection from overseas competition via censorship 

mechanisms], but sometimes the regulatory system can also be a hindrance [due to associated 

obstacles to interoperability]. China is now working very hard on striking a better balance” [4ITF3]. 

 

4.3. Hybrid platform arrangements 

Provincial Science and Technology authorities have been mandated to assist in the promotion of 

NOIPAIs, contingent on regional characteristics of development (MOST, 2019). Practically, this 

means that collaboration with local governments often takes place through the establishment of 

hybrid platforms.  

Alibaba, for example, is responsible for building a NOIPAI for Smart City, which is based on the 

Alibaba Cloud ET City Brain. ET City Brain forms the infrastructure behind a public intelligence 

system that can perform real-time analysis of core city functions such as transportation, energy, water, 

surveillance, and urban management systems. 

For example, in collaboration with Shanghai’s Municipal Government, ET City Brain performs 

digital processing and analysis of the city’s urban infrastructure, including in areas such as 

transportation, energy, water supply, and construction. During this process, new decision-making 

systems for public security, public transportation, and public service authorities are being developed 

(Alibaba, 2021).  

The creation of hybrid platforms that incorporate public and private forms of information and 

infrastructure is viewed as an organizational mechanism built on a negotiated form of authority and 

control. 

As the public sector in China sits on large piles of government data, public sector agencies often 

seek to reorganize the boundary resources of government data repositories on the supply side (data 

mechanism) to enable public sector innovation and transformation. An interviewee, however, notes 

that “the government is reluctant to open very large repositories of data. In the UK, for example, it is 
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different, everybody can download large public databases. In China, there is no public data of that 

sort. Although the state has all that knowledge, it is registered, but you cannot download knowledge 

that the government has” [4ITF3]. Another interviewee notes that government data often remains 

siloed across legacy institutions with limited forms of shared access [2DTF3]. This restricts the 

availability of government data and may be considered an obstacle to innovation. 

However, the NOIPAI initiative indicates an alternative, supply-side way to open public data 

repositories, which may be contrasted with open government data initiatives elsewhere. In the city of 

Hangzhou, Alibaba’s ET City Brain, for example, uses image recognition technology to analyze the 

information of 3,000 surveillance cameras connected to the operation of 128 traffic lights (Alibaba, 

2021). Such initiatives and their underlying mechanisms for data sharing and governance indicate a 

renegotiation of public and private forms of physical and digital infrastructure and control over these. 

In another example, Tencent, responsible for building a medical imaging NOIPAI, has partnered 

with Shenzhen’s Municipal Health Planning Commission to build a Big Data Platform that integrates 

an intelligent healthcare service system. The cooperation relies on Tencent’s Miying platform for 

innovation projects in medical imaging, diagnosis, teaching, standards, and medical quality control. 

“China still has to catch up on AI in medical. [Because] of China’s size and its underdeveloped rural 

areas […] you could use lots of things in telemedicine and bringing better diagnosis” [4ITF3]. 

Tencent’s partnership with Shenzhen Hospital Center includes delivering a public service where 

residents can engage in AI-based diabetic retinopathy screening through remote diagnosis (Tencent, 

2018).  

“The problem,” as 4ITF3 explained, 

is still in deep learning and machine learning. [Chinese companies] can do it fast, but the 

infrastructure they have not yet copied. […] The big knowledge bases like UMLS [Unified 

Medical Language System] are not completely adapted to China yet, so there’s 

infrastructural work to do, and people have to agree. There needs to be an agreement between 

the government and the medical system and research.  

In the case of Tencent’s NOIPAI for medical imaging, the tuning of boundary resources is done by a 

multitude of partners that have to agree on new ontologies linked to the creation of knowledge graphs 

for the medical industry. “This is not there yet, China does not have these ontologies and knowledge 
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graphs. There, China is not so [developed], maybe because people are not so willing to share stuff” 

[4ITF3]. 

Both the Alibaba and Tencent examples include the delivery of novel forms of public service or 

value creation based on hybrid platform solutions and information infrastructure. While provincial 

Science and Technology authorities have been mandated to assist in the promotion of NOIPAIs, 

policy support tends to be based on procurement-based mechanisms that include access to 

partnerships with local institutions and associated government data. By collaborating with companies 

responsible for building NOIPAIs, public sector agencies and institutions are encouraged to share 

access to data (increase availability) and resources (increase accessibility) with private sector firms, 

which strengthens the supply side of platform innovation. The idea is to create reiterative feedback 

loops that contribute to indigenous knowledge creation, which can be linked to establishing new 

ontologies and knowledge graphs as well as standards on novel areas of public-private collaboration. 

“All these [knowledge] bases, they enable so much more. […] If you get one layer and then you 

immediately get a hundred companies that build on that, and then you get the next layers of 

knowledge on top” [4ITF3]. In the case of Tencent’s Miying NOIPAI, the reiterative loop can be 

visualized as follows: 

 

Figure 2. Schematic representation of the NOIPAI platform loop in the case of Tencent Miying. 
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The organizational mechanism of constructing hybrid platforms may result in added synergies 

when data and systems are open-sourced on National Open Innovation Platforms post-

implementation. Application may create critical feedback loops for NOIPAIs, enabling platforms to 

release data and tools as open-source materials.  

However, hybrid platforms and partnerships are not exclusive to the companies responsible for 

constructing NOIPAIs. The ride-hailing company DiDi Chuxing, for instance, has developed a range 

of smart city solutions connected with enhancing traffic flows and urban mobility. “We cooperate 

with local governments, we offer them big data analytics, just like cloud and smart transportation, 

there is not only DiDi’s data on the cloud but also the public transportation systems data” [2DTF1]. 

In embracing a platform-induced way of thinking and organization, policymakers seek to enable 

new kinds of information infrastructure, for example, to power smart cities, traffic flows, electricity 

grids, court systems, surveillance systems, healthcare, finance, and supply chains. To varying 

degrees, these areas of application will be connected to the data and AI modules that subsequently 

can be released on China’s National Open Innovation Platforms for AI (see Table 1). “All of this 

can be seen as infrastructure building. And so it’s a long process” [4ITF3]. 

 

5. Discussion  

Several government mechanisms have been located, each of which has direct and indirect 

implications for the governance of platforms. The mechanisms are discussed primarily in relation to 

AI innovation platforms and have implications for transaction platforms. This section discusses how 

each mechanism affects platform boundary resources. Examples of government mechanisms from 

other countries are included to highlight nuances in China’s strategy of creating National Open 

Innovation Platforms for Artificial Intelligence. A revised model of platform boundary resources that 

identifies government mechanisms as contextual factors to boundary tuning processes is presented at 

the end of this section, before implications for research and practice and limitations and directions 

for future research are offered.   
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5.1 Data mechanisms  

Progress in AI generally requires access to data. Policy mechanisms aim to address questions such 

as which entities (public and private) share their data, for what purposes, and under which conditions 

shared data is likely to impact AI system development. Large technology companies and their 

innovation platforms are both providers and gatekeepers of strategic digital resources such as 

infrastructure, compute, data, and access to large user bases and their data (Geradin, 2021). The 

business model of most platforms has been shown to be based on control over and valorization of 

data (see also Rahman & Thelen, 2019).  

The centralizing nature of the production function of large digital platforms means that the data 

and AI models that are developed and deployed by these might create unique barriers to entry by 

startups (Bommasani et al.,  2021). This is witnessed in the prohibitive costs of resources (data and 

compute) needed to develop, for example, innovative AI foundation models or search engines 

(Bommasani et al., 2021; Radinsky, 2015). Infrastructure investments can therefore be a barrier to AI 

development by university-based computer scientists and resource-constrained startups (Mikalef & 

Gupta, 2021).  

Mikhaylov, Esteve, and Campion (2018) have argued that successful development of artificial 

intelligence capabilities relies on developing greater data-sharing relationships across government, 

industry, and academia. The NOIPAI initiative aims to affect information tools (data) and software 

tools (e.g., deep learning frameworks) on both the supply and demand sides. On the demand side, 

NOIPAIs are obliged, via self-enforcing contractual mechanisms, to contribute greater although 

unknown quantities of proprietary data, which makes information tools more available. On the supply 

side, government data may be provided to platforms on a procurement basis, or may be distributed 

freely through open government data platforms, e.g., based on licensing agreements (Cingolani, 

2021). 

As governments supply the data for open data ecosystems, they also embark on a transformation 

of existing practices and services on the demand side by increasing data availability to actors at the 

periphery. Novel partnerships – of public agencies on the supply side and application and content 

developers on the demand side – result in the formation of hybrid platforms that support the 

development of open-data ecosystems (Wang & Shepherd, 2020).  
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A data trusts is another mechanism that aims to increase data sharing among companies, the 

government, and individual developers. A data trust is a legal framework for managing shared data, 

which may promote collaboration among its members through establishing common securing rules 

for data security, privacy, and confidentiality on both the supply and demand sides.  

The use of data trusts is, for example, a part of the United Kingdom’s AI Sector Deal, a collection 

of policies that promote the adoption and use of AI (GOV.UK, 2019). Clearly, government 

mechanisms can  facilitate data stewardship and bottom-up empowerment, e.g., through legislative 

mechanisms that establish data rights and protections, data sharing policies, and legal and 

infrastructural obligations on the supply side (Aapti Institute, Open Data Institute, 2021).  

 

5.2 Interoperability mechanisms   

In platform-based digital ecosystems, interoperability refers to the ability to transfer and render 

data, information, and software across systems, applications, or components (Gasser, 2015), both 

domestically and internationally. Governments have several mechanisms at their disposal to affect 

platform and ecosystem interoperability.  

The NOIPAI case demonstrates that China’s Great Firewall, a censorship mechanism, also limits 

domestic and international forms of data and information interoperability (Băzăvan, 2019), which 

affects platforms boundary resources by limiting access to resourcing tools from international 

ecosystems on the supply side. In other words, national interoperability mechanisms can be used to 

establish boundaries against global digital ecosystems (Tsujimoto et al., 2018). The resulting, 

information-limited ecosystem can be used to favor the development of domestic technology 

companies (Arenal et al., 2020). However, data limitations can constrain domestic companies whose 

developmental prospects are dependent on access to more extensive information and resources. In 

China, the GFW promotes development in the former group of companies and the limited provision 

of special legal VPNs promotes the development of at least some companies in the latter group.  

Interoperability is guided by legal measures that regulate cross-border data flows and thereby 

restrict information tools. In Europe, for example, the adequacy approach, a legal mechanism of the 

General Data Protection Regulation (GDPR), defines conditions under which third-party countries 

are understood to provide sufficient protection for the transfer and use of personal data (Chen, 2019).  
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Interoperability mechanisms also relate to antitrust mechanisms that guide competition in the 

digital economy. In terms of innovation platforms, software-based resourcing tools accessed via APIs 

or SDKs can be constructed to limit interoperability between competing platforms, products, and 

services (Nooren et al., 2018). Antitrust mechanisms include legal measures that work to avoid that 

platforms construct software tools in ways that promote consumer lock-in and make it costly for users 

on the demand side to switch their services to competing platforms (Martens, 2016). In 2004, for 

example, the European Commission ordered Microsoft to provide essential interoperability 

information that permitted the development of competing products (Simcoe, 2012).  

In relation to AI development and innovation practices, government mechanisms that address 

interoperability concerns relate to ensuring fair and equal competition. Forcing incumbents to share 

their data (resourcing tools) and intellectual property (securing rules) with new entrants has been 

debated as an alternative to breaking up firms out of anticompetitive concerns related to 

disproportionate data centralization (Chen, 2019). In terms of transaction platforms, their use of data 

on third-party sellers arguably has given them an unfair advantage over competitors (Lomas, 2020). 

However, proper organizational solutions, as well as technical (resourcing) and legal (securing) 

standards, have not yet been developed. To ensure that concerns over fairness and security are 

sufficiently addressed, new boundary resources and forms of data-sharing and interoperability need 

to be reconsidered by digital platforms (Chen, 2019). 

 

5.3 Contractual mechanisms   

Governments may directly affect the process of boundary resource tuning by using contractual 

mechanisms (e.g., reporting rules). As seen in the NOIPAI case, such rules may be used to provide 

the government with increased oversight of platform-based activities, including tools used to resource 

peripheral members and rules used to govern participation in the wider ecosystem. Policymakers can 

use such knowledge to assess the extent to which a platform has lived up to pre-specified contractual 

obligations (Klievink et al., 2016) or whether a platform complies with existing laws and regulations. 

New informational channels between public agencies and private platforms may also be established 

through audit-based mechanisms that seek to increase public oversight, e.g., on strategic areas of 

digital development and competition (Gorwa et al., 2020). Audit-based mechanisms are also relevant 

for launching new forms of oversight of algorithmic use and can ensure that principles such as fairness, 
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transparency, and accuracy are sufficiently met and accounted for in the digital economy (Brown et 

al., 2017; Raji et al., 2020). 

 

5.4 Procurement mechanisms   

Procurement-based mechanisms can support AI innovation and exemplify platforms or 

ecosystems pull strategies on the demand side. Beraja, Yang, and Yuchtman (2021) have argued that 

the government may shape the direction of innovation and growth in data-intensive economies, both 

because the government is a key collector of data and because data is sharable across uses within 

firms. This may generate economies of scope when governments include supply-side data as a part 

of a procurement-based contract. In terms of facial recognition AI in China, government procurement 

contracts have been documented to be conducive to creating economies of scope arising from 

government data. This means that procurement-based mechanisms can lead to the development of 

improved commercial software in private innovation platforms (Beraja et al., 2021). Government 

procurement of digital technologies and services can consequently play an entrepreneurial role in 

promoting competition and innovation among suppliers. This has implications for the development 

of innovation platform’s resourcing tools and contributes to shaping generativity through testing new 

technologies, such as facial recognition systems, for public sector use (Hanna, 2018). Advanced 

economies have also been documented to use government procurement to promote open standards, 

interoperability, and best practices in digital technology adoption (Hanna, 2018).   

 

5.5 Cooperation and communication mechanisms  

Several government mechanisms do not affect platform boundary resources directly, but have 

indirect consequences for platform governance and ecosystem participation. These include 

mechanisms such as cooperation and communication.  

In terms of cooperation, analysis of China’s NOIPAI initiative has shown that cooperative 

behavior may be encouraged at a platform’s periphery, for example, through bridging algorithmic 

research in universities with research and solutions from the private sector. 

In terms of communication, the NOIPAI case shows that governments may use communicative 

mechanisms to signal fruitful directions for the industry to move in. Pustovrh and Drnov (2020) have 

documented how these mechanisms may include public policy endorsing key actors’ open innovation 
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activities. Communicative mechanisms may also signal that broad and active participation can lead 

to shared influence and control, which facilitates productive group dynamics (Ansell & Gash, 2007).  

Communicative and cooperation-based alignment of goals and objectives among participants may 

be essential when organizations from different sectors collaborate (Ansell & Gash, 2018). Therefore, 

communication and cooperation-based mechanisms have important effects on social tools, especially 

in terms of incentivizing and guiding certain forms of platform behavior.  

 

5.6 Organizational mechanisms 

Organizational mechanisms, such as constructing hybrid platform solutions, have implications 

for platform governance and boundary resource tuning. In particular, since hybrid platforms often are 

constructed to create new kinds of information infrastructure in areas such as healthcare, 

transportation, public utilities, and so on (Kallinikos & Tempini, 2014), they may also be conducive 

to formulating new technology standards on emergent areas of infrastructure (Chen & Lee, 2018). 

Hybrid platforms consequently enable new forms of public value creation (Kim et al., 2021; 

Kretschmer et al., 2020; Panagiotopoulos et al., 2019) and novel governance arrangements to emerge 

(Chen et al., 2021). Collaborative platforms have similarly been argued to be conducive to developing 

shared assets, designs, and standards that may create multiplier effects among participants 

(Mikhaylov et al., 2018).  

Hybrid platforms are distinct types of boundary resource tuning and platform orchestration. They 

shift platform authority in the direction of negotiated or mixed public-private control points, which 

jointly affect the functionality and generativity of the platform (Klievink et al., 2016). This means 

that resourcing tools and securing rules become subject to negotiations that determine the openness 

and accessibility of the hybrid platform arrangement, which contributes to a redefinition of public 

and private spheres of influence in the tuning process (Jacobides et al., 2019).  
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Figure 3. Government mechanisms for platform boundary resource tuning.  

 

 

Hybrid platform initiatives also include establishing entirely new forms of organization with 

unique boundary resources that can be explicitly aimed at enhancing AI innovation. For example, in 

the United States, the National Research Cloud initiative aims to provide academic and non-profit 

researchers with enhanced access to compute and government datasets for education and research 

(Ho et al., 2021). In Europe, the European Open Science Cloud (EOSC) similarly aims at providing 

“researchers, innovators, companies, and citizens with a federated and open multi-disciplinary 
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environment where they can publish, find and re-use data, tools, and services for research, innovation 

and educational purposes” (European Commission, 2020, p.1).  

China has also established a national research cloud, the China Science and Technology Cloud, 

and the push to create NOIPAIs should be viewed as a complementary strategy that seeks to affect 

the boundary resources and generativity of leading private sector innovation platforms in ways that 

do not result in the construction of a hybrid platform arrangement. Instead, the NOIPAI policy 

initiative seeks to affect the AI production function by increasing the availability of private sector 

resourcing tools. This pulls the initiative toward a negotiated form of platform authority and control 

without establishing hybrid platforms. Instead, NOIPAIs continue to be based on application-driven, 

enterprise-led, and market-oriented principles (Wu et al., 2020). Our analysis confirms that the 

formation of hybrid public infrastructure platforms is only indirectly associated with the NOIPAI 

initiative but does have important implications for NOIPAIs in terms of creating feedback loops that 

may affect resourcing tools (see Fig. 2). China’s NOIPAI case invites and possibly demands 

rethinking how policymakers seek to orchestrate open data availability and AI-related OSS 

accessibility without maintaining control over the value creation process itself (Janssen & Helbig, 

2016). 

 

Figure 4. The centralization of platform authority in different organizational structures.    

 

 

Different government mechanisms and processes for government-induced boundary resource 

tuning are directly associated with organizational structure, which is argued to move across 

government, hybrid, and private platform constellations. As detailed throughout the paper, 

government mechanisms can affect resourcing tools and securing rules in a range of ways that have 
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important direct and indirect implications for platform governance and the process of boundary 

resource tuning. 

 

5.7 Implications for research   

Based on the findings and discussion, several implications for research emerge. First, the existing 

theory of boundary resources has been extended (Bonina and Eaton, 2020; Eaton et al., 2015; 

Ghazawneh and Henfridsson, 2010, 2013) through clarification of external factors as concrete 

government mechanisms that can be used to influence innovation platforms boundary resources. 

Government mechanisms have important implications for how resourcing tools and securing rules 

are structured and governed, which has consequences for data availability, software accessibility, and 

digital forms of interoperability. The suggested government mechanisms reorient existing theories on 

platform governance (Constantinides et al., 2018; Ghazawneh and Henfridsson, 2010, 2013) towards 

the role of the government in shaping and affecting platform boundary resources. For governments, 

the toolkit on how to influence platform boundary resources remains nascent, which means that the 

findings presented here have important implications for how governments continue to engage in a 

platform-induced way of thinking and organization (Brown et al., 2017; Cordella & Paletti, 2019; Ju 

et al., 2019; Klievink et al., 2017; Zhao & Fan, 2018). The findings of the paper contribute to an 

emerging research agenda centered on new and emergent ways in which governments seek to 

structure and orchestrate the platform economy while ensuring fair competition and supporting (AI) 

generativity. 

Second, this paper has focused empirically on a case of boundary resource tuning in China. This 

case has provided insights into government mechanisms in a state-capitalist setting. However, some 

of the uncovered mechanisms are unique to China. The Great Firewall, for example, censors 

information and regulates the internet in ways that contrast with governance mechanisms deployed 

elsewhere. China’s recent ban on for-profit educational-technology platforms (Chan et al., 2021) and 

the requirement that private-sector technology companies sometimes reserve board seats for Party 

members (Yang & Goh, 2021) are additional examples of uniquely Chinese mechanisms to affect the 

platform economy in China. It is crucial to understand which elements of one country’s platform 

boundary resource tuning mechanism are transferrable to other countries, and which are not. This 

paper contributes to opening this agenda by reorienting the platform literature towards how 
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resourcing tools and securing rules are shaped by the interplay of government mechanisms and 

private-sector platform governance (Cordella & Paletti, 2019; Gorwa, 2019; Raunio et al., 2018).  

Third, the study contributes to the literature on platform architecture and digital infrastructure by 

elaborating on the growing role of hybrid platforms (Constantinides et al., 2018; Klievink et al., 2016; 

Tilson et al., 2010). Many elements of China’s National Open Innovation Platforms for AI exhibit 

hybrid infrastructural elements that have been little studied (Klievink et al., 2016) but have several 

implications for research. This paper has taken a step by demonstrating the value of treating 

government, hybrid and private platforms as distinct forms of organization, which have important 

implications for platform authority and the processes of boundary resource tuning. Authority and 

control over tuning mechanisms are likely to differ considerably across the three forms of 

organization, which makes it an area of research that needs be further studied and understood.  

Finally, implications are found in relation to AI innovation and the role of governments in 

affecting access to resourcing tools such as data availability, software and compute accessibility, and 

platform openness and interoperability. How governments seek to affect the generativity associated 

with each area has important implications for AI innovation going forward. Therefore, the paper’s 

findings contribute to the growing literature on the role of the government as a strategic enabler 

(Battisti et al., 2022) and a regulator of AI and the digital economy (Lee et al., 2019).  

 

5.8 Implications for practice  

For policymakers, implications revolve around how varying mechanisms may affect the boundary 

resources of platforms and what it means for platform innovation in areas such as AI development. 

Policymakers need to know how new and existing mechanisms may be used to support and regulate 

platforms’ process of boundary resource tuning. These mechanisms have direct and indirect effects 

on platform resourcing tools and securing rules and can guide specific behavior in the digital economy, 

for example, in relation to AI generativity. Mechanisms may include information and data 

mechanisms (e.g., OGD, data trusts, shared data repositories), interoperability mechanisms (e.g., 

censorship, software, competition, data), or legal and contractual mechanisms (e.g., GDPR, reporting, 

auditing), among others. These mechanisms have implications for the availability of data, the 

accessibility of software, and domestic and international forms of interoperability. For their part, 

policymakers have at their disposal an extended range of organizational mechanisms (e.g., hybrid 
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platforms and information infrastructure, procurement) that can be used to affect or create new areas 

of public value creation. Fruitful strategies already engage with fostering open and inclusive forms 

of data sharing and open-source software distribution. Policymakers should strive toward deploying 

mechanisms that target interoperability, participation, or anti-competitive behavior without deploying 

overly discriminatory measures to enhance digital sovereignty at the cost of international forms of 

digital integration and cooperation. 

For managers of international innovation platforms, implications involve navigating among the 

ways platform openness and ecosystem integration can be strategized across fragmented international 

borders and digital ecosystems. Managerial considerations include how policy mechanisms can be a 

confounding factor in limiting or enabling specific resourcing tools or securing rules. Given the rise 

of interest in reinforcing varying forms of digital sovereignty, managers should pay special attention 

to local or regional, i.e., geographical platform requirements, e.g., data use, access, openness, 

interoperability, portability, and control. The kind of services offered on international innovation 

platforms and how these stay compliant with legal requirements in different countries and 

constituencies is a rising case in point.  

 

6. Limitations and future research  

This study has several limitations. The first limitation concerns the geographic location of the 

study. While China’s rise to world leader status in terms of AI innovation was relatively quick (Zhang 

et al., 2021), many of the government’s industrial policies and political interventions, e.g., in terms 

of strategy, financing, and AI ethics (Roberts et al., 2021), are difficult and possibly impossible for 

other governments to replicate. By implication, not all conclusions drawn from the analysis may be 

applicable to other geographical contexts. This means that government mechanisms could look 

different elsewhere. While the paper has nuanced its findings by articulating examples of government 

mechanisms from other countries, an exhaustive list of government mechanisms for boundary 

resource tuning has not been established. Instead, this paper has provided the foundation for 

establishing a more extensive research agenda on the governance of platform boundary resources at 

the intersection of public and private interests. More research and documentation are therefore needed 

in terms of how varying government mechanisms can be used to affect the process of boundary 

resource tuning. Future studies are encouraged to look into government mechanisms for boundary 
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resource tuning in other geographical contexts or could try to assess what differing government 

mechanisms mean for international platforms’ operation and organization and forms of (AI) 

innovation. The interrelations between international platforms’ operation, and national forms of 

constraint, is an important area to be studied further. How varying national regimes affect the 

boundary resources of international platforms differently will have important implications for digital 

sovereignty and digital competition going forward. 

The second limitation concerns data analysis. The study’s classification of governance 

mechanisms might have been influenced by subjective bias in interpreting the empirical data. 

However, the adopted protocol for coding interviews and document-based data (Strauss & Corbin, 

1998) should have minimized the risk of bias in interpretation. To further mitigate these concerns, 

future studies could engage in a replication of the uncovered government mechanisms, perhaps based 

on a different case study, or could seek to determine their applicability to other geographical contexts 

and cases. This approach would contribute to the emergence of a more stringent and generalizable set 

of government mechanisms, which may be more widely applied across geographical contexts. This 

would strengthen knowledge of the international applicability of government mechanisms for 

boundary resource tuning while limiting potential biases in the individual studies. That is, the 

proposed government mechanism categories could be further tested, elaborated, and extended in 

future studies. 

Third, direct contact with policymakers responsible for formulating and implementing the 

NOIPAI initiative was not established in this study, perhaps due to the increased sensitivity of China’s 

industrial policies or political tensions in international high-tech competition. This represents a 

limitation in terms of public-sector verifiability of the results. Future studies could mitigate this 

limitation by interviewing policymakers who are in a position to describe and explain government 

intentions regarding the NOIPAI initiative. This would be informative in understanding how the 

NOIPAI initiative continues to evolve and expand, and how the individual platforms contribute to a 

larger policy agenda, e.g., in terms of AI-related digital infrastructure building at a national level.  

Finally, more research needs to be aimed at the role and structure of hybrid platforms, including 

how these are used as organizational mechanisms for novel public-private forms of interaction and 

governance. The findings of this paper encourage a more comprehensive research agenda to be built 

around the formation of hybrid platforms as a distinct form of organization and governance. In terms 
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of AI innovation, the ongoing centralization of resourcing tools such as data and compute in large 

platforms could be partially alleviated by establishing hybrid platforms and research clouds that 

provide better and more equal access to resources. The organization of boundary resources associated 

with hybrid platforms and how these inform AI innovation exemplifies a nascent agenda with 

promising avenues for future research. 
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Appendix A. List of interview questions 

• How has China’s AI industry developed over time? Which factors have been important for 

its development? 

• How is your company engaged in AI research, and how does that feed into creating 

innovation? And relatedly, what is the most important research or practical application of AI 

technologies, and how do you view this interrelationship and the feedback mechanisms 

between them? 

• If your company has a strategic partnership with universities/research institutes, then how 

does this partnership/alliance work on a practical level, and how does it feed into your 

company’s technological innovation trajectory?    

• What are the main opportunities for AI entrepreneurs in China / what are their main 

obstacles? 

• Does the government support your company in terms of AI innovation? 

• How does your company engage in the construction of National Open Innovation Platforms 

for AI? 

• Your company was recently announced as a “National Open Innovation Platform for New-

Generation Artificial Intelligence”; what does that entail for the company? How is your 

company building this platform? What does the partnership involve, and how is your 

company’s platform contributing to China’s AI ecosystem? 

• How does your company open up data and software on the platform? 

• How does your company determine what the right degree of platform openness is? And 

what are some of the rules that your company has devised in terms of ecosystem 

engagement? 

• What do you think the government tries to achieve through the establishment of National 

Open Innovation Platform for New-Generation Artificial Intelligence? 

• Are certain parts of the platform governed by both the company and the government? How 

are these forms of joint governance negotiated? 

• What does the government do to enable AI innovation? For example, does it also contribute 

by providing government data and so on? 

• Competition on AI in China is fierce; how does your company manage to stay ahead and 

leverage the overall ecosystem in the development of its technology, i.e., access to talent, 

venture capital, acquisition of AI start-ups, etc. – what is most important to your company in 

this regard? 

• How does innovation in AI in China compare to innovation in AI in Silicon Valley or in 

Europe? 

• Which AI trends should we watch out for in the coming years? Which direction are we 

headed in? 
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Abstract 

We examine whether invoking nationalistic sentiment surrounding the technology race and 

competition between the US and China influences people’s willingness to share private data with 

companies and the central and local governments in China. We conduct a randomized online 

experiment to assess whether being reminded of the US–China tech competition in artificial 

intelligence (AI) affects respondents’ willingness to share data. We also assess whether being 

reminded of US sanctions on Chinese tech companies or being reminded of data collection practices 

by Chinese government agencies affect data privacy preferences. We find that reminding Chinese 

internet users of the technology race with the US invokes nationalistic sentiment, which increases 

respondents’ willingness to share data with Chinese companies and trust in these to handle their data 

responsibly. When people are reminded of the US–China tech competition, they also decrease the 

valuation they place on their facial image data, thus making data a cheaper input factor, e.g., in AI 

innovation. We find that males are more willing to share their data with private companies and the 

central and local governments when invoked with a sense of tech nationalism. As the development 

of China’s surveillance regime on the public and private sides of the spectrum is likely to continue, 
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our findings show that invoking nationalistic sentiment can increase people’s willingness to share 

data with private companies and the government. 

 

Keywords: Tech competition; nationalism; data privacy; China  

JEL codes: F52 (National Security • Economic Nationalism), O33 (Technological Change: Choices 

and Consequences • Diffusion Processes), P30 (Socialist Institutions and Their Transitions) 

 

1. Introduction 

Data is fundamental to the development of digital technologies and artificial intelligence. Massive 

data libraries enable both businesses and governments to develop increasingly precise algorithms 

that, in turn, create personalized and convenient digital products and services. Firms and 

organizations with access to proprietary data conduct R&D and innovate at the frontier, while those 

without such access often lag behind. At the same time, the collection and use of data by firms and 

governments has raised concerns about data privacy and ethics. People are often unaware of how, 

when, and which data companies and governments collect. Accordingly, more calls for regulations 

that aim to control the collection and use of data have been proposed around the world.  

The tension between innovation and privacy is inherent to such recent digital technologies as 

artificial intelligence, information technologies, web platforms, and smartphone applications. 

However, as tech firms become global, the debates surrounding data privacy and collection have 

moved beyond consumers and firms within a country and have recently manifested in tensions 

between nation-states. When the EU implemented the GDPR, there were concerns that China, with 

no similar data privacy regulation, would jump ahead in AI development, because new rules would 

raise the cost of collecting large amounts of data (Li et al., 2021). In the US, several Chinese 

companies have been placed on an entity list that restricts them from obtaining critical American 

products, sometimes associated with concerns over illegally collecting US citizens’ data or that the 

companies could be forced to hand over such data to the Chinese Communist Party.  

In the case of the US and China, conflicts involving tech companies, data privacy, and differing 

data regimes have evolved into a technology war that is sometimes referred to as the “great tech 

decoupling” (Johnson & Gramer, 2020). Nationalistic sentiment has since been fueled on both sides 

of the Pacific. In the US, the Trump Administration proposed the Clean Network program to 
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safeguard citizens’ privacy and companies’ sensitive information from malign actors such as the 

Chinese Communist Party (US Department of State, 2021). In China, US foreign policy is viewed as 

a strategy to contain China. US actions against Chinese companies such as Huawei have been labeled 

“economic bullying,” designed to impede the rise of China (Dupont, 2020). Disputes on trade and 

technology between the US and China are viewed as an accelerator of decoupling, fragmentation, and 

realignment throughout the digital economy (Capri, 2020). These developments could mean that 

governments also are more likely to devote additional resources to shaping public opinion on related 

issues.  

The main goal of this article is to examine whether tech nationalism, understood as increasing 

nationalistic sentiment surrounding the technology race and competition between US and China, 

influences data privacy perceptions. Data privacy perceptions are understood as people’s willingness 

to share their data with companies and the central and local governments. We ask how people in 

China perceive and react to various public and private forms of data collection, and whether 

technological competition with the United States affects data privacy preferences. To the best of our 

knowledge, we are the first to examine how tech nationalism affects perceptions of data privacy.  

To examine this question, we surveyed 3,146 individuals in a representative sample of China’s 

internet population. Through a randomized online experiment, we assess whether being reminded of 

the US–China tech competition in the area of AI affects respondents’ willingness to share data with 

companies and with central and local governments. We also assess whether being reminded of US 

sanctions on Chinese tech companies affects data privacy preferences. By showing vignettes related 

to US–China great power contests (i.e., competition and sanctions), our survey experiment was 

designed to invoke a sense of nationalism and victimization. We use this mechanism to determine 

how tech nationalism affects people’s willingness to share data with companies and the government. 

In addition to the two tech nationalism-related treatments, we also examine how being reminded of 

intrusive data collection practices by government agencies affects data privacy preferences. 

We find that invoking nationalistic sentiment increases people’s willingness to share their data 

with private companies. Furthermore, when respondents are primed with information regarding US–

China technology competition, their trust in private companies to handle their data increases. Post-

treatment respondents also believe more strongly that personal data helps to enable Chinese 

companies to take the lead in the global competition to develop AI technologies. In other words, 
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reminding people of the technology race with the US invokes a nationalistic sentiment that increases 

both respondents’ willingness to share data with Chinese companies and their trust in these to handle 

their data responsibly. When people are reminded of the US–China tech competition, they also lower 

the value they place on their facial image data, thus making data a cheaper input factor for AI 

innovation. In other words, great power competition between the US and China shifts respondents’ 

willingness to share data with private companies. We also find that males are more willing to share 

their data with private companies and the central and local governments when invoked a sense of tech 

nationalism. Both findings are statistically significant.  

The development of China’s surveillance regime on the public and private side of the spectrum 

is likely to continue, and our findings show that invoking nationalistic sentiment could enhance 

people’s willingness to share data with private companies and the government. Due to China’s 

extensive control of online discourse across digital ecosystems, we posit that the central government 

can build support for its surveillance regime while building a distinct data protection regime that 

favors government centralization of data (i.e., government surveillance) in the long run.  

 

2. Background 

2.1 China’s data regime and data privacy 

China has embraced an increasing array of data-collection technologies, often powered by AI 

systems. The positive aspects of technology and data use in governance are already well known 

among the Chinese population. Private companies have long emphasized convenience, and the 

government has emphasized public safety. Recent papers have focused on China’s government’s use 

of data, e.g., in the social credit system (Kostka, 2019; Mac Síthigh & Siems, 2019), as an input in 

facial-recognition-related innovation (Beraja et al., 2021), or in the implementation of social control 

measures, including propaganda and censorship (King, Pan, & Roberts, 2017; Lu & Pan, 2020). Some 

forms of technology use come at the cost of infringements of citizen privacy. China’s central 

government has, for example, worked to enable a range of public sector surveillance initiatives, such 

as facial recognition technologies. Similarly, China’s private sector companies have been suspected 

of engaging in predatory data collection practices. These developments have caused Chinese citizens 

to raise concerns over data collection, hacking, illegal sale, and personal data leaks by private entities 

and the government (Mozur, 2018). Through lawsuits (S. Lu, 2020), citizens have contested the over-
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collection and abuse of personal data amassed through AI-powered facial recognition systems and 

other forms of surveillance technology, which expanded during the Covid-19 pandemic.  

Chinese regulators have acknowledged that data misuse has been rampant in China and that it 

takes seriously the people’s concern that their personal information must be protected (State Council, 

2020). The Chinese Communist Party (CCP) and State Council even cited personal information 

infringement as an issue that could affect social stability during the country’s 2021 Spring Festival 

holiday (Xinhua, 2020). China’s government has therefore begun to curb data collection by 

companies and has launched several new laws to govern data collection and use. One of these is the 

Data Security Law (DSL), which went into effect in September 2021 and governs the creation, use, 

storage, transfer, and exploitation of data within China. The Personal Information Protection Law 

(PIPL), which went into effect in November 2021, mirrors the European Union’s General Data 

Protection Regulation (GDPR) and enables individuals to decide when and how their data is used. 

This includes approving the use and processing of more sensitive data, such as biometrics, financial 

information, and location services. The law also addresses AI-related automated decision-making, 

requires transparency, fairness, and justice in decisions, and explains the process for cases that could 

have a significant impact on individuals’ rights and interests. Individuals are also allowed to opt out 

of algorithmic targeting and automated decision-making (Liu et al., 2022).  

While new laws are specifically targeted at data collection practices by the private sector, scrutiny 

of public sector surveillance practices remains absent (Pernot-leplay, 2020). State agencies are, for 

example, not required to disclose or provide others with the personal information they handle, except 

as provided by law and administrative regulations that remain arbitrary and subject to interpretation. 

Questions, therefore, remain about the extent to which state agencies are required to comply with the 

Personal Information Protection Law (Lee et al., 2021). While China’s surveillance systems also 

remains subject to extensive areas of data misuse, these are much harder for citizens to contest and 

criticize. The inherent consequence of this political and legal framework is that the the government’s 

perception of collective interest outweighs individual freedoms and data privacy. 

In traditional Chinese society, collectivism largely ignored individual interests, including 

protecting individual privacy. The belief that the collective is more important than the individual 

differentiates China’s sense of privacy from Western societies (Lü, 2005). In Western countries, laws 

based on human rights principles generally protect the individual from state power. In contrast, human 
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rights in China are derived from the state itself, which means the interests of the state, the ultimate 

collectivity, remain above the individual’s (Pernot-leplay, 2020, p. 108). This understanding explains 

why individuals are currently gaining significant data protection rights in the private sector but 

“cannot claim any remedies for the infringements of their privacy carried out by the state government” 

(Pernot-leplay, 2020, p. 109).  

Therefore, the Chinese consumer’s data privacy protection progresses, while the Chinese citizen’s 

does not. This implies a difference between strengthening data protection at the individual level and 

strengthening the government’s overview of an individual’s data. Compared with Western 

democracies, the protection of a right to privacy in China is still limited, which makes it easier for 

the government to override this right to privacy in favor of the needs of the state, e.g., in terms of 

security and criminal investigations (Lü, 2005). For example, the Chinese government retains the 

power to request that companies provide access to an individual’s personal information. A court order 

is not required, which illustrates the priority of government interests over rights described as 

fundamental in the West (Pernot-leplay, 2020, p. 107). 

China, however, aims to strengthen its current data protection and data privacy regime with the 

objective of increasing Chinese consumers’ trust in the digital economy by making the government 

a credible protector of consumer privacy. While pursuing this objective, the government seeks to 

retain control over domestic data while generating more precise rules that secure trust in how personal 

data is used and shared. Issues related to data privacy, with a focus on the protection of individuals’ 

rights, especially from overreach by private-sector companies, are frequently discussed on China’s 

official state media. Overreach on the part of the government, however, is rarely addressed in China’s 

official media coverage (Rieger et al., 2020). The public debate surrounding facial recognition 

technology (FRT), for example, does not usually question the use of cameras by the police, and data-

protection laws do not place any formal limits on government surveillance (Roussi, 2020). However, 

state-run media has also framed FRT as an instrument to detect corruption by local government 

officials, and Chinese newspapers have run critical articles that question some FRT use-cases, e.g., 

in the educational system. 

China’s state media plays an essential role in affecting public opinion and tends to focus mainly 

on the positive aspects of surveillance technologies (Rieger et al., 2020). This could be why Chinese 

consumers generally exhibit lower data privacy concerns than other countries (Morey et al., 2015). 
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Attitudes towards AI in China are also more optimistic than elsewhere, as documented in a 2020 

survey on global attitudes towards AI and machine learning, which found that 59 percent of Chinese 

respondents consider the uses of AI to be mostly beneficial, and only nine percent consider it harmful 

(Neudert et al., 2020).  

 

2.2 Nationalism and data privacy 

Despite censorship and other controls on the free flow of information, debates over what type of 

political institutions are best for China and how individual freedoms should be protected continue to 

persist in China (King et al., 2013). This means that mass preferences remain important, as they 

influence policy and governance outcomes in authoritarian as well as democratic regimes (Wang, 

2008; Weeks, 2008). Mass preferences associated with data gathering and data protection practices 

can therefore be used as indicators of the popularity of the current direction of China’s data regime. 

Nonetheless, one might wonder about how mass preferences for data privacy in China are construed, 

and particularly whether ideology is associated with a distinct set of data privacy preferences. 

Pan and Xu (2018), use data from a large-scale online survey to map China’s ideological 

spectrum, and find that, while public preferences are multidimensional, some dimensions are highly 

correlated. For example, those who prefer authoritarian rule are also more likely to support 

nationalism and state intervention in the economy. Furthermore, those who prefer democratic 

institutions and values are more likely to support market reform but are less likely to be nationalistic. 

Furthermore, individuals from regions with higher economic development, trade openness, and 

urbanization (e.g., Guangdong, Shanghai, and Beijing) are more likely to lean towards the liberal, 

pro-market, and non-nationalist end of the spectrum, while those from poorer regions (e.g., Guizhou, 

Guangxi, and Henan) are, on average, more likely to lean towards the conservative, antimarket, and 

nationalist end of the spectrum.  

China’s central government also plays an active role in shaping how people identify with the state. 

One strategy is to construct an official national-historical narrative that establishes a sense of common 

past and shared future (Zerubavel, 1995). In the context of China, nationalism has been argued to 

embody a victim sentiment that exhibits a sense of humiliation and resentment (Woods & Dickson, 

2017). Because Western countries threatened the survival of the Chinese nation in modern history, 

this feeling of victimhood naturally bears antagonism against foreign countries. The “victim” 
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narrative in patriotic education thus depicts foreign aggression as the primary reason for China’s 

sufferings in modern history (Gries 2004, 48–49). The victimization narrative is regularly brought up 

in politicians’ speeches, news reports, museums, and television (Callahan, 2006). Xu and Zhao (2020) 

conducted an online survey experiment among 1890 urban Chinese citizens to examine the impact of 

historical “victimization” narratives on political attitudes. Analysis of survey responses indicates that 

the US–China trade dispute and US sanctions against the firm Huawei, for example, made 

respondents become more suspicious of the intentions of foreign governments in international 

disputes. This, in turn shifted attitudes toward support for more hawkish foreign policies, and, to 

some extent, strengthened support for the government (Xu and Zhao 2020).  

Clearly, nationalism can be used to shape perceptions of China’s relationship with the West and 

China’s status on the international stage. In terms of China’s articulated quest to become a world 

leader in AI by 2030 (Roberts et al., 2020), the nationalist narrative may prove to be of particular 

importance, especially as the technological race to lead in AI has intensified and as technological 

decoupling between the United States and China continues to deepen (Johnson & Gramer, 2020). 

We use these findings to assess whether primers associated with nationalistic pride (e.g., US–

China technological competition) or victimization (e.g., “unfair” sanctions placed on Chinese 

companies by the United States) also make people more willing to give up their data in support for 

the government and private sector companies.  

We seek to understand how ideological persuasions, especially concerning nationalistic 

sentiment, may correlate with data privacy preferences. We hypothesize that the narrative around 

nationalism could influence data privacy preferences in China and thereby assess the potential 

trajectory of China’s current data privacy regime. We utilize people’s varying persuasions and hold 

these together with the ongoing development of China’s data protection regime. The study of 

ideology has important implications for how varying populations react to data privacy and data 

collection practices – both in China and elsewhere. 

However, the Chinese Communist Party’s central grip on power makes the China case unique. It 

sets China apart in terms of the government’s ability and speed to formulate and implement new 

policies and to construct the public discourse, e.g., through propaganda and censorship. The limited 

role of civil society participation is another obstacle to effective citizen pushback against government 

data collection practices. In short, we expect that, compared to other states, the Chinese government 
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has more room to carve out a centralized data collection regime that benefits the state, and it is 

possible that public dissent, even against existing government data collection practices, can be 

appeased by clamping down on private-sector practices. 

 

3. Experimental Design 

We conducted a randomized online survey experiment to study the effects of different treatments 

on Chinese citizens’ data privacy preferences. Individuals were randomly assigned to ‘treatment’ and 

‘control’ groups, and the differences in the survey responses between the groups were attributed to 

the treatments (Visser et al., 2000). On our instruction and with our compensation, the survey firm 

Qualtrics conducted the survey on a representative sample of the Chinese internet population. We 

collected 3,146 responses that are distributed across China’s provinces. Figure 1 illustrates our 

experimental design.  

 

Figure 1: Experimental Design 
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After respondents expressed consent and completed the screening test, we measured their prior 

beliefs using selected questions on ideology. Building on Pan & Xu (2020), we used three dimensions 

to measure ideology: (1) political liberalism, i.e., policies that pertain to political institutions and 

individual freedom; (2) market economy, i.e., policies about the economy and trade, and the role of 

the state in the allocation of resources: and (3) nationalism, i.e., policies concerning national identity 

and foreign affairs. We asked five questions for each dimension and, for each question, respondents 

expressed the extent of their agreement with the statement on a four-point Likert scale. This indicates 

whether they identify more strongly with liberal or conservative, pro-market or antimarket, or non-

nationalist or nationalist tendencies. An example can be seen below in Figure 2, and the complete list 

of questions can be found in the Appendix. 

 

Figure 2. Example of questions in the Political Liberalism domain (translated from Mandarin to English) 

 

 

The questions in each policy domain were grouped, but the order in which questions within a 

group are presented to each respondent was randomized. The order of the dimensions was randomized 

as well. 

Building on Xu and Zhao (2020), we added a fourth dimension in the form of a Victim Index and 

a Patriot Index that build on the work of Woods and Dickson (2017) and Gries et al. (2011). The 

Victim index refers to China’s interactions with foreign powers and captures the out-group bias 
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against foreign countries.33 The Patriot index reflects a respondent’s sense of national pride and 

feelings of attachment towards China. Each index was populated on the basis of responses to five 

statements. Again, respondents were asked to express their agreement with the statements on a four-

point Likert scale. A higher score on the respective index indicates a stronger attachment to the victim 

(or patriot) side of the Chinese national identity. The index is standardized with a mean of 0 and a 

standard deviation of 1.  

Next, we assessed respondents’ familiarity with technology, to gauge their level of technological 

literacy. We used this as a measure of comprehension of data privacy and data protection-related 

issues. This was followed by questions to assess our respondents’ degree of overseas exposure. Then, 

we aimed to measure pre-treatment perceptions of technology companies by asking respondents about 

their perceptions of the role of large technology companies in the Chinese economy, and whether the 

government should do more to rein them in. We also assessed respondents’ views on their data pre-

treatment by asking whether they think their data has economic value and whether they are willing to 

share it with companies and the central and local governments. Next, we asked a set of questions 

related to demographics before respondents proceeded to read a paragraph that describes data privacy 

violations by private sector companies in China. The main paragraph was followed by a randomly 

assigned vignette from one control and three treatment conditions. The vignettes are similar in length 

(about one paragraph) and mirror the structure of factual online articles, with illustrative pictures 

added to increase the salience of the vignettes. Following each vignette, we included manipulation 

checks to ensure that respondents had paid sufficient attention to the experiment. In each subsection 

below, we briefly describe the main paragraph and the control and treatment conditions.  

The main paragraph of the survey was designed to convey information about companies’ 

improper use and collection of personal data. We also mentioned that the Cyber Administration of 

China has been cracking down on illegal and excessive data collection practices since November 

2019. We provided the following examples of data misuse: 

• A company collects location data and access a smartphone’s camera without the user’s 

knowledge or consent 

 
33 We use the victim-patriotism index to gauge whether respondents’ sense of victimization i.e., unfair treatment of Chinese companies 

abroad, also is likely to shift respondents’ willingness to share data, and thereby aiding Chinese companies and/or the government. We 

use the cases of US–China tech competition and US sanctions against China to invoke a sense of unfair treatment of Chinese companies 

abroad. 
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• A company sells personal data for profit without the user’s consent 

• An App repeatedly displays data sharing reminders or that interrupts usage until a user 

agrees to provide additional personal information 

Three treatments and one control group follow the main paragraph. Our control group was 

provided with neutral, general facts about Information Technology. Content included simple 

descriptions of IT and how it relates to computer hardware, software, electronic products, 

semiconductors, the Internet, telecommunications equipment, and e-commerce. 

Treatment 1 sought to invoke respondents with a sense of tech rivalry between China and the US. 

We reminded people of the US–China high-tech competition and how innovation in AI has 

intensified. We mentioned that China is developing rapidly in the area of AI and that in 2020, Chinese 

scholars surpassed the United States in terms of the number of citations in AI journals. We also 

stressed that China still lags behind the United States in terms of total investment in artificial 

intelligence and that to become a world leader in AI, China needs to invest more in AI. We also 

mentioned that the rapid development of AI in China has been buttressed by strong policy support, a 

solid educational system, as well as the ability of enterprises to collect consumer data. Finally, we 

mentioned that China’s official policy goal is to become a world leader in AI development by 2030. 

Treatment 2 mentioned that the trade war between China and the United States moved from 

corporate competition to national competition, emphasizing US policies that hinder Chinese national 

development. In the vignette, we stressed that since 2018, the United States has banned more than 

300 Chinese companies from using American technology, which has resulted in Chinese companies 

losing access to critical parts for production. We described how this restricts the development of 

Chinese companies in science and technology and mentioned that Huawei has lost the right to use 

Google’s Android operating system, which has caused its sales of smartphones to drop. We also 

mentioned how former US President Trump tried to force the Chinese company ByteDance to sell its 

successful TikTok business (the international version of Douyin) to a US company. Finally, we 

mentioned that the reason for a US ban on Chinese companies is to protect the US technology industry 

from Chinese exports. 

Treatment 3 moved away from nationalistic sentiment and, instead, reminded respondents how 

the government uses personal data. We observed that local governments have installed a series of 

technologies to monitor and collect citizens’ personal data, stressing that citizens cannot opt out and 
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that personal knowledge or consent is unnecessary for facial recognition cameras to monitor public 

spaces and collect personal biometric data. We also noted that public schools can be monitored 

through surveillance cameras, smart wristbands, and intelligent school uniforms that track students’ 

activities. We mentioned that China’s social credit system collects and uses artificial intelligence, 

face recognition, big data, and other technologies and systems to monitor and analyze the data of 

individuals and enterprises, and that all of this may happen without their knowledge or consent. 

The control and treatment scenarios were followed by questions associated with outcome 

variables that include respondents’ willingness to share personal data with businesses and the central 

and local government. We also assessed whether respondents believe that businesses, the central 

government, and local governments will seriously protect their data. The following outcome variable 

assesses whether respondents believe that their data is critical for Chinese companies concerning 

global competition and the government’s ambition to make China a world leader in developing AI 

technologies.  

At the end of the survey, we conducted two types of choice experiments. First, we conducted a 

single-binary discrete-choice (SBDC) experiment (Carson et al., 2014), which involves consumers 

making a single choice between two options. Specifically, we asked respondents whether they would 

be willing to provide their facial biometric data to (A) a company or (B) the government, respectively, 

in exchange for financial compensation. Next, we sought to determine willingness to accept (WTA) 

valuations (i.e., the monetary compensation needed to compensate for various goods)(Brynjolfsson 

et al., 2019), by asking respondents how much money (in Chinese Yuan), they would seek from a 

company or the government, respectively, in exchange for their biometric facial data.  

Literature on how surveys affect behavior points to self-prophecy effects, where the act of 

measuring itself can induce subsequent changes in respondent behavior (Morwitz et al., 1993). The 

literature also discusses “experimenter demand effects,” which is the possibility that respondents 

change their behavior because they know they are subjects in an experiment (Zizzo, 2010; Di Tella 

& Rodrik, 2019). Zwane et al. (2011) find that surveys can affect behavior and parameter estimates, 

but conclude that infrequent survey visits on large samples are preferable to smaller samples with 

higher-frequency data collection, which is more likely to confound parameter estimates. In order to 

alleviate some of these previously described effects, we constructed a relatively large and 

representative sample of internet users in China. 
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4. Data and Empirical Framework 

4.1 Survey Sample and Variables 

We recruited internet users in China through Qualtrics. We focused on internet users since they 

are likely aware of the data privacy issues related to websites, apps, technology products, and services. 

We launched the survey in October 2021 and collected nearly 4,000 responses over seven weeks. 

After excluding those who did not complete the entire survey (either did not pass our attention checks 

or stopped before the end), those who indicated that they did not devote full attention to answering 

the questions, and those who finished the survey in an unreasonably short time, i.e., the first percentile 

of response time, we ended up with 3,146 individuals. While our sample is not representative of all 

individuals in China, we aimed to get a representative sample of internet users in China, which is the 

more relevant population for the question we study.  

 

Table 1. Summary Statistics 

Variable Mean Std. Dev. Min Max Obs 

Demographics 

Age 38.052 13.099 11 79 3,146 

Male 0.498 0.500 0 1 3,146 

Income below 8,000 RMB 0.455 0.498 0 1 3,146 

Minority 0.056 0.23 0 1 3,146 

Grew up in rural areas 0.193 0.395 0 1 3,146 

Is employed 0.862 0.345 0 1 3,146 

Education: below high school 0.107 0.309 0 1 3,146 

Education: high school or equivalent 0.190 0.393 0 1 3,146 

Education: college or equivalent 0.626 0.484 0 1 3,146 

Education: above college 0.077 0.267 0 1 3,146 

Work in the public sector 0.182 0.386 0 1 3,146 

Work in the private sector 0.632 0.482 0 1 3,146 

Unemployed/retired 0.103 0.304 0 1 3,146 

Student 0.045 0.207 0 1 3,146 

Affiliated with CCP 0.167 0.373 0 1 3,146 

Pre-treatment: Ideology indexes 

Nationalistic index 0 1 -2.951 1.691 3,146 

Conservative index 0 1 -2.807 3.089 3,146 

Antimarket index 0 1 -2.747 2.827 3,146 

Patriotic index 0 1 -3.683 1.545 3,146 

Pre-treatment: technology savviness and data perceptions 
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Technology savviness index 0 1 -3.683 1.545 3,146 

Globalization index 0 1 -1.131 1.931 3,146 

Tech company perception index 0 1 -3.438 4.421 3,146 

Data concern index 0 1 -2.809 3.996 3,146 

Post-treatment: willingness to share personal data 

Sharing with private companies:      

Willingness to share biological data and facial images  2.423 0.97 1 4 3,146 

Willingness to share online shopping records 2.506 0.962 1 4 3,146 

Willingness to share web browsing history 2.389 0.978 1 4 3,146 

Willingness to share personal location, address, or travel 

information 2.454 0.956 1 4 3,146 

Willingness to share personal driving record 2.576 0.941 1 4 3,146 

Willingness to share medical diagnosis records 2.426 0.978 1 4 3,146 

Willingness to share personal financial information 2.169 1.001 1 4 3,146 

Support the use of personal data for the purpose of 

distributing advertisements more targeted to consumers. 2.577 0.956 1 4 3,146 

Support the use of personal data for the purpose of 

differentiating prices for products based on users’ habits, 

preferences, and spending power. 2.679 0.956 1 4 3,146 

Willingness to share personal data for the purpose of 

selling data to third-party companies so that they can 

better understand user preferences. 2.455 1.004 1 4 3,146 

Sharing with the central government:       

Willingness to share biological data and facial images  2.902 0.896 1 4 3,146 

Willingness to share online shopping records 2.778 0.937 1 4 3,146 

Willingness to share web browsing history 2.701 0.958 1 4 3,146 

Willingness to share personal location, address, or travel 

information 2.887 0.914 1 4 3,146 

Willingness to share personal driving record 2.96 0.878 1 4 3,146 

Willingness to share medical diagnosis records 2.899 0.907 1 4 3,146 

Willingness to share personal financial information 2.646 0.978 1 4 3,146 

Support the use of personal data by the central 

government for identifying potential criminals and 

prevent illegal acts from happening. 3.403 0.697 1 4 3,146 

Support the use of personal data by the central 

government for identify people with different views on 

the policies of the central government on the Internet and 

social media to prevent incidents that may cause social 

instability. 3.182 0.796 1 4 3,146 

Support the use of personal data by the central 

government for controlling the spread of the epidemic. 3.422 0.705 1 4 3,146 

Sharing with the local government:      

Willingness to share biological data and facial images  2.842 0.889 1 4 3,146 

Willingness to share online shopping records 2.709 0.921 1 4 3,146 

Willingness to share web browsing history 2.637 0.956 1 4 3,146 

Willingness to share personal location, address, or travel 

information 2.833 0.903 1 4 3,146 

Willingness to share personal driving record 2.878 0.879 1 4 3,146 

Willingness to share medical diagnosis records 2.818 0.907 1 4 3,146 

Willingness to share personal financial information 2.553 0.978 1 4 3,146 
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Support the use of personal data by the central 

government for identifying potential criminals and 

prevent illegal acts from happening. 3.344 0.715 1 4 3,146 

Support the use of personal data by the central 

government for identify people with different views on 

the policies of the central government on the Internet and 

social media to prevent incidents that may cause social 

instability. 3.144 0.820 1 4 3,146 

Support the use of personal data by the central 

government for controlling the spread of the epidemic. 3.383 0.700 1 4 3,146 

Willing to share facial image with private companies 0.381 0.486 0 1.00 3,146 

Valuation of facial image, sharing with private companies 23024.536 411381.536 0 10,000,000 1,199 

log of valuation of facial image, sharing with private 

companies 0.643 0.479 -4.610 16 1,199 

Willing to share facial image with the central government 2626.548 25453.579 0 1 3,146 

Valuation of facial image, sharing with the central 

government 5.235 2.185 0 1,000,000 2,024 

log of valuation of facial image, sharing with the central 

government 4.337 2.996 -4.610 14 2,024 

Post-treatment: trust, personal data perception 

Trust in the private companies 7.015 2.281 0 10 3,146 

Trust in the central government 8.476 1.578 0 10 3,146 

Trust in the local government 7.987 1.671 0 10 3,146 

Personal data criticality: global AI competitiveness 7.674 1.791 0 10 3,146 

Personal data essential: China as the world leader AI 8.248 1.598 0 10 3,146 

Post-treatment constructs: willingness, trust, and data perception 

Willingness to share personal data with private companies 0 1 -1.821 2.020 3,146 

Willingness to share personal data with the central 

government 0 1 -2.512 1.610 3,146 

Willingness to share personal data with the local 

government 0 1 -2.412 1.707 3,146 

Support private companies for using personal data for 

development 0 1 -1.873 1.701 

3,146 

Support the central government for using personal data for 

development 0 1 -4.022 1.130 

3,146 

Support the local government for using personal data for 

development 0 1 -3.830 1.171 

3,146 

Trust in private companies 0 1 -3.076 1.309 3,146 

Trust in the central government 0 1 -5.373 0.966 3,146 

Trust in the local government 0 1 -4.780 1.205 3,146 

Tech nationalistic sentiment: global AI competitiveness 0 1 -4.285 1.299 3,146 

Tech nationalistic sentiment: China as the world leader AI 0 1 -5.163 1.096 3,146 

 

 

In Table 1, we present the summary statistics of the main variables in our survey. The first set of 

variables presents demographic characteristics. The average age is around 38, males and females are 

evenly split, about 19 percent grew up in a rural area, and six percent classify themselves as 
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minorities.34 The share of college-educated or above is relatively high due to the nature of internet 

users in China. About ten percent are unemployed, and four percent are students. 17 percent of the 

respondents are affiliated with the Chinese Communist Party.  

The next set of variables is the key control variables related to people’s beliefs: ideology related 

to nationalism, political conservatism, anti- or pro-market beliefs, and patriotism. We createed 

standardized indexes that group responses to each category’s four or five questions.  

The final set of variables is our outcome variables related to willingness to share private data or 

perceptions of data privacy. Many of these are mean values from a 4-point Likert scale. Note that 

about 38 percent of respondents were willing to share their facial images with private companies, 

while nearly 64 percent were willing to share with the central government. Also, they wished to 

receive almost ten times as much money (23,025 vs 2,627 RMB) in exchange for providing their 

facial image to a private company, compared to the central government. 

 

4.2 Treatment and Control Group Balance 

Before turning to the regression results, we examined whether individual characteristics and 

beliefs are balanced across the control and treatment groups. Table 2 presents the mean and standard 

errors of the variables across each group. Panel A shows variables related to personal background 

and Panel B shows variables related to personal beliefs. The sample sizes for the control group and 

each of the three treatment groups are 891, 789, 683, and 783, for a total of 3,146. The resulting 

distribution after the sample restrictions reflects a relatively even distribution, though the control 

group is larger and Treatment 2 group slightly smaller.  

Table 2 also shows the variable balance across the different treatment groups. Overall, the 

variables are generally well balanced, but we do find that that the average age, share of minority, 

share of people with less than high school education to be slightly lower for the Treatment 1 group. 

In terms of beliefs, the nationalism, patriotism, and tech savviness indexes were lower for the 

Treatment 2 group.  

 

 

 

 
34 According to the 2020 census, 91.11% of the population was Han Chinese, and 8.89% were minorities. 
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Table 2 Summary statistics by treatment  

 Control Group 
Treatment Groups 

Full Sample 
 China-US competition Sanction by the US Gov’t use of data 

 Mean Std. Err. Mean Std. Err. Mean Std. Err. Mean Std. Err. Mean Std. Err. 

Panel A: Demographics           

Age 38.452 0.452 36.954** 0.433 38.965 0.496 37.905 0.486 38.052 0.234 

Male 0.488 0.017 0.494 0.018 0.521 0.019 0.494 0.018 0.498 0.009 

Income below 8,000 RMB 0.460 0.017 0.445 0.018 0.449 0.019 0.466 0.018 0.455 0.009 

Minority 0.056 0.008 0.033** 0.006 0.075 0.010 0.063 0.009 0.056 0.004 

Grew up in rural areas 0.201 0.013 0.167* 0.013 0.204 0.015 0.202 0.014 0.193 0.007 

Is employed 0.860 0.012 0.888* 0.011 0.868 0.013 0.831* 0.013 0.862 0.006 

Education: below high school 0.118 0.011 0.079*** 0.010 0.120 0.012 0.112 0.011 0.107 0.006 

Education: high school or equivalent 0.178 0.013 0.209 0.014 0.180 0.015 0.194 0.014 0.19 0.007 

Education: college or equivalent 0.633 0.016 0.619 0.017 0.624 0.019 0.626 0.017 0.626 0.009 

Education: above college 0.071 0.009 0.094* 0.010 0.076 0.010 0.068 0.009 0.077 0.005 

Work in the public sector 0.168 0.013 0.194 0.014 0.190 0.015 0.178 0.014 0.182 0.007 

Work in the private sector 0.645 0.016 0.638 0.017 0.637 0.018 0.605* 0.017 0.632 0.009 

Unemployed/retired 0.103 0.010 0.089 0.010 0.114 0.012 0.107 0.011 0.103 0.005 

Student 0.037 0.006 0.042 0.007 0.037 0.007 0.064*** 0.009 0.045 0.004 

Affiliated with CCP 0.150 0.012 0.163 0.013 0.176 0.015 0.180 0.014 0.167 0.007 

Panel B: Pre-treatment characteristics           

Nationalistic Index 0.047 0.033 0.047 0.036 -0.097*** 0.038 -0.016 0.035 0 0.018 

Conservative Index -0.019 0.034 -0.033 0.035 -0.021 0.039 0.074* 0.035 0 0.018 

Antimarket Index -0.002 0.034 0.002 0.035 -0.017 0.038 0.015 0.036 0 0.018 

Patriotic Index 0.031 0.033 0.012 0.035 -0.109*** 0.040 0.047 0.035 0 0.018 

Technology savviness index 0.031 0.033 0.012 0.035 -0.109*** 0.040 0.047 0.035 0 0.018 

Globalization index -0.001 0.033 0.031 0.036 -0.018 0.039 -0.014 0.036 0 0.018 

Tech company perception index 0.017 0.033 0.003 0.037 -0.032 0.038 0.005 0.035 0 0.018 

Data concern index -0.007 0.033 -0.020 0.035 0.070 0.040 -0.032 0.035 0 0.018 
           

No. of observations 891 789 683 783 3,146 

*p<0.1; **p<0.05; ***p<0.01 

 

In the regression analysis, we control for all of the variables in Table 2. The key assumption in 

identifying the impact of the treatment is that there are no unobservable differences between the 

control group and treatment groups. A well-randomized experiment would address this by balancing 

out unobserved characteristics between treatment and control. Since randomization may not be 

perfect in real-world settings, we include all the control variables to increase the precision of the 

treatment effect.  
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4.3 Empirical framework 

The most basic model we examine in the empirical analysis is the following equation: 

𝑦𝑖 = 𝛼 + 𝛽1𝑇1𝑖 + 𝛽2𝑇2𝑖 + 𝛽3𝑇3i + Xiπ + 𝜀𝑖   (1) 

where 𝑦𝑖  represents individual i’s intent to share personal data, perception of data privacy, or 

valuation of one’s biometric data. 𝑇1𝑖 is a dummy variable indicating the US–China competition 

treatment group, 𝑇2𝑖 is a dummy variable indicating the US sanctions treatment group, and 𝑇3𝑖 is a 

dummy variable indicating the government data misuse treatment group. Xi is the vector of control 

variables, including individual demographic controls (gender, race, education, age, employment, 

urban-rural, etc.), personal beliefs (nationalism, conservatism, antimarket, patriotism, technology 

savviness, globalization, tech company perception, data privacy concern), and province fixed effects. 

The coefficient 𝛽 estimates the impact of each treatment on the outcome variables.  

We then examine the treatment effects heterogeneity by interacting the treatment dummy 

variable(s) with key characteristic and beliefs variables. That is, we examine the following variant of 

equation (1) 

𝑦𝑖 = ∑ 𝛽𝑗,𝑘𝑇𝑗𝑖 ∗ 𝐾𝑖𝑗=1,2,3
 

+ Xiπ + 𝜀𝑖  (2) 

where Ki represent different groups, e.g., males, college-educated or above, or individual 

characteristics or beliefs, e.g., nationalization. The coefficient estimate 𝛽𝑗,𝑘  captures the 

heterogeneous treatment effect based on Ki.  

 

5. Results 

5.1 Impact on willingness to share personal data for different purposes 

We first examine how being exposed to the treatment vignettes affect people’s willingness to 

share their data with private companies (Table 3A), the central government (Table 3B), and the local 

government (Table 3C). We also show the coefficient estimates in Figures 3A to 3C. We find that 

being reminded of the US–China technology competition or US sanctions against Chinese companies 

significantly increased willingness to share their data with private companies. Respondents 

significantly increased their willingness to share personal data across most types of data that we 

survey (i.e., biological and facial data, online shopping records, location & travel information, driving 

records, medical records, financial information) when exposed to the US–China technology 

competition vignette. This broad-based effect is also found among respondents who received the US 
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sanctions treatment. Consistent with these changes, we find that both treatments significantly increase 

support for private company use of data as they target advertisements to consumers and differentiate 

prices for products. Overall, we find that invoking nationalistic sentiment increases people’s 

willingness to share their data with private companies in China.  

When people are reminded of government data use, people’s willingness to share personal data 

does not change. However, people are more willing to share their medical records with private 

companies when primed with information about local government monitoring and collection of 

citizen data, sometimes without their knowledge or consent. This could suggest that when people are 

primed with information that limits their perceived autonomy over, for example, sensitive medical 

data, they feel compelled to place greater trust in private companies regarding having these handle 

their medical data. It may also be that public healthcare institutions (i.e., the government) are not 

considered good protectors of citizens’ sensitive medical data, e.g., due to risks of leaking or 

vulnerability to hacking. Private companies are considered better equipped to safeguard such 

sensitive data. 

The results are less pronounced when it comes to impacts on people’s willingness to share data 

with central and local governments. We find that the US sanctions treatment significantly increases 

people’s willingness to share data with the central government (i.e., biological and facial data, 

medical records, and online shopping records)(Table 3B). People are also more willing to share  



 
2
7
2

 

T
ab

le
 3

A
 I

m
p

ac
t 

o
f 

tr
ea

tm
en

ts
 o

n
 w

il
li

n
g

n
es

s 
to

 s
h
ar

e 
w

it
h

 p
ri

v
at

e 
co

m
p

an
ie

s 
(w

it
h

 c
o

n
tr

o
ls

) 

 
W

il
li

n
g
n

es
s 

to
 s

h
ar

e 
w

it
h
 p

ri
v
at

e 
co

m
p

an
ie

s 
 

S
u

p
p
o

rt
 u

se
 o

f 
p
er

so
n

al
 d

at
a 

fo
r:

 

 

 

B
io

lo
g
ic

al
 

an
d

 f
ac

ia
l 

d
at

a 

O
n

li
n
e 

sh
o
p
p

in
g

 
re

co
rd

s 

W
eb

 

b
ro

w
si

n
g

 
h

is
to

ry
 

L
o

ca
ti

o
n

 

&
 t

ra
v

el
 

in
fo

rm
at

i
o

n
 

D
ri

v
in

g
 

re
co

rd
s 

M
ed

ic
al

 
re

co
rd

s 

F
in

an
ci

al
 

in
fo

rm
at

i
o

n
 

W
il

li
n

g
n

e

ss
 t

o
 s

h
ar

e 
in

d
ex

 

 

T
ar

g
et

in
g

 

A
d

s 
to

 
co

n
su

m
er

s 

D
if

fe
re

n
ti

a

ti
n

g
 p

ri
ce

s 

fo
r 

p
ro

d
u
ct

s 
 

B
et

te
r 

u
n
d

er
st

an
d
 

u
se

r 
p

re
fe

re
n

ce
 

S
u

p
p
o

rt
 

u
se

 o
f 

p
er

so
n
al

 
d

at
a 

in
d
ex

 

 
(1

) 
(2

) 
(3

) 
(4

) 
(5

) 
(6

) 
(7

) 
(8

) 
 

(9
) 

(1
0

) 
(1

1
) 

(1
2

) 

T
re

at
m

en
t 

G
ro

u
p

s:
  

U
S

–
C

h
in

a 
co

m
p
et

it
io

n
 

0
.1

0
1

*
*
 

0
.0

7
9

*
 

0
.0

4
9
 

0
.1

0
0

*
*
 

0
.0

9
7

*
*
 

0
.0

7
3

*
 

0
.1

0
8

*
*
 

0
.1

0
8

*
*
*
 

 
0

.1
2
1

*
*
*
 

0
.1

0
2

*
*
 

0
.0

3
 

0
.0

9
7

*
*
 

 
(0

.0
4
2

) 
(0

.0
4
3

) 
(0

.0
4
2

) 
(0

.0
4
3

) 
(0

.0
4
3

) 
(0

.0
4
3

) 
(0

.0
4
2

) 
(0

.0
3
9

) 
 

(0
.0

4
2

) 
(0

.0
4
3

) 
(0

.0
4
3

) 
(0

.0
4
0

) 

S
an

ct
io

n
 b

y
 t

h
e 

U
S

 
0

.0
7
4

*
 

0
.0

5
6
 

0
.0

8
9

*
*
 

0
.1

0
8

*
*
 

0
.0

5
7
 

0
.0

6
9
 

0
.1

1
9

*
*
*
 

0
.1

0
1

*
*
 

 
0

.0
8
5

*
 

0
.0

9
6

*
*
 

0
.0

7
1
 

0
.0

9
7

*
*
 

 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
5

) 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
0

) 
 

(0
.0

4
4

) 
(0

.0
4
5

) 
(0

.0
4
4

) 
(0

.0
4
2

) 

G
o

v
’t

 u
se

 o
f 

d
at

a 
0

.0
4
5
 

-0
.0

3
3
 

-0
.0

0
4
 

0
.0

4
3
 

-0
.0

1
5
 

0
.0

9
0

*
*
 

0
.0

4
 

0
.0

3
 

 
0

.0
2
2
 

-0
.0

1
8
 

-0
.0

7
9

*
 

-0
.0

2
9
 

 
(0

.0
4
2

) 
(0

.0
4
3

) 
(0

.0
4
2

) 
(0

.0
4
3

) 
(0

.0
4
3

) 
(0

.0
4
3

) 
(0

.0
4
2

) 
(0

.0
3
9

) 
 

(0
.0

4
2

) 
(0

.0
4
3

) 
(0

.0
4
3

) 
(0

.0
4
0

) 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

O
b

se
rv

at
io

n
s 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

 
3

,1
4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

R
-s

q
u

ar
e 

0
.2

6
9
 

0
.2

4
9
 

0
.2

7
0
 

0
.2

5
0
 

0
.2

2
9
 

0
.2

5
0
 

0
.2

7
0
 

0
.3

8
2
 

 
0

.2
6
3
 

0
.2

4
2
 

0
.2

5
0
 

0
.3

3
1
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

D
em

o
g

ra
p

h
ic

 c
o

n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

N
at

io
n

al
is

m
 c

o
n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

C
o
n

se
rv

at
iv

en
es

s 

co
n

tr
o

ls
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 

A
n

ti
m

ar
k
et

 c
o

n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

P
at

ri
o

ti
c 

co
n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

T
ec

h
n
o
lo

g
y

 s
av

v
in

es
s 

co
n

tr
o

ls
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 

G
lo

b
al

iz
at

io
n

 c
o

n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

T
ec

h
 c

o
m

p
an

y
 

p
er

ce
p
ti

o
n

 c
o
n

tr
o

ls
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 

*
p

<
0

.1
; 

*
*
p

<
0

.0
5

; 
*
*
*
p

<
0

.0
1

 

 N
o

te
s:

 d
em

o
g

ra
p

h
ic

 c
o
n

tr
o

ls
 i

n
cl

u
d

e 
ag

e,
 g

en
d

er
 (

1
 =

 m
al

e)
, 

in
co

m
e 

(1
 =

 m
o

n
th

ly
 i

n
co

m
e 

is
 b

el
o

w
 8

0
0

0
 R

M
B

),
 m

in
o

ri
ty

 (
1

 =
 y

es
),

 g
re

w
 u

p
 i

n
 r

u
ra

l 
ar

ea
s 

(1
 =

 y
es

),
 i

s 
em

p
lo

y
ed

 (
1

 =
 

y
es

),
 e

d
u

ca
ti

o
n

 l
ev

el
 (

d
id

 n
o

t 
fi

n
is

h
 h

ig
h

 s
ch

o
o
l,

 h
ig

h
 s

ch
o

o
l 

o
r 

eq
u

iv
al

en
t,

 c
o

ll
eg

e 
o

r 
eq

u
iv

al
en

t,
 a

b
o

v
e 

co
ll

eg
e)

, 
jo

b
 t

y
p

e 
(p

u
b

li
c,

 p
ri

v
at

e,
 u

n
em

p
lo

y
ed

/r
et

ir
e,

 s
tu

d
en

t)
, 
C

C
P

 a
ff

il
ia

te
d

 

(1
 =

 y
es

).
  



A
rt

ic
le

 I
V

 

 
2
7
3

 

T
ab

le
 3

B
 I

m
p

ac
t 

o
f 

tr
ea

tm
en

ts
 o

n
 w

il
li

n
g

n
es

s 
to

 s
h
ar

e 
w

it
h

 t
h

e 
ce

n
tr

al
 g

o
v
er

n
m

en
t 

(w
it

h
 c

o
n

tr
o
ls

) 

 
W

il
li

n
g
n

es
s 

to
 s

h
ar

e 
w

it
h
 t

h
e 

ce
n
tr

al
 g

o
v

er
n

m
en

t 
 

S
u

p
p
o

rt
 u

se
 o

f 
p
er

so
n

al
 d

at
a 

fo
r:

 

 

 
B

io
lo

g
ic

al
 

an
d

 f
ac

ia
l 

d
at

a 

O
n

li
n
e 

sh
o
p
p

in
g

 

re
co

rd
s 

W
eb

 

b
ro

w
si

n
g

 

h
is

to
ry

 

L
o

ca
ti

o
n

 
&

 t
ra

v
el

 

in
fo

rm
at

i

o
n
 

D
ri

v
in

g
 

re
co

rd
s 

M
ed

ic
al

 

re
co

rd
s 

F
in

an
ci

al
 

in
fo

rm
at

i

o
n
 

W
il

li
n

g
n

e

ss
 t

o
 s

h
ar

e 

in
d

ex
 

 

Id
en

ti
fy

in
g

 

cr
im

in
al

s 
an

d
 

p
re

v
en

t 

il
le

g
al

 a
ct

s 

Id
en

ti
fy

in
g

 

p
eo

p
le

 

w
it

h
 

d
if

fe
re

n
t 

p
o
li

ti
ca

l 

v
ie

w
s 

C
o
n

tr
o

ll
in

g
 t

h
e 

sp
re

ad
 o

f 

th
e 

ep
id

em
ic

 

S
u

p
p
o

rt
 

u
se

 o
f 

p
er

so
n
al

 

d
at

a 
in

d
ex

 

 
(1

) 
(2

) 
(3

) 
(4

) 
(5

) 
(6

) 
(7

) 
(8

) 
 

(9
) 

(1
0

) 
(1

1
) 

(1
2

) 

T
re

at
m

en
t 

G
ro

u
p

s:
 

U
S

–
C

h
in

a 
co

m
p
et

it
io

n
 

0
.0

7
0
 

0
.0

6
4
 

0
.0

3
8
 

0
.0

1
6
 

0
.0

5
5
 

0
.0

4
0
 

0
.0

3
1
 

0
.0

5
7
 

 
0

.0
0
9
 

0
.0

2
1
 

0
.0

0
2
 

0
.0

1
3
 

 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
3

) 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
5

) 
(0

.0
4
4

) 
(0

.0
4
1

) 
 

(0
.0

4
6

) 
(0

.0
4
4

) 
(0

.0
4
6

) 
(0

.0
4
3

) 

S
an

ct
io

n
 b

y
 t

h
e 

U
S

 
0

.0
8
2

*
 

0
.0

7
8

*
 

0
.0

5
7
 

0
.0

4
7
 

0
.0

7
5
 

0
.0

9
4

*
*
 

0
.0

5
7
 

0
.0

8
9

*
*
 

 
0

.0
6
4
 

0
.0

4
8
 

-0
.0

0
4
 

0
.0

4
5
 

 
(0

.0
4
6

) 
(0

.0
4
6

) 
(0

.0
4
5

) 
(0

.0
4
6

) 
(0

.0
4
6

) 
(0

.0
4
7

) 
(0

.0
4
6

) 
(0

.0
4
3

) 
 

(0
.0

4
8

) 
(0

.0
4
6

) 
(0

.0
4
7

) 
(0

.0
4
5

) 

G
o

v
’t

 u
se

 o
f 

d
at

a 
0

.0
5
7
 

0
.0

1
1
 

-0
.0

2
5
 

-0
.0

2
3
 

0
.0

2
4
 

0
.0

5
5
 

0
.0

0
2
 

0
.0

1
8
 

 
-0

.0
0
7
 

-0
.0

0
6
 

-0
.0

0
9
 

-0
.0

1
 

 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
3

) 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
5

) 
(0

.0
4
5

) 
(0

.0
4
1

) 
 

(0
.0

4
6

) 
(0

.0
4
4

) 
(0

.0
4
6

) 
(0

.0
4
3

) 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

O
b

se
rv

at
io

n
s 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

 
3

,1
4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

R
-s

q
u

ar
e 

0
.1

9
6
 

0
.2

0
7
 

0
.2

3
1
 

0
.2

1
1
 

0
.1

9
5
 

0
.1

6
3
 

0
.1

8
5
 

0
.3

0
6
 

 
0

.1
4
1
 

0
.2

1
1
 

0
.1

4
3
 

0
.2

4
0
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

D
em

o
g

ra
p

h
ic

 c
o

n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

N
at

io
n

al
is

m
 c

o
n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

C
o
n

se
rv

at
iv

en
es

s 

co
n

tr
o

ls
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 

A
n

ti
m

ar
k
et

 c
o

n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

P
at

ri
o

ti
c 

co
n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

T
ec

h
n
o
lo

g
y

 s
av

v
in

es
s 

co
n

tr
o

ls
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 

G
lo

b
al

iz
at

io
n

 c
o

n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

T
ec

h
 c

o
m

p
an

y
 

p
er

ce
p
ti

o
n

 c
o
n

tr
o

ls
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
*
p
<

0
.1

; 
*
*
p
<

0
.0

5
; 

*
*
*
p
<

0
.0

1
 

N
o
te

s:
 d

em
o
g
ra

p
h

ic
 c

o
n
tr

o
ls

 i
n
cl

u
d
e 

ag
e,

 g
en

d
er

 (
1
 =

 m
al

e)
, 

in
co

m
e 

(1
 =

 m
o
n
th

ly
 i

n
co

m
e 

is
 b

el
o
w

 8
0
0
0
 R

M
B

),
 m

in
o
ri

ty
 (

1
 =

 y
es

),
 g

re
w

 u
p
 i

n
 r

u
ra

l 
ar

ea
s 

(1
 =

 y
es

),
 i

s 
em

p
lo

y
ed

 (
1
 =

 y
es

),
 e

d
u
ca

ti
o
n
 l

ev
el

 (
d
id

 n
o
t 

fi
n
is

h
 h

ig
h
 s

ch
o
o
l,

 h
ig

h
 

sc
h
o
o
l 

o
r 

eq
u
iv

al
en

t,
 c

o
ll

eg
e 

o
r 

eq
u
iv

al
en

t,
 a

b
o
v
e 

co
ll

eg
e)

, 
jo

b
 t

y
p
e 

(p
u
b
li

c,
 p

ri
v
a
te

, 
u
n
em

p
lo

y
ed

/r
et

ir
e,

 s
tu

d
en

t)
, 

C
C

P
 a

ff
il

ia
te

d
 (

1
 =

 y
es

).
  



 
2
7
4

 

T
ab

le
 3

C
 I

m
p

ac
t 

o
f 

tr
ea

tm
en

ts
 o

n
 w

il
li

n
g

n
es

s 
to

 s
h
ar

e 
w

it
h

 t
h

e 
lo

ca
l 

g
o
v

er
n

m
en

t 
(w

it
h

 c
o

n
tr

o
ls

) 

 
W

il
li

n
g
n

es
s 

to
 s

h
ar

e 
w

it
h
 t

h
e 

lo
ca

l 
g
o
v

er
n

m
en

t 
 

S
u

p
p
o

rt
 u

se
 o

f 
p
er

so
n

al
 d

at
a 

fo
r:

 

 

 
B

io
lo

g
ic

al
 

an
d

 f
ac

ia
l 

d
at

a 

O
n

li
n
e 

sh
o
p
p

in
g

 

re
co

rd
s 

W
eb

 

b
ro

w
si

n
g

 

h
is

to
ry

 

L
o

ca
ti

o
n

 
&

 t
ra

v
el

 

in
fo

rm
at

i

o
n
 

D
ri

v
in

g
 

re
co

rd
s 

M
ed

ic
al

 

re
co

rd
s 

F
in

an
ci

al
 

in
fo

rm
at

i

o
n
 

W
il

li
n

g
n

e

ss
 t

o
 s

h
ar

e 

in
d

ex
 

 

Id
en

ti
fy

in
g

 

cr
im

in
al

s 
an

d
 

p
re

v
en

t 

il
le

g
al

 a
ct

s 

Id
en

ti
fy

in
g

 

p
eo

p
le

 

w
it

h
 

d
if

fe
re

n
t 

p
o
li

ti
ca

l 

v
ie

w
s 

C
o
n

tr
o

ll
in

g
 t

h
e 

sp
re

ad
 o

f 

th
e 

ep
id

em
ic

 

S
u

p
p
o

rt
 

u
se

 o
f 

p
er

so
n
al

 

d
at

a 
in

d
ex

 

 
(1

) 
(2

) 
(3

) 
(4

) 
(5

) 
(6

) 
(7

) 
(8

) 
 

(9
) 

(1
0

) 
(1

1
) 

(1
2

) 

T
re

at
m

en
t 

G
ro

u
p

s:
 

U
S

–
C

h
in

a 
co

m
p
et

it
io

n
 

0
.0

5
3
 

0
.0

2
6
 

0
.0

7
2

*
 

0
.0

8
7

*
*
 

0
.0

5
8
 

0
.0

5
9
 

0
.0

4
2
 

0
.0

7
1

*
 

 
0

.0
2
3
 

-0
.0

1
5
 

-0
.0

1
8
 

-0
.0

0
4
 

 
(0

.0
4
4

) 
(0

.0
4
3

) 
(0

.0
4
3

) 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
1

) 
 

(0
.0

4
6

) 
(0

.0
4
4

) 
(0

.0
4
5

) 
(0

.0
4
3

) 

S
an

ct
io

n
 b

y
 t

h
e 

U
S

 
0

.0
5
7
 

0
.0

2
6
 

0
.0

7
7

*
 

0
.0

3
9
 

0
.0

5
4
 

0
.0

7
3
 

0
.0

2
7
 

0
.0

6
4
 

 
0

.0
2
0
 

0
.0

3
3
 

-0
.0

0
1
 

0
.0

2
1
 

 
(0

.0
4
6

) 
(0

.0
4
5

) 
(0

.0
4
5

) 
(0

.0
4
5

) 
(0

.0
4
6

) 
(0

.0
4
6

) 
(0

.0
4
6

) 
(0

.0
4
2

) 
 

(0
.0

4
8

) 
(0

.0
4
6

) 
(0

.0
4
7

) 
(0

.0
4
5

) 

G
o

v
’t

 u
se

 o
f 

d
at

a 
0

.0
6
2
 

-0
.0

3
3
 

-0
.0

0
2
 

0
.0

0
7
 

0
.0

2
6
 

0
.0

6
9
 

0
.0

2
9
 

0
.0

2
8
 

 
0

.0
5
1
 

0
.0

2
7
 

0
.0

2
8
 

0
.0

4
3
 

 
(0

.0
4
4

) 
(0

.0
4
3

) 
(0

.0
4
3

) 
(0

.0
4
4

) 
(0

.0
4
5

) 
(0

.0
4
4

) 
(0

.0
4
4

) 
(0

.0
4
1

) 
 

(0
.0

4
6

) 
(0

.0
4
4

) 
(0

.0
4
5

) 
(0

.0
4
3

) 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

O
b

se
rv

at
io

n
s 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

 
3

,1
4
6
 

3
,1

4
6
 

3
,1

4
6
 

3
,1

4
6
 

R
-s

q
u

ar
e 

0
.2

0
7
 

0
.2

2
9
 

0
.2

3
9
 

0
.2

1
4
 

0
.1

8
5
 

0
.1

9
2
 

0
.2

0
0
 

0
.3

2
1
 

 
0

.1
1
9
 

0
.1

9
8
 

0
.1

5
2
 

0
.2

2
2
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

D
em

o
g

ra
p

h
ic

 c
o

n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

N
at

io
n

al
is

m
 c

o
n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

C
o
n

se
rv

at
iv

en
es

s 

co
n

tr
o

ls
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 

A
n

ti
m

ar
k
et

 c
o

n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

P
at

ri
o

ti
c 

co
n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

T
ec

h
n
o
lo

g
y

 s
av

v
in

es
s 

co
n

tr
o

ls
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 

G
lo

b
al

iz
at

io
n

 c
o

n
tr

o
ls

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

T
ec

h
 c

o
m

p
an

y
 

p
er

ce
p
ti

o
n

 c
o
n

tr
o

ls
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
*
p
<

0
.1

; 
*
*
p
<

0
.0

5
; 

*
*
*
p
<

0
.0

1
 

N
o
te

s:
 d

em
o
g
ra

p
h

ic
 c

o
n
tr

o
ls

 i
n
cl

u
d
e 

ag
e,

 g
en

d
er

 (
1
 =

 m
al

e)
, 

in
co

m
e 

(1
 =

 m
o
n
th

ly
 i

n
c
o
m

e 
is

 b
el

o
w

 8
0
0
0
 R

M
B

),
 m

in
o
ri

ty
 (

1
 =

 y
es

),
 g

re
w

 u
p
 i

n
 r

u
ra

l 
ar

ea
s 

(1
 =

 y
es

),
 i

s 
em

p
lo

y
ed

 (
1
 =

 y
es

),
 e

d
u
ca

ti
o
n
 l

ev
el

 (
d
id

 n
o
t 

fi
n
is

h
 h

ig
h
 s

ch
o
o
l,

 h
ig

h
 

sc
h
o
o
l 

o
r 

eq
u
iv

al
en

t,
 c

o
ll

eg
e 

o
r 

eq
u
iv

al
en

t,
 a

b
o
v
e 

co
ll

eg
e)

, 
jo

b
 t

y
p
e 

(p
u
b
li

c,
 p

ri
v
a
te

, 
u
n
em

p
lo

y
ed

/r
et

ir
e,

 s
tu

d
e
n
t)

, 
C

C
P

 a
ff

il
ia

te
d
 (

1
 =

 y
es

).
 



Article IV 

 275 

their data with the local government (Table 3C) after being told about US–China technology 

competition (i.e., web browsing history, location, and travel information) and US sanctions (web 

browsing history). The overall estimates are generally positive for both the central and the local 

governments, as shown in Tables 3B and 3C, although most estimates are not statistically significant. 

Furthermore, none of the treatments change people’s support for the use of personal data for 

identifying criminal/illegal activities or for ideological or public health purposes by the government 

(columns 9 to 11 of Table 3B and 3C). 

 

5.2 Potential mechanisms 

Next, we examine potential mechanisms. Specifically, we examine whether the willingness to 

share data is due to the change in trust in private companies or the government and/or the change in 

nationalistic sentiments related to private companies or the government (Table 4 and Figure 4). We 

find that the US–China tech competition treatment increases the degree of trust that people place on 

private companies to handle their data responsibly and increases people’s belief that personal data is 

important for Chinese companies to lead in the global competition to develop AI technologies. In 

other words, reminding people of the technology race with the US (i.e., Treatment 1, which invokes 

nationalism) increases respondents’ level of trust in Chinese companies and their general level of 

nationalistic sentiment.  

The information that Chinese companies are sanctioned by the US (Treatment 2), on the other 

hand, does not increase respondents’ trust in Chinese companies. In short, victimization (i.e., unfair 

sanctioning of Chinese companies) may invoke nationalistic sentiment but does not affect 

respondents’ general level of trust in Chinese companies in the same way that US–CH technology 

competition does. The US sanctions treatment seems to increase the belief that personal data is 

important for Chinese companies to lead the global competition to develop AI technologies. 

However, the estimate is not statistically significant at the ten percent level (although it is significant 

at the 15% level).  

Treatments 1 and 2 do not affect people’s trust in either the central government (column 2) or 

local government (column 3), nor do they affect nationalistic sentiment (column 5). Reminding 

people of government data use seems to reduce trust in all entities, though the estimates are not 

significant.  



 276 

 

Table 4 Impact of treatments on trust and technology nationalistic sentiments (with controls) 

 Trust 
 

Tech nationalistic sentiment 

 

Trust in 

private 

companies 

Trust in the 

central 

government 

Trust in the 

local 

government 

 

Global AI 

competitiveness 

China as the 

world leader AI 

 (1) (2) (3) 
 

(4) (5) 

US–China competition 0.067* 0.012 0.027 
 

0.081* -0.019 

 (0.040) (0.042) (0.042) 
 

(0.044) (0.044) 

Sanction by the US 0.028 0.038 -0.04 
 

0.072 -0.036 

 (0.041) (0.044) (0.043) 
 

(0.046) (0.046) 

Gov’t use of data -0.017 -0.034 -0.015 
 

0.071 0.021 

 (0.040) (0.042) (0.042) 
 

(0.044) (0.044) 

    
 

  

Observations 3,146 3,146 3,146 
 

3,146 3,146 

R-square 0.346 0.266 0.285 
 

0.206 0.210 

    
 

  

Demographic controls Yes Yes Yes 
 

Yes Yes 

Nationalism controls Yes Yes Yes 
 

Yes Yes 

Conservativeness controls Yes Yes Yes 
 

Yes Yes 

Antimarket controls Yes Yes Yes 
 

Yes Yes 

Patriotic controls Yes Yes Yes 
 

Yes Yes 

Technology savviness 

controls Yes Yes Yes 

 

Yes Yes 

Globalization controls Yes Yes Yes 
 

Yes Yes 

Tech company perception 

controls Yes Yes Yes 

 

Yes Yes 

*p<0.1; **p<0.05; ***p<0.01 

 

Notes: demographic controls include age, gender (1 = male), income (1 = monthly income is below 8000 RMB), minority (1 = yes), 

grew up in rural areas (1 = yes), is employed (1 = yes), education level (did not finish high school, high school or equivalent, college 

or equivalent, above college), job type (public, private, unemployed/retire, student), CCP affiliated (1 = yes). 

 
 

 

5.3 Valuation of facial image data 

We examine how the treatments affect people’s willingness to share their facial images and valuation 

of their facial images (Table 5 and Figure 5). In general, we find that the treatments do not affect 

people’s willingness to share their facial image at the external margin, that is, those who were 

unwilling to share their facial image maintain that they are unwilling to share their facial image. 

Interestingly, when respondents were reminded that the US is sanctioning Chinese companies for 
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data security concerns, they decreased their willingness to share their facial image data. However, 

among those willing to share their biometric facial data, the valuation of their facial image decreased, 

and the magnitudes were larger for private companies. Most notably, when people are reminded of 

the US–China tech competition, they decrease the valuation of their facial image, as measured by the 

value they are willing to accept to share their biometric facial data with private companies.  

 

Table 5 Impact of treatments on willingness to share facial image and valuation (with controls)  

 Sharing with private companies: 
 

Sharing with the central government: 

 

Willing to 

share facial 

image 

Valuation of 

facial image 

Valuation of 

facial image 

(log scale) 

 Willing to 

share facial 

image 

Valuation of 

facial image 

Valuation of 

facial image 

(log scale) 

 (1) (2) (3) 
 

(4) (5) (6) 

US–China competition 0.015 -65,544.370** -0.282* 
 

-0.008 -2,682.489* -0.057 

 (0.022) (32610.100) (0.167) 
 

(0.021) (1542.252) (0.179) 

Sanction by the US -0.0005 -55,379.21 -0.125 
 

-0.038* -2,288.14 0.203 

 (0.023) (34466.050) (0.176) 
 

(0.022) (1652.714) (0.192) 

Gov’t use of data -0.006 -59,701.710* 0.108 
 

0.005 -2,050.83 0.023 

 (0.022) (33002.000) (0.169) 
 

(0.021) (1537.693) (0.178) 

    
 

   

Observations 3,146 1,199 1,199 
 

3,146 2,024 2,024 

R-square 0.131  0.024  0.097  
 

0.189  0.021  0.051  

    
 

   

Demographic controls Yes Yes Yes 
 

Yes Yes Yes 

Nationalism controls Yes Yes Yes 
 

Yes Yes Yes 

Conservativeness controls Yes Yes Yes 
 

Yes Yes Yes 

Antimarket controls Yes Yes Yes 
 

Yes Yes Yes 

Patriotic controls Yes Yes Yes 
 

Yes Yes Yes 

Technology savviness 

controls Yes Yes Yes 

 

Yes Yes Yes 

Globalization controls Yes Yes Yes 
 

Yes Yes Yes 

Tech company perception 

controls Yes Yes Yes 

 

Yes Yes Yes 

*p<0.1; **p<0.05; ***p<0.01 

 

Notes: demographic controls include age, gender (1 = male), income (1 = monthly income is below 8000 RMB), minority (1 = yes), 

grew up in rural areas (1 = yes), is employed (1 = yes), education level (did not finish high school, high school or equivalent, college 

or equivalent, above college), job type (public, private, unemployed/retire, student), CCP affiliated (1 = yes). 

 

5.4 Heterogeneous effects 

Finally, we examine whether the findings presented above differ by individual characteristics or 

beliefs. We first examine gender (Table 6). When males are exposed to vignettes that invoke 
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nationalism, we now find that males increase their willingness to share their private data with private 

companies and the central and local government.  

 

Table 6: Impact of treatments with gender interaction (with controls)  

 

Willingness to share 

personal data with:  

Support using personal 

data for development   

Trust in handling personal 

data  

Tech 

nationalistic 

sentiments 

 

Private 
compa

nies 

Centra

l gov’t 

Local 

gov’t  

Private 
compan

ies 

Centr
al 

gov’t 

Local 

gov’t  

Privat

e 
compa

nies 

Centr
al 

gov’t 

Local 

gov’t  

Globa
l 

comp
etitive

ness 

Worl

d 
leader 

AI 

 (1) (2) (3)  (4) (5) (6)  (7) (8) (9)  (10) (11) 

US–China competition 0.098* -0.003 -0.008  0.096* 

-

0.065 

-

0.097  0.048 

-

0.096 -0.083  0.069 

-

0.081 

 

(0.054

) 

(0.058

) 

(0.057

)  (0.057) 

(0.06

0) 

(0.06

1)  

(0.056

) 

(0.05

9) 

(0.058

)  

(0.06

2) 

(0.06

1) 

Sanction by the US 0.067 0.02 0.003  0.063 0.003 0.002  0.024 
-

0.017 -0.059  0.102 
-

0.064 

 

(0.057

) 

(0.061

) 

(0.060

)  (0.060) 

(0.06

4) 

(0.06

4)  

(0.059

) 

(0.06

3) 

(0.062

)  

(0.06

5) 

(0.06

5) 

Gov’t use of data 0.024 -0.016 -0.032  -0.038 0.002 0.057  -0.026 

-

0.094 -0.078  0.057 0.015 

 
(0.054

) 
(0.058

) 
(0.057

)  (0.057) 
(0.06

0) 
(0.06

1)  
(0.056

) 
(0.05

9) 
(0.058

)  
(0.06

2) 
(0.06

2) 

Male (1 = yes) -0.071 -0.067 -0.088  

-

0.125*
* 

-

0.129
** 

-
0.053  -0.013 

-

0.115
** -0.074  

-
0.026 

-
0.049 

 

(0.054

) 

(0.057

) 

(0.056

)  (0.056) 

(0.06

0) 

(0.06

0)  

(0.055

) 

(0.05

8) 

(0.058

)  

(0.06

1) 

(0.06

1) 

US–China competition x 

Male 0.019 0.121 

0.162*

*  0.003 

0.159

* 

0.190

**  0.039 

0.221

*** 

0.223

***  0.024 0.125 

 

(0.077
) 

(0.082
) 

(0.081
)  (0.081) 

(0.08
6) 

(0.08
7)  

(0.080
) 

(0.08
4) 

(0.083
)  

(0.08
8) 

(0.08
8) 

Sanction by the US x 
Male 0.068 0.137 0.122  0.066 0.083 0.041  0.008 0.113 0.043  

-
0.057 0.056 

 

(0.081

) 

(0.085

) 

(0.084

)  (0.084) 

(0.08

9) 

(0.09

0)  

(0.083

) 

(0.08

8) 

(0.087

)  

(0.09

1) 

(0.09

1) 
Gov’t use of data x 

Male 0.012 0.071 0.123  0.019 

-

0.023 

-

0.025  0.019 0.122 0.129  0.029 0.013 

 

(0.078
) 

(0.082
) 

(0.081
)  (0.081) 

(0.08
6) 

(0.08
7)  

(0.080
) 

(0.08
5) 

(0.083
)  

(0.08
8) 

(0.08
8) 

               

Observations 3,146 3,146 3,146  3,146 3,146 3,146  3,146 3,146 3,146  3,146 3,146 

R-Square 0.382 0.307 0.322  0.331 0.241 0.224  0.346 0.267 0.287  0.206 0.211 

               
Other demographic 

controls Yes Yes Yes  Yes Yes Yes  Yes Yes Yes  Yes Yes 

Nationalism controls Yes Yes Yes  Yes Yes Yes  Yes Yes Yes  Yes Yes 

Conservativeness 

controls Yes Yes Yes  Yes Yes Yes  Yes Yes Yes  Yes Yes 

Antimarket controls Yes Yes Yes  Yes Yes Yes  Yes Yes Yes  Yes Yes 

Patriotic controls Yes Yes Yes  Yes Yes Yes  Yes Yes Yes  Yes Yes 
Technology savviness 

controls Yes Yes Yes  Yes Yes Yes  Yes Yes Yes  Yes Yes 

Globalization controls Yes Yes Yes  Yes Yes Yes  Yes Yes Yes  Yes Yes 

Tech company 
perception controls Yes Yes Yes  Yes Yes Yes  Yes Yes Yes  Yes Yes 

*p<0.1; **p<0.05; ***p<0.01 
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Male respondents’ trust that the central and local government will handle their data responsibly 

increases significantly. On the other hand, post-treatment females are less likely to share their data 

with private companies, the central government, and the local government, compared to males. 

Females increase their willingness to share their data with private companies but not with the 

government when reminded of the tech competition and nationalism. In short, the treatment effects 

that we found before are primarily driven by males, and males become  more willing to share their 

data with the government after treatment.  

When we examine urban-rural or education levels, we surprisingly find that people who live in 

urban areas and those with a college education or higher are more likely to increase their willingness 

to share their data when exposed to US–China competition (Treatment 1). However, we note that the 

estimates on the interaction terms with rural are negative but not statistically significant. 

When we examine individual beliefs, we find that people’s willingness to share data does not 

change differentially based on one’s nationalism, political ideology, or patriotism. However, those 

who display greater antimarket beliefs also are more willing to share their data with private companies 

when reminded of the US–China tech competition (Treatment 1) or US sanctions on Chinese 

companies (Treatment 2). In contrast, they become less willing to share their data with the 

government.  

 

6. Discussion and Conclusion 

The main goal of this article has been to examine whether tech nationalism, understood as 

increasing nationalistic sentiment surrounding the technology race and competition between the US 

and China, can influence data privacy perceptions and respondents’ willingness to share their data 

with companies and the government.  

We find that invoking nationalistic sentiment increases people’s willingness to share their data 

with private companies. Furthermore, when respondents are primed with information regarding US–

China technology competition, their trust in private companies to handle their data increases. 

Respondents also increase the belief that personal data is important for Chinese companies to lead in 

the global competition to develop AI technologies. In other words, reminding people of the 

technology race with the US invokes nationalistic sentiment, which increases respondents’ 

willingness to share data with Chinese companies and their trust in these to handle their data 
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responsibly. When people are reminded of the US–China tech competition, they also decrease the 

valuation they place on their facial image data, thus making data a cheaper input factor in terms of 

AI innovation. In other words, great power competition between the US and China significantly shifts 

respondents’ willingness to share data with private companies.  

While these findings run contrary to perceived demands for increased data privacy protection in 

China, they are informative regarding the importance of nationalism and its potential effects on 

shifting demands for privacy. China’s official state media has frequently discussed issues concerning 

data privacy, focusing on protecting individuals’ rights, especially from overreach by private-sector 

companies. Moreover, while China’s central government has been clamping down on Chinese firms’ 

data collection practices, it is interesting that individuals are inclined to share more of their data with 

private firms when primed with nationalistic sentiment and a sense of victimization.  

Concerning the government, we find that sanctions by the US tend to induce a sense of 

victimization, which makes people significantly more willing to share their data with the government. 

This could mean that China’s population recognizes that the “legitimate” ownership of their data 

already resides with the government and that during times of crisis, people become even more willing 

to support national forms of data centralization and surveillance by conceding more of their data. We 

further interpret respondents’ decrease in the valuation of their biometric facial data as a recognition 

of their inability to opt out of government surveillance, which makes them further decrease the value 

of their data. We further perceive that, since China’s central government controls public discourse, 

e.g., through the media and censorship (Chen & Xu, 2017), continued public sector data centralization 

and surveillance initiatives may be legitimized by narratives that raise nationalistic sentiment.  

In terms of technological governance, it is clear that a distinct model of digital authoritarianism 

is emerging from China (Khalil, 2020). By assessing public opinion in these areas, we have engaged 

with how nationalist tendencies possibly affect and shift public sentiment towards ongoing data 

collection practices by companies and the government.  

Our findings have important implications in the context of emerging data privacy regimes 

globally and the ideological and value-based foundations on which data regimes are based. At the 

same time, the link between technology and ideological values is becoming a defining issue in the 

global technology policy landscape. Varying positions on the use of data and technology oftentimes 
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demarcate opposing socio-technological positions that have wide-reaching implications for citizens’ 

sense of data privacy and protection. 

Our study of ideology and data privacy preferences in China’s context holds important 

implications for how nationalism and new forms of rule-setting and surveillance interact with such 

preferences. These results are especially important as the interoperability between different data 

privacy and data protection regimes and which government actors have access to what kind of data 

and on what premises continue to be debated. The notion of digital sovereignty is especially relevant 

in this regard and feeds into questions over how governments support or constrain digital innovation, 

as well as the data that feeds into such. How some of these issues are negotiated will have important 

and far-reaching consequences for data privacy in the years to come. 
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