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Abstract 8 
 9 
In response to their growing importance, digital infrastructures (DIs) are increasingly subject to 10 
governmental regulation due to concerns over the downside risks posed by digital technologies to 11 
individuals and society. There is a general paucity of studies that address the impact of regulations 12 
on DI innovation. In addition, existing research presents seemingly contradictory findings on 13 
regulations governing digital technologies as both enabling and inhibiting innovation. This paper, 14 
therefore, elaborates on how different types of regulation impact various forms of DI innovation. We 15 
draw on modular systems theory to enrich extant conceptualisations of DIs and develop a related 16 
conceptual model that demonstrates the paths by which two types of DI regulation influence DI 17 
architectural modularity, which is proposed as a mediating mechanism that influences DI 18 
innovation. Our model makes a theoretical contribution through an in-depth explanation of the 19 
relationship between regulation and DI innovation by articulating and illustrating the effects of 20 
regulatory provisions and thereby extends the extant DI literature. In terms of practical implications, 21 
our model can help stakeholders both create DI regulation and respond to regulatory provisions. 22 
 23 
Keywords: Digital Infrastructure; Digital Innovation; Regulation; Modular Architectures; 24 
Component Configuration and Design 25 
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Introduction  1 
Technical inventions and digital convergence have led to a multitude of shared, unbounded, 2 
heterogeneous, and open sociotechnical solutions, referred to as digital infrastructures (DIs; (Tilson 3 
et al., 2010). DIs enable information exchange, automate activities by translating information into 4 
action, and generate new streams of data created through the automation of activity (Zuboff, 1988). 5 
Both general-purpose DIs, such as the internet (Hanseth and Lyytinen, 2010), and special-purpose 6 
DIs, such as those enabling healthcare, transportation, finance, and law enforcement, are critical to 7 
society (Koutsikouri et al., 2018). 8 
 9 
One of the central characteristics of DIs is that they rarely are designed top down and built from 10 
scratch as traditional information systems. Instead, DIs typically evolve organically over time as 11 
various actors innovate a DI incrementally by modifying and building on what already exists (Fink et 12 
al., 2020). This decentralised innovation is a strength since it unleashes creativity and unanticipated 13 
possibilities (Yoo et al., 2010). However, the decentralised innovation of DIs is increasingly 14 
attracting attention from social, political, and legal stakeholders who are concerned with their 15 
evolution since the outcome of some of these innovations can have negative consequences for 16 
consumers, workers, and society at large (Zuboff, 2019). 17 
 18 
Among stakeholders, governments are specifically attempting to safeguard the interests of society in 19 
relation to DIs through the application of regulations (henceforth DI regulation; (Tilson et al., 2010; 20 
Lanzara, 2014). Such DI regulation addresses, for example, the resilience of societally important DIs 21 
(European Commission, 2020), the privacy and integrity of citizens (Tikkinen-Piri et al., 2018), and 22 
the consequences for market competition (Montero and Finger, 2021). 23 
 24 
The impact of regulation efforts is debated in both practice and academia. In practice, the influence 25 
of regulation has been actualised through clashes over the so-called net neutrality act in the United 26 
States (US), where different camps debate whether this regulation prevents new innovative services 27 
or removing it may lead to monopolies that stifle innovation. In Europe, governments are seeking to 28 
balance regulations that enhance technical and operational resilience in financial market 29 
infrastructures with the costs of compliance (Butler and O’Brien, 2019) and potential constraints on 30 
innovation (Shadikhodjaev, 2021). 31 
 32 
These debates and contradictions concerning the regulation of DIs are reflected in academic research. 33 
On the one hand, regulation is assigned a role in coordinating the efforts of actors innovating a DI; it 34 
can glue together disparate islands of components by enforcing the adoption of standards 35 
(Damsgaard and Lyytinen, 1998), ensuring critical qualities of resilience and transparency (Contini, 36 
2014; Contini and Lanzara, 2014), preventing a DI from splintering into multiple proprietary 37 



structures (Plantin et al., 2018), and turning privately managed platforms into an open DI 1 
(Bazarhanova et al., 2020). On the other hand, critical observations suggest that regulation is overly 2 
focused on technical interoperability (Lanzara, 2014) and that it may restrict the incorporation of 3 
novel digital technologies in a DI (Kallinikos, 2009). These works implicitly bring into consideration 4 
a balanced view of how much regulation is needed to safeguard societal interests without severely 5 
compromising innovation possibilities. 6 
 7 
However, the current understanding of DI regulation is subject to two limitations that conceal 8 
important nuances in the association between DI regulation and innovation. One is a lack of 9 
recognition that there are different types of regulation that work in different ways (see, for example,  10 
Ogus, 2008). The other is a failure to recognise that DI innovation can take different forms (see, for 11 
example, Grisot et al., 2014). The lack of consideration of these nuances in the relationship between 12 
regulation and DI innovation is unfortunate since “without a deeper understanding of how innovation 13 
is shaped between the rules of technology and law… it will be difficult to develop public online 14 
systems that [work] properly and serve people” (Lanzara, 2014, p. 4). We therefore address the 15 
following research question: How do different types of DI regulation impact different forms of DI 16 
innovation? 17 
 18 
To answer our question, we follow a conceptual development approach informed by advice from the 19 
broader management literature (Gilson and Goldberg, 2015; Hulland, 2020; Jaakkola, 2020) about 20 
designing conceptual research (see Appendix A). Our understanding of DI regulation encompasses 21 
both principle-based and rules-based regulation (Ford, 2008) and a recognition that such regulation 22 
that can take different forms to specify the behavioural requirements of a DI (Ogus, 2008)1. 23 
 24 
We further apply theoretical concepts taken from modular systems theory (Schilling, 2000) to 25 
explain the relationship between DI regulation and innovation. We employ research on digital 26 
artefacts (Tilson et al., 2010; Henfridsson and Bygstad, 2013) to conceptualise the architecture of DIs 27 
as modular in form. Based on Baldwin and Clark’s (2000) concepts of visible design rules and 28 
hidden design parameters, we define DI innovation as (a) changes in how the constituent components 29 
of a DI are combined to form a whole and (b) changes to the internal design of a component or 30 
components within a DI. 31 
 32 
Using this understanding of DI innovation, we analyse they ways that different types of regulation 33 
influence a DI’s modular architecture and the subsequent effects on actors’ possibilities to combine 34 
and design components in a DI, as depicted in Figure 1. As we articulate the logic by which 35 

 
1 See the literature review for extended definitions of DI innovation and DI regulation. 



architectural modularity mediates the influence of DI regulation, we use empirical examples from 1 
previous case studies (c.f. Payne et al., 2017) to illustrate our theoretical arguments and make them 2 
accessible to the reader. 3 
 4 

 5 
Figure 1. Design of conceptual analysis and model development 6 

 7 
The analysis allows us to refine the consideration of how much regulation of DIs is appropriate and 8 
include further nuanced considerations of which form regulation should take, where it should be 9 
applied, and when intervention through regulation should occur. These new analytical possibilities 10 
will be useful for information systems scholars studying regulation or DIs. Finally, our research has 11 
practical implications for regulators and DI actors whose innovation activities are impacted by 12 
regulation. 13 
 14 

Regulation and Digital Infrastructures 15 
We review the related research on governmental regulation and DI innovation in three steps. First, 16 
we define and characterise DIs. Second, we define regulation as an institutional response to the risks 17 
that technologies pose to society (Wiener, 2004). Third, we present the contradictory observations 18 
about how DI regulation is seen as both an enabler and constraint to innovation. This review exposes 19 
the need for a more nuanced way to account for how different forms of DI regulation impact different 20 
forms of DI innovation. 21 

Digital infrastructure 22 
The concept of a DI2 is formally defined as “the basic information technologies and organisational 23 
structures, along with the related services and facilities necessary for an enterprise or industry to 24 
function” (Tilson et al., 2010, p. 748). The general proliferation of digital technology in combination 25 
with increasing connectivity warranted by application programming interface (API) standards, 26 
blockchain, and Hyperledger technologies (Sarker et al., 2021) has fuelled rapid growth in DIs that 27 

 
2 In this paper, we see a DI as a subclass of the more general information infrastructure. A DI specifically 
integrates heterogenous digital technologies to enable digital services and ultimately the exchange of digital 
content (data). 
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are essential to the operation of a range of vital societal functions. While not always referred to or 1 
conceptualised as a DI, this type of IT solution is of interest to researchers working with fintech, 2 
insuretech, and regtech (Montero and Finger, 2021) as well as in the more traditional domains of 3 
healthcare (Aanestad and Jensen, 2011), transportation (Jensen et al., 2018), and government (Pipek 4 
and Wulf, 2009). 5 
 6 
Despite contextual variances across different domains, DIs share some fundamental common 7 
conceptual characteristics. First, DIs consist of heterogenous collections of technologies. They 8 
comprise various kinds of “core technologies” (Capello and Lenzi, 2021), including IT systems and 9 
databases, that build on and instantiate “enabling technologies” (Capello and Lenzi, 2021), such as 10 
AI, machine learning algorithms, biometric identification techniques, and positioning technologies, 11 
and they further enable the building of digital services on top of the infrastructure (Tilson et al., 12 
2010). In DIs, technical components refer to any functionally defined entity that interconnects to 13 
other technical entities to form part of a complex IT artefact with infrastructural qualities (Hanseth 14 
and Lyytinen, 2010; Tilson et al., 2010). These technical components are interconnected through 15 
integration protocols, such as electronic data interchange (EDI), APIs, near field communication, and 16 
blockchain (Sarker et al., 2021). 17 
 18 
Second, DIs are also characterised by social heterogeneity and distributed control. In general, DIs 19 
emerge organically through the bottom-up contributions of organisations and individuals as they 20 
connect their technical solutions (Pipek and Wulf, 2009). It follows then that DIs frequently do not 21 
exhibit centralised governance in a hierarchical sense but are governed through decentralised 22 
mechanisms that involve collective action and federated control (Eaton et al., 2018). Nevertheless, 23 
some actors such as governments or supranational bodies have the judicial or legislative power to 24 
shape DIs in specific areas or domains (Napieralski, 2019). 25 
 26 
Third, it then follows that DI innovation typically emerges through the semi-coordinated actions of 27 
actors with partially diverging interests that are trying to shape the infrastructure towards specific 28 
ends (Knol and Tan, 2018; Zorina and Dutton, 2021). Since it is rarely possible to redesign a DI from 29 
scratch, actors that want to innovate a DI must take what currently exists – that is, the constituent 30 
components of the DI conceptually referred to as the “installed base” (Aanestad et al., 2017; Rodon 31 
and Eaton, 2021) – and try to evolve it in a desired direction (Ciborra and Hanseth, 2000; 32 
Koutsikouri et al., 2018). Thus, in the DI literature, DI innovation broadly refers to any modification 33 
to the social or technical components of the installed base. Our perspective on DI innovation, framed 34 
below through modular systems theory, focusses on modifications to the technical components of the 35 
installed base and thus encompasses a subset of DI innovation. 36 



Regulation as behavioural requirements 1 
Governmental intervention through direct regulation is an institutional response to the risks that 2 
technologies pose (Wiener, 2004) and affects the behaviour of individuals and organisations by 3 
defining what is legal and illegal (Khemani and Shapiro, 1993; Finck, 2018). Regulation defining 4 
what is legal and illegal is expressed in written documents that include legislation, directives (legally 5 
binding governmental instructions), and implementing provisions (legally binding instructions on 6 
how legislation should be followed). Regulations provide the principles and rules (Ford, 2008), 7 
expressed as obligations, permissions, and prohibitions for regulated entities to mitigate risk through 8 
controls over technological components, such as those within a DI. In practice, governments legislate 9 
through setting principles and enable frontline regulatory agencies to specify the meaning of such 10 
principles in their particular area (Ford, 2008). Consequently, a considerable degree of power is 11 
delegated to regulatory agencies, and their instructions become legally binding. 12 
 13 
Our view of regulation in this paper encompassed both principle-based and rules-based approaches to 14 
regulation and the work by both governments and frontline regulators that turn principles into 15 
behavioural requirements (Ford, 2008). The behavioural requirements that are the basis for regulation 16 
can be expressed in two different ways (Ogus, 2008); see Table 1). First, there are performance 17 
targets that stipulate the specific quality attributes to meet. Performance targets are output oriented 18 
and may stipulate, for example, the allowed level of CO2 emissions for cars. Second, there are 19 
activity specifications that stipulate how an activity should be carried out. Activity specification is 20 
process oriented and defines materials and methods that can, or cannot, be used in a process. For 21 
example, such specifications may detail how to handle a toxic substance in chemical process 22 
industries or may ban the use of certain building materials in construction. 23 
 24 

Table 1. Direct regulation as governmental control 25 
Regulative expression Stipulated requirement Example 
Performance targets Outcome oriented towards the 

quality attributes to be met in an 
activity (Finck, 2018; Talias, 
2021) 

- Maximum levels of emissions 
from activities 
- Catch limits and quotas in 
fishing 

Activity specifications Process oriented towards (a) 
methods and/or (b) materials to be 
used (or not) in an activity (May, 
2003; Rowell and van Zeben, 
2021) 

- Approved types of construction 
materials 
- Mandatory steps and practices in 
financial accounting 

 26 
In the literature, the use of activity specification as the basis for regulation has been extensively 27 
criticised (Finck, 2018; Talias, 2021). Activity specification leaves little or no alternative regarding 28 
how the regulatory objective might be achieved. This is considered problematic since in many cases, 29 
industry may know more than the government about how best to deal with a problem (Sinclair, 30 
1997). Previous literature, particularly in the area of environmental regulation, has therefore 31 



concluded that command-and-control regulation based on activity specification inhibits technical 1 
innovation in a regulated area (Rowell and van Zeben, 2021). 2 
 3 
The alternative to activity specification, performance targets, is lauded by academics and 4 
policymakers (Rowell and van Zeben, 2021). By focusing on an end state and giving industry actors 5 
freedom in how to achieve that end state, performance targets theoretically allow actors to choose the 6 
most efficient means of meeting the requirements. The catch, however, is that performance targets 7 
require regulators to have a suitable means of defining performance. When this is problematic, the 8 
regulation may not fulfil its purpose of safeguarding societal interests. 9 
 10 

Regulation and digital infrastructure innovation 11 
The issue of DIs as a regulatory concern has become apparent to society due to the market 12 
dominance of big technological corporations (e.g., Meta, Alphabet, and Amazon; (Montero and 13 
Finger, 2021), the topic of political manipulation (Zuboff, 1988; 2019; Flew and Wilding, 2021), the 14 
threat of surveillance capitalism (Zuboff, 1988; 2019), and data privacy considerations (Tikkinen-Piri 15 
et al., 2018). In the background, operational risk and digital resilience, particularly in the financial 16 
industry (European Commission, 2020) and in AI technologies, are under increasing regulatory 17 
scrutiny on account of the potential consequences stemming from any mismanagement. 18 
 19 
Within our view of governmental regulation, DI regulation specifies the behavioural requirements of 20 
a DI to achieve a specific objective and that is supported by sanctions to enforce the desired 21 
behaviour. Such DI regulation is issued by an institution that holds the legal authority to dictate what 22 
is legal and illegal. 23 
 24 
Within the DI literature, the role of governmental regulation can be understood in relation to the 25 
innovation activities that can be completed to modify a DI (Knol and Tan, 2018). In DIs, a degree of 26 
decentralised control is critical to innovation (Ciborra and Hanseth, 2000; Hanseth and Modol, 2021) 27 
since it allows for bottom-up innovation driven by self-reinforcing processes centred on repurposing 28 
technology (Yoo et al., 2010; Hanseth and Modol, 2021). Decentralised control makes room for the 29 
local adaptations required to cater to the needs of specific actors, including interfacing to the DI’s 30 
existing components (Rolland and Monteiro, 2002; Rolland et al., 2018). Simultaneously, a degree of 31 
centralised control is critical to ensure the integrity of the DI because completely unmanaged 32 
modifications can negatively impact the DI as a whole (Tilson et al., 2010). Some centralised control 33 
is therefore essential to protect specific qualities of the entire DI (Ciborra, 2009; Koutsikouri et al., 34 
2018; Hanseth and Modol, 2021). In response to the opposing logics of decentralised and centralised 35 



control, governmental regulation forms behavioural specifications for innovation that correspond to 1 
the “design principles” of the DI (Hanseth and Lyytinen, 2010). 2 
 3 
While governmental regulation has rarely been the explicit focus of DI research, studies that touch on 4 
the issue share the broad conclusion that DI regulation plays an imperative role in enabling the 5 
formation of efficient DIs. Through the investigation of phenomena such as EDI (Damsgaard and 6 
Lyytinen, 1998; 1998), the internet (Plantin et al., 2018), smart electricity infrastructures (Gheorghe 7 
et al., 2006), and international trade (Rukanova et al., 2009; Rukanova et al., 2018; Sarker et al., 8 
2021), researchers have concluded that DI regulation can catalyse the adoption of core infrastructural 9 
technologies through mandated use (Henriksen and Damsgaard, 2007) and glue together disparate 10 
islands of components by enforcing adoption of interoperability standards (Damsgaard and Lyytinen, 11 
1998). A benefit of DI regulation is that it resolves potential conflicts without relying on individual 12 
decision makers to comprehend an entire system’s operations or collectively agree on its purpose 13 
(see Boyer, 1998). 14 
 15 
In contrast, a more negative stance towards DI regulation appears in a series of studies led by Contini 16 
and Lanzara, who analysed DIs to support judicial proceedings in the European Union (EU; (for an 17 
overview, see Contini and Lanzara, 2014). Their work has broadly shown that in domains with 18 
extensive regulation, DIs face more restrictions on innovation. Lanzara (2014) found that 19 
governmental institutions focus extensively on technical interoperability and DI efficiency, including 20 
robustness and reliability, at the expense of DI adaptability and flexibility. Such institutions do so 21 
because DIs are important enough to society that they cannot be permitted to evolve in any direction. 22 
Not all modifications to a DI will be in the interest of society (Zorina and Dutton, 2021). 23 
Opportunities to repurpose digital content leads incumbents to reassert their control through new 24 
governmental interventions, for example, as tight copyright and data privacy laws (Tilson et al., 25 
2010). However, doing so feeds into the complexity of a DI (Contini, 2014) and can incur massive 26 
adaptation costs for the impacted organisation (Butler and O’Brien, 2019). This has led researchers to 27 
call for simplification in regulation wherever possible (Contini, 2014) to disentangle technology and 28 
regulation when designing DIs (Contini and Mohr, 2014). 29 
 30 
Regulators attempt to accommodate these opposing conceptual stances towards DI regulation in 31 
practice. For example, they are increasingly eager to balance the need to regulate and ensure 32 
individual consumer, market, and systemic protection, stability, and resilience (Hallinan, 2021) with 33 
the need to ensure that innovation around digital technologies brings greater efficiencies and value to 34 
consumers and markets (Paech, 2019). Regulators are striving to make regulation technology neutral 35 
(Paech, 2019; Shadikhodjaev, 2021) in order to anticipate and accommodate the emergence of 36 



unintended digital technology uses (Nambisan et al., 2017) and future-proof regulation to encompass 1 
all forms of digital technology innovation and application. 2 
 3 
Because few studies on DIs have explicitly focused on the influence of regulation, little effort has 4 
been made to conceptualise such regulation in relation to a DI. Specifically, no DI research has 5 
recognised that regulation can take different forms and work in fundamentally different ways to 6 
influence behaviour. In addition, no research that we are aware of has tried to conceptually reconcile 7 
the seemingly contradictory conclusions about the impact of DI regulation on DIs. In our view, these 8 
two gaps in the existing literature go hand in hand and should thus be addressed in tandem. 9 
Therefore, as one premise for this work, we acknowledge that regulation can take distinct forms, 10 
specifically with behavioural restrictions articulated as performance targets (output oriented) or as 11 
activity specifications (process oriented). Because these two forms of regulation work in different 12 
ways to restrict behaviour, they have been found elsewhere to impact innovation in very distinct 13 
ways (Sinclair, 1997; May, 2003). As a second premise, we consider how DI innovation can take 14 
various forms (see, for example, Grisot et al., 2014). Thus, in the next section, we introduce a 15 
theoretical perspective that allows us to study DI innovation at a more granular level while 16 
maintaining conceptual coherency. Subsequently, we will use these two perspectives to elaborate on 17 
how different forms of DI regulation impact various forms of DI innovation. 18 

Modularity and Digital Infrastructure Innovation 19 
To better explain how different aspects of DI regulation impact various forms of innovation, we turn 20 
to modular systems theory (Schilling, 2000). Modularity is a dominating perspective in research on 21 
digital innovation broadly (see, for example, Yoo et al., 2010; Kohli and Melville, 2019; Wang, 22 
2021) and has documented explanatory power in relation to DI innovation specifically (Hanseth and 23 
Lyytinen, 2010; Aanestad and Jensen, 2011; Grisot et al., 2014; Rodon and Silva, 2015; Rodon and 24 
Eaton, 2021). As such, it provides us with a relevant and conceptually coherent framework through 25 
which to systematically analyse the implications of DI regulation on innovation at a highly granular 26 
level. 27 
 28 
Modular systems theory foregrounds the critical role of architecture in explaining innovation in 29 
complex artefacts since architecture conditions how the subcomponents in an artefact can be 30 
modified. We argue in this section that the way DI regulation impacts the architecture of a DI has 31 
consequential effects on a DI’s capacity for innovation. 32 

Modular systems theory 33 
Modular systems theory is grounded in Simon’s (1996) premise that any complex artefact can be 34 
seen as consisting of hierarchically nested subsystems. A central tenant in modular systems theory is 35 



the distinction between two different approaches to the architectural arrangement of components in a 1 
design hierarchy: integral and modular architectures (Ulrich, 1995). An integral architecture specifies 2 
the functioning of each component and the ways in which the distinct components are integrated and 3 
bound together to create a coherent whole (Henderson and Clark, 1990). Tight coupling between the 4 
components in an integral architecture ensures an optimised product design with consistently high 5 
performance (Yoo et al., 2010). Innovation within integral architectures, however, is difficult. The 6 
nested structure of tightly coupled components suggests that any form of innovation requires well-7 
coordinated changes across various components in the product (Baldwin and Clark, 2000; Baldwin 8 
and Von Hippel, 2011). 9 
 10 
In contrast, a modular architecture is characterised by its focus on the interfaces between components 11 
and the encapsulation of the functionality of each component as an independent unit. Modularity is a 12 
general design principle that intentionally increases independence among the subsystems of a 13 
complex system (Sanchez and Mahoney, 1996). Architectural modularity thus describes the degree 14 
of modularity as opposed to the degree of integration. It explains the degree to which a system’s 15 
components can be separated and recombined (Schilling, 2000). 16 
 17 
Baldwin and Clark (2000) explain how a complex system is broken down into independent 18 
components that interact with each other to provide a working whole by partitioning functional 19 
information into visible design rules and hidden design parameters. Visible design rules describe the 20 
information made public so that components can be configured to interconnect and function as a 21 
whole (Baldwin and Clark, 2006). In the context of modular architectures, Baldwin and Clark refer to 22 
components as “modules”3, stating that visible design rules should “involve specifying its 23 
architecture, that is, what its modules are; specifying its interfaces, i.e., how the modules interact; and 24 
specifying tests which establish that the modules will work together and how well each module 25 
performs its job” (Baldwin and Clark, 2006, p. 180). 26 
 27 
For the purposes of our paper, we consider three types of architecture-related information that are 28 
contained in visible design rules: component arrangements (specifying the components and the 29 
connections between the components), interfaces between components (covering how they connect 30 
and the information passed between them so that they function as a whole), and functional criteria 31 
(describing how the components should perform)4. These design rules ensure “that the respective 32 
parts [do] not clash and…‘kill’ the system as a whole” (Baldwin and Clark, 2000, p. 4). 33 

 
3 In this paper, we follow previous examples in the information systems literature to speak about the individual 
parts of the digital artefact as components, rather than modules, since very few digital artefacts are ideal modular 
architectures, something that also applies to real world DIs. 
4 Baldwin and Clark (2000) use the terms architecture, interfaces, and standards. We adapted their terminology 
to avoid confusion with other central concepts in this paper. 



 1 
The internal functioning of components is described by hidden design parameters as information that 2 
is encapsulated and not necessarily made public. In this way, the internal architecture of a component 3 
is “black boxed” (formally conceptualised by Parnas (1972)] as “information hiding”) and made 4 
invisible to other components. The emphasis here is on what the output of the functional component 5 
is rather than on how it is achieved. Consequently, in a modular architecture, components can be 6 
innovated by redesign as long as they adhere to design rules that define the interfaces between them 7 
(Baldwin and Clark, 2000). 8 

Control regulation and digital infrastructure architecture 9 
In the DI literature, definitions of architecture commonly draw on Ulrich’s (1995, p. 4) original 10 
definition of product architecture as “the scheme by which the function of a product is allocated to 11 
physical components” (see, for example, Yoo et al., 2010; Rodon and Silva, 2015). In the context of 12 
DIs, the physical dimension is typically downplayed, while the emphasis on architecture as the 13 
structure through which individual components form a whole is retained (Yoo et al., 2010; 14 
Henfridsson and Bygstad, 2013; Grisot et al., 2014; Rodon and Silva, 2015; Rodon and Eaton, 2021). 15 
 16 
Our view of architecture follows this thinking and emphasises a DI’s individual components and the 17 
way in which they combine to form a DI from a technical perspective. Within this view, a DI 18 
component refers to a defined element of the DI that is encapsulated and interfaced to other 19 
components in the DI. 20 
 21 
Furthermore, building on the broad view of DI innovation as any modification to the DI’s installed 22 
base, we draw on modular systems theory (Schilling, 2000) to distinguish between two basic forms 23 
of modification to a DI’s technical components. The first includes modifications to the design of 24 
individual components, referring to the configuration of a component in a DI to accomplish a specific 25 
function (Rodon and Eaton, 2021). The second covers modifications to how the individual 26 
components are combined, referring to how a set of components are arranged to form a whole that 27 
provides the DI’s overall functionalities (Rodon and Silva, 2015). 28 
 29 
Following modular systems theory (Schilling, 2000), a DI’s architecture conditions the design and 30 
combination of components. Specifically, visible design rules condition the combination of 31 
components in the DI, while hidden design parameters condition independent component design (see 32 
Figure 2). 33 
 34 



 1 
Figure 2. Architectural modularity conditions component design and the combination of components 2 
in a DI 3 
 4 
It can be derived from Figure 2 that the extent to which governments can influence DI architecture 5 
through regulation will have an indirect effect on how actors can innovate a DI by (re)combining and 6 
(re)designing components in the infrastructure itself. In previous research on DIs, scholars have 7 
concluded that the most fruitful way to control the shaping of a DI is to manipulate the metalevel 8 
rules of engagement, that is, the DI’s design principles (Hanseth and Lyytinen, 2010). Such design 9 
principles are embodied in the design rules and design parameters of the architecture (Baldwin and 10 
Clark, 2006). 11 
 12 
Mirroring these views of architecture as a means of control in DIs, we see a similar role for 13 
governmental regulation in influencing DI architecture to condition DI innovation. Thus, we make 14 
three assumptions concerning the relationship between regulation and DI architecture that are 15 
grounded in existing research. First, we follow Yoo et al. (2010) and regard modularity as a 16 
continuum rather than two discrete states of modular and integrated architectures. In practice, most 17 
DI architectures are hybrid architectures that contain elements of both modularity and integration 18 
(Baldwin and Clark, 2000; Schilling, 2000). This means that regulation can have an incremental 19 
effect that increases (or decreases) modularity relative to integration. 20 
 21 
Second, the elements of modular and integrated architectures are heterogeneously distributed across a 22 
DI. That is, in one part of the DI, the architecture may be close to a modular archetype, while in a 23 
different part of the DI the architecture may be highly integrated (Rodon and Silva, 2015). This 24 
means that the effect of regulation can also be heterogenous, addressing specific areas of concern 25 
rather than a universal property. 26 
 27 
Third, while some authors argue that “architectural choices are frequently irreversible, endogenous 28 
choices” (Agarwal and Tiwana, 2015, p. 477), we do not subscribe to the view that DI architecture is 29 
carved in stone and believe instead that it is subject to change over time (Grisot et al., 2014). Seen 30 
over years or even decades, some architectures migrate towards more modularity and others towards 31 
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increasing integration (Schilling, 2000). Such architectural changes may be the result of 1 
technological evolution but also likely stem from the explicit interventions of actors, such as 2 
regulators, that hold positions that allow them to redefine architectural design (see, for example, 3 
Grisot et al., 2014). 4 
 5 
With this understanding, DI regulation can be analysed as behavioural restrictions that impact DI 6 
architecture and subsequently condition DI innovation. The extent to which DI regulation influences 7 
any visible design rules or hidden design parameters will have consequential effects on how actors 8 
can modify the existing components of a DI. The forms and their respective logic stemming from 9 
such mediation by DI architecture (modular vs integrated) are analysed next. 10 

Regulation, Architecture, and Innovation 11 
In this section, we analyse how governmental regulation influences DI architecture and thereby 12 
indirectly conditions DI innovation. Table 2 summarises the constructs as defined and described in 13 
previous sections. 14 
 15 

Table 2. Construct definitions 16 
 17 

Construct  Definition 
DI regulation Principle and rules-based regulation (Ford, 2008) that specifies the behavioural 

requirements (Ogus, 2008) of a DI to achieve a specific objective and is supported by 
sanctions to enforce the desired behaviour 

Regulation 
through 
performance 
targets 

Regulation that stipulates the specific quality attributes to be met as an end state 
(outcome) while giving actors freedom in how to achieve that end state (Finck, 2018; 
Talias, 2021) 

Regulation 
through activity 
specification 

Regulation that specifies how an activity should be carried out by stipulating (a) 
methods and/or (b) materials to be used (or not) in an activity (May, 2003; Rowell and 
van Zeben, 2021) 

DI architectural 
modularity 

The degree of modularity as opposed to the degree of integration, referring to the 
degree to which a DI’s components can be separated and recombined (Baldwin and 
Clark, 2000; Schilling, 2000) 

Visible design 
rules 

The information made public so that components can be configured to interconnect 
and function as a whole, specifically the (a) modular arrangements (specifying the 
components and the connections between the components), (b) interfaces between the 
components (covering how they connect and the information passed between them so 
that they function as a whole), and (c) functional criteria (describing how the 
components should perform; (Baldwin and Clark, 2006) 

Hidden design 
parameters 

The information concerning the internal functionality of individual components that is 
encapsulated and not made public (Baldwin and Clark, 2006) 

DI innovation The innovation of a DI through modifications to the technical and social components 
of the DI (Ciborra and Hanseth, 2000; Koutsikouri et al., 2018) 

Component  
(re)combination 

The arrangement of components to form a whole that provides the DI’s overall 
functionality (Rodon and Silva, 2015) 

Component  
(re)design 

The configuration within an individual component of a DI that accomplishes a specific 
function (Rodon and Eaton, 2021) 

 18 



As explained below, DI regulation through performance targets acts at the level of visible design 1 
rules, setting conditions for how components may be combined to form a DI. Conversely, DI 2 
regulation through activity specification acts internally on components, conditioning their internal 3 
design. Intersecting DI regulation with modular architecture, Table 3 presents regulatory 4 
interventions that influence DI architecture in different ways and illustrates these interventions with 5 
examples from the analysis in this section5. Figure 3 provides a model that positions these regulatory 6 
interventions in relation to our conceptualisation of DI innovation. The conceptual model covers the 7 
relationships between our constructs that are discussed in the remainder of this section. 8 
 9 

Table 3. Regulatory interventions and their influence on DI architecture 10 
Regulation target Regulatory 

intervention 
Description of 
influence 

Illustrative example 

Regulation of visible 
design rules through 
performance targets 

Specification of 
interfaces 

Regulation can set de 
jure standards that allow 
for interoperability 
between heterogenous 
components controlled 
by different actors 

TradeNet, Singapore’s EDI 
standard for reporting trade data 
(Tan, 1998; Lyytinen and 
Damsgaard, 2011) 

Specification of 
modular arrangements 

Regulation can specify 
architecture by defining 
a technical specification 
(interface) that is 
typically legally binding 
and by stating whom or 
what the regulation 
applies to (component 
definition) 

Network neutrality law undoing 
the commercially motivated 
integration of components 
(Bauer and Knieps, 2018) 

Specification of 
functional criteria 

Regulation can specify 
the functional criteria in 
terms of the guaranteed 
output and input quality 
as tests that a component 
must meet to qualify for 
inclusion in a DI 

PSD26 in Europe’s conditioning 
of third-party digital services 
(Zachariadis and Ozcan, 2017) 

Regulation of 
component design 
parameters through 
activity specification 

Specification of 
materials 

Regulation can specify 
the materials from which 
a component is 
constructed and/or their 
provenance, such as the 
source or creator of 
those materials 

Blacklisting of components in 
the 5G infrastructure (Ferrare, 
2019; Tekir, 2020) 

Specification of 
methods 

Regulation can specify 
the method – the process 
steps or the algorithm 
that is executed – of 
components in a DI 

Cybersecurity practices for 
resilience in digital financial 
infrastructures (EBA, 2019; 
ECB, 2019) 

 11 
 12 

 
5 Appendix B provides multiple illustrations from diverse contexts and industries. 
6 PSD2 is the EU’s Revised Payment Services Directive (EU 2015/2366). 



 1 
 2 
Figure 3. Graphical representation of the influence of DI regulation on architecture and innovation 3 
 4 

Regulating visible design rules through performance targets 5 
The regulation of the design of modular architectures through performance targets involves 6 
specifications about the three dimensions of visible design rules: interfaces, modular arrangements, 7 
and functional criteria (Baldwin and Clark, 2006). Regulation directed at these dimensions defines 8 
the conditions through which components can be included in a DI without addressing how individual 9 
components should be designed internally. 10 
 11 

Regulatory intervention through the specification of interfaces 12 
Within DI research, DI regulation through the specification of interfaces is particularly embraced in 13 
studies concerning how governments engage in setting de jure standards that allow for 14 
interoperability between heterogenous social and technical components controlled by different actors 15 
(Hanseth et al., 1996; Braa et al., 2007)7. Hanseth and Monteiro (1997, p 183) define standards as 16 
“the technical basis for an information infrastructure… which regulate the communicative patterns.” 17 
Such technical standards may be the result of governmental interventions through regulation in the 18 
form of de jure standards (Hanseth and Monteiro, 1997). The specification of interfaces through 19 
standards stipulates how components can interface with each other (Baldwin and Clark, 2006). 20 
 21 
The case of TradeNet in Singapore (Kling and Iacono, 1984; Tan, 1998; Lyytinen and Damsgaard, 22 
2011) provides an example of DI architecture regulation through performance targets that specify the 23 
interfaces between components. As an important hub for international trade, the state of Singapore 24 
came to realise that an efficient DI for the exchange of trade-related data, such as customs 25 
declarations, would strengthen its position. When the DI was first established, EDI was the most 26 
popular technology being used to enable the organisational exchange of data. Initially, all the 27 
different actors involved in trade, composed of various governmental agencies and private actors, 28 
focused on developing bilaterally agreed upon EDI connections with each other. But this approach 29 
was expensive and slow. Singapore’s National Computer Board therefore intervened to overcome 30 

 
7  Note, this meaning of standard is slightly different from the meaning of “functional standards”, a term 
sometimes used instead of functional criteria in the context of visible design rules (see Clark, 1985), and is more 
closely associated with the specification of interfaces between components. 
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sluggish adoption by issuing directives that mandated an EDI standard that was to be used in 1 
governmental agencies and dictated how interactions were to be conducted between agencies and 2 
companies and between companies. The legal basis of these directives included the Electronic 3 
Transactions Act, the Customs Act, and the Regulation of Imports and Exports Act, which together 4 
enabled the issuing of specific directives that regulated the interfaces between components, 5 
specifying EDI syntax, data items, and submission protocols for trade-related data exchange in 6 
Singapore (Tan, 1998). In less than two years, 92% of all trade reporting was moved from physical 7 
papers to EDI. The regulation of visible design rules through performance targets concerning the 8 
specification of interfaces in TradeNet therefore mitigated operational risks and brought about 9 
efficiencies. 10 
 11 

Regulatory intervention through the specification of modular arrangements 12 
While the critical role of de jure standards to interoperability between heterogenous components in a 13 
DI may be the most well-known example of DI regulation’s impact on design rules, the regulation of 14 
performance targets can also impact the other two dimensions of visible design rules (Baldwin and 15 
Clark, 2000). This form of regulation can specify architecture by defining what components the 16 
architecture can be composed of and their functional arrangement. For example, the definition of a 17 
technical specification (i.e., an interface) that is legally binding typically describes whom or what the 18 
regulation applies to (i.e., provides a component definition). Thus, regulation can define what type of 19 
component is used and its provenance or source. 20 
 21 
An example of how regulation can be used to intervene in the arrangement of components in a 22 
specific part of a DI’s architecture comes from in network neutrality laws (see, Krämer and 23 
Wiewiorra, 2012). Network neutrality laws regulate the interconnection of telecom networks and the 24 
operation of broadband data networks to restrict the potential of ISPs discriminating in the 25 
transportation and charging of data in a network (Sindik, 2021). For example, in Chile, network 26 
neutrality laws were introduced in 2010 as a direct result of social media companies’ moves to 27 
subsidise mobile data usage for their specific services (Triviño et al., 2021). In the US, the Federal 28 
Communications Commission (FCC) was instructed to reclassify broadband internet service as a 29 
telecommunications service according to the Communications Act of 1934 (Faulhaber et al., 2017). 30 
The FCC followed this recommendation in 2015, and from then on, ISPs in the US were not able to 31 
give preference to or practice price discrimination between data. In 2017, the FCC subsequently 32 
voted to repeal the classification of broadband as a telecommunications service, meaning that ISPs 33 
were no longer considered common carriers subject to specific anti-discrimination laws (Sindik, 34 
2021). 35 
 36 



Network neutrality laws such as the US Communications Act of 1934 are performance target 1 
regulations that affect the modular arrangements of DIs such as broadband networks. Before 2017, 2 
the US ISPs were only given exemptions for discrimination to prevent societally harmful activities 3 
such as spam, malware, and illegal content (Triviño et al., 2021). After the classification was 4 
changed, ISPs were given more freedom to discriminate on commercial grounds. 5 
 6 
In terms of DI architecture, network neutrality law works to undo (or prevent) commercially 7 
motivated forced integration (coupling) between components, for example, across layers in a 8 
telecommunications network. In an extreme case, without network neutrality enforcement, the 9 
separation and independence between components in a network may be lost, putting the service and 10 
content layers at risk (by enabling any service or content on any network), with the possibility of the 11 
internet being splintered (Plantin et al., 2018) into commercially motivated proprietary design 12 
verticals. Elsewhere, stipulating which bindings between components cannot be made is motivated 13 
by data privacy concerns (see Tikkinen-Piri et al., 2018). By using performance targets associated 14 
with these modular architectures to regulate them, governments can ensure that the internet remains 15 
open and that monopolistic behaviour is contained. These laws effectively regulate the possible 16 
arrangement of components in a particular part of a DI. 17 
 18 

Regulatory intervention through the specification of functional criteria 19 
Finally, the regulation or specification of modular interfaces is also linked to the level of control over 20 
the functional criteria of a component in terms of the guaranteed output and input quality a 21 
component must meet to qualify for inclusion. Specifications of functional criteria through regulation 22 
take place alongside specifications of modular arrangements. These are tests that one component 23 
must pass to connect to other components (Baldwin and Clark, 2006). Using the network neutrality 24 
example, such criteria are found in the valid grounds for discrimination. ISPs may refuse connections 25 
from components that either pose technical risks (cyberthreats, network congestion, etc.) or are 26 
linked to criminal activity (Krämer and Wiewiorra, 2012). 27 
 28 
Functional criteria are necessary to ensure that a single component des not negatively affect the 29 
overall architecture (Baldwin and Clark, 2000). In the EU, it is increasingly recognised that the 30 
growing digitalisation of financial infrastructures has created “a broad range of entry points through 31 
which an FMI [financial market infrastructure] could be compromised” (ECB, 2019, p. 2) 32 
Furthermore, increasing digital interconnectedness elevates the risk that incidents propagate across 33 
the infrastructure with potential systemic effects on financial stability (EBA, 2019; ECB, 2019). 34 
Regulators are therefore developing criteria for who and what can connect to Europe’s financial 35 
infrastructures to ensure resilience (see EBA, 2019; JCESA, 2019; European Commission, 2020). 36 



Authorities are directly calling for regulation that specifies tests and test criteria, which actors must 1 
comply with for inclusion in financial infrastructures (EBA, 2019). 2 
 3 
This has been exemplified by the Revised Payment Services Directive (PSD2) adopted by the 4 
European Parliament in October 2015 (see Zachariadis and Ozcan, 2017). The directive specifies 5 
functional criteria that go hand in hand with regulation that enforces the other two types of design 6 
rules. PSD2 empowers the European Commission to “specify how competent authorities and market 7 
participants shall comply with the obligations laid down in the directive” (European Commission, 8 
2015). Financial regulators in the EU have implemented PSD2 in three ways (Zachariadis and Ozcan, 9 
2017). First, they have regulated interfaces to specify how banks can design APIs that are used to 10 
access information, for example, concerning bank accounts. Second, they have defined the 11 
components of third-party financial services by specifying modular arrangements. Third, they have 12 
dictated quality criteria such as the cybersecurity control capacities that third-party services must 13 
meet to be granted access to banks’ APIs. The technical specification ETSI TS 119 495 defines these 14 
design rules as binding regulations (European Commission, 2015). Regulation therefore touches all 15 
three dimensions of the visible design rules that govern a DI as a modular architecture. However, the 16 
regulatory intervention only addresses a specific part of the payment DI to have the effect of 17 
dissolving an architectural control point that was previously identified as limiting possibilities for 18 
innovation. In the final analysis, the architectural regulatory intervention leading to PSD2 was 19 
introduced to minimise the risks to consumers from monopolistic actors by providing them with 20 
greater choice through marketplace competition and alternatives to the established actors. 21 

Regulating modular design parameters through activity specification 22 
In addition to visible design rules that control how components form a whole, modular architectures 23 
consist of individual components whose design is governed by design parameters hidden from the 24 
wider external system (Baldwin and Clark, 2000). Hiding these parameters gives the creator of an 25 
individual component complete freedom over the component’s design on the condition that they 26 
adhere to the visible design rules. However, regulation can specify the internal functioning and 27 
design of a component so that they are no longer solely under the creator’s purview (Parnas, 1972). 28 
 29 
Regulation through activity specification addresses how something is done. Therefore, DI regulation 30 
can use activity specification to restrict variation in the design of components in a DI architecture, 31 
reducing the degrees of freedom in the design. Activity specification in modular design is the degree 32 
to which the design parameters that define the internal functioning of components are specified by an 33 
external (regulating) actor or remain unspecified as hidden design parameters (Baldwin and Clark, 34 
2000) to be defined by the actor creating the component. The specification of modular design 35 
parameters covers two elements: materials and methods (May, 2003; Rowell and van Zeben, 2021). 36 



Regulatory intervention through the specification of materials 1 
The first approach to specifying modular design parameters concerns the materials from which a 2 
component is constructed. These specifications may address the types of physical materials, such as 3 
hardware components, or virtual materials, such as code, that can be used. In addition, the 4 
specification of materials can cover their provenance, such as the source or creator of those materials. 5 
Materials specification can either describe what is legal (positive discrimination) or what is illegal 6 
(negative discrimination). 7 
 8 
The issue of modular design specification has recently come to public attention with the building of 9 
5G mobile networks, where governments have intervened to prevent the inclusion of equipment from 10 
certain providers for the stated reasons of upholding national security. For example, the Defending 11 
America’s 5G Future Act prohibits transactions involving a perceived foreign adversary’s 12 
information and communications technology when such transactions are at risk of sabotage or 13 
subversion (Ferrare, 2019). The act was introduced to the US Senate in July 2019 and put Huawei 14 
and ZTE on the blacklist for equipment manufacturers, meaning their equipment must be excluded 15 
from the construction of 5G networks. 16 
 17 
In this case, DI regulation is being used to restrict modular design through the negative 18 
discrimination of specified materials and is motivated by the risk of the materials being compromised 19 
by the equipment provider. Materials are understood here in their widest sense to encompass digital 20 
information as well as physical components. The logic behind materials specification in a component 21 
of a DI is similar to the blacklisting of materials in more traditional settings, such as the banning of 22 
toxic chemicals in environmental applications (Gunningham, 2002; Rowell and van Zeben, 2021). In 23 
the construction of 5G networks, the potential negative cost to society is critical, so network 24 
providers are free to choose from equipment providers that are not on the blacklist.	25 
 26 

Regulatory intervention through the specification of methods 27 
The second approach to specifying modular design parameters concerns the method by which a 28 
component accomplishes a task. In the context of DIs, one can think of the method as the process 29 
steps that are fulfilled or the algorithm that is executed within the component. 30 
 31 
We previously noted that regulatory intervention through the specification of functional criteria is 32 
directed at eliminating and controlling risk in financial infrastructures in Europe, for example, by 33 
specifying tolerance levels (European Commission, 2020). However, method specifications are also 34 
used as a means to enhance resilience in financial infrastructures. For example, implementation 35 
guidelines such as the ECB’s Cyber resilience oversight expectations for financial market 36 
infrastructures identify “a set of practices… to comply with the Guidance” (ECB, 2019, p. 6). These 37 



implementation practices contain how-to instructions for incident reporting, governance, control of 1 
suppliers, updates to software, life cycle management of hardware, and so on (see ECB, 2019). 2 
Following the methods or practices that are outlined in this and other documents is a means of 3 
demonstrating regulatory compliance to overseeing authorities. 4 
 5 
Imposing method specifications to ensure resilience within financial infrastructures is motivated by 6 
the threat of failure propagating through tightly coupled components such that the cascading effects 7 
of any damage cannot be contained (EBA, 2019; European Commission, 2020). In this way the ECB 8 
(2019, p. 6) notes: “As a result of their interconnectedness, cyber-attacks could arise through FMIs’ 9 
participants, linked FMIs, service providers, vendors or vendor products… Unlike physical 10 
operational disruptions, cyber risk posed by an interconnected entity is not necessarily related to the 11 
degree of that entity’s relevance to the FMI’s business. From a cyber perspective, a small-12 
value/volume participant or a vendor providing non-critical services may be as risky as a major 13 
participant or a critical service provider.” Consequently, the need to have the right measures in place 14 
extends beyond dominant DI actors, such as large banks, to encompass minor DI actors, such as 15 
fintech start-ups, software developers, and infrastructure providers (EBA, 2019; ECB, 2019). The 16 
specification of methods is an effective approach to ensure a minimum level of resilience in each part 17 
of an infrastructure. This approach is all the more effective for those minor DI actors that may not 18 
have the competences to develop their own cybersecurity strategies to meet performance targets. 19 

Discussion 20 
When testifying in the US Congress on the need to regulate the internet, Mark Zuckerberg, CEO of 21 
Meta (formerly Facebook), expressed the following: “I think the real question, as the internet 22 
becomes more important in people’s lives, is what is the right regulation, not whether there should be 23 
or not.” We think that this quote has general applicability to all DIs of societal importance. One of 24 
the key strengths of a DI is the potential for innovation through decentralised, self-reinforcing 25 
processes of modifying and repurposing technology (Yoo et al., 2010) that unleashes creativity and 26 
unanticipated possibilities. However, for the same reasons, DIs that are of societal importance cannot 27 
be left to evolve without consideration of how modifications to them will impact their ability to 28 
support the common good. 29 

Reflection on findings and underlying assumptions 30 
The thrust of our findings is that DI regulation can be used to restrict some forms of behaviour while 31 
mandating others. Our analysis shows that DI regulation can impact both the visible design rules 32 
(Baldwin and Clark, 2000) that guide how components can be combined into a whole and the hidden 33 
design parameters (Baldwin and Clark, 2000) by which individual components are designed. We now 34 



discuss these findings by revisiting the assumptions that premise our analysis as articulated at the end 1 
of the literature review. 2 

DI regulation and architecture as a continuum 3 
Our first assumption was that the distinction between modular and integrated architecture in DIs 4 
represents a continuum rather than two discrete states. Consequently, regulation influences 5 
architecture in the sense of more or less rather than either/or because it is not realistic to think that 6 
any DI of societal importance would be positioned at these extremes. Accepting that the influence of 7 
regulation takes effect in terms of “more or less” fosters consideration of how much regulation is 8 
necessary. This is a relevant consideration given the substantial cost of regulative compliance (Butler 9 
and O’Brien, 2019) but also because DIs are susceptible to the paradox of control (Eaton et al., 10 
2015). 11 
 12 
Informing this consideration, our model shows that we can think of “more or less” as two different 13 
non-exclusive forms of DI regulation. As depicted in Figure 4, the relationship between the two 14 
forms of regulation is orthogonal. In the figure, two idealised states form the end points on the 15 
continuum of architectural specificity. At the top-right corner, DI regulation both specifies how 16 
components can connect and how individual components are designed; the architecture is bound by 17 
regulation. At the bottom-left corner, there is no regulation in place to restrict modifications to the 18 
DI; the architecture is unbound from regulation. The closer to the extreme of being completely bound 19 
by regulation, the higher the degree of architectural specificity concerning the DI relative to the 20 
governmental objectives of the regulation. 21 

 22 
Figure 4. The orthogonal relationship between the two forms of regulatory intervention in DI 23 
architecture 24 
 25 
Distinguishing between the two forms of regulation and their distinct effects on innovation makes it 26 
possible to redefine the question of the extent of regulation to consider what form it should take. DI 27 
regulation is thereby enabling one form of innovation while simultaneously inhibiting another form 28 
of innovation. 29 
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DI regulation and the heterogeneity of architecture 1 
Our second assumption was not only that DI architectural modularity is a continuum but also that it 2 
might vary across different parts of DI architecture. This corresponds to observations made in 3 
previous research (Rodon and Silva, 2015) concerning variations in modularisation across DI 4 
architecture. Conceptually, this mirrors the idea that DIs structured as innovation platforms (Baldwin 5 
and Woodard, 2009; Bonina and Eaton, 2020) would benefit from an approach involving spatial 6 
separation to facilitate any innovation. In a regulated DI, the spatial separation does not need to be 7 
between core and peripheral architectures as in a platform because any location can be subject to a 8 
different form of regulation. For example, regulation can be applied in different ways across distinct 9 
layers (i.e., the content vs the service layer) in a layered architecture. An implication of this finding is 10 
that we can further redefine the questions of how much and what form of regulation should exist to 11 
include where regulation should be applied. Consider, for example, the Norwegian e-health DI 12 
described by Øvrelid and Bygstad (2019; 2020). Here, there are elements of the DI that may warrant 13 
further governmental control in comparison to others, such as parts that cause more concerns about 14 
patient confidentially or are essential to deliver key hospital functions (see, Tikkinen-Piri et al., 15 
2018). 16 
 17 
Extending this reasoning also allows us to consider the impact that DI regulation is allowed to have 18 
because of the recognition that architectural hybridity, consistent with our second assumption, makes 19 
it possible to simultaneously regulate visible design rules and modular design parameters in different 20 
or similar spaces in a DI. The orthogonal relationship between the two forms of regulation means that 21 
their uses are not necessarily in conflict and may even be synergistic. 22 
 23 
In each of the examples we used to illustrate the model in Figure 3, we highlighted a specific type of 24 
regulatory intervention. In most real-life cases, several different interventions would be at play at the 25 
same time. For example, the case of PSD2 in Europe illustrates the argument that regulation through 26 
performance targets can establish component interfaces and functional criteria that increase 27 
modularity at a particular point in the DI (Zachariadis and Ozcan, 2017). However, PSD2 has several 28 
additional articles. At least one of them contains activity specification. Regarding the applicability to 29 
PSD2 regulation, not only do third-party digital services have to comply with set functional criteria 30 
(as performance targets) but they must also follow stipulated methods specifications for the 31 
identification of users of any payment services. While this does indeed restrict the degree of freedom 32 
in the modular design, it could also be seen as a necessary piece of regulation to allow for increased 33 
modularity through interfaces and functional criteria. Thus, the uses of the two different forms of 34 
regulation are synergistic (both are needed for the other to be relevant) and paradoxical in that the 35 
regulation both constrains and enables innovation at the same time. 36 



DI regulation as architectural interventions in modularity 1 
Our third assumption was that although DI architecture is sometimes regarded as endogenous 2 
(Agarwal and Tiwana, 2015), a DI architecture can be changed through deliberate intervention by 3 
actors such as governments. Our case illustrations show that deliberate interventions are not only 4 
theoretically possible but also occurring in the real world. 5 
 6 
Treating DI regulation as a form of intervention means that it can be understood as relational in at 7 
least two ways. This implication affects our third assumption concerning the evolution of DI 8 
architecture over time. An initial relational consideration is that applicability is directly contingent on 9 
the actions of other actors. Thus, the questions of how much, what, and where can be even further 10 
elaborated with consideration of when. A government intervenes through regulation because actors 11 
are either doing something or refraining from doing something (see Ogus, 2008). While risk might be 12 
a driver for proactive regulation, because of the uncertainty of the effects of DI innovation and the 13 
ongoing repurposing of components, certain behaviours can only be regulated after they materialise. 14 
 15 
A second implication of considering regulation as an intervention in relation to actor behaviour is 16 
that it brings to the fore consideration of the DI’s stage in its evolutionary life cycle. Hanseth and 17 
Lyytinen (2010) suggest a temporally separated approach to facilitate DI evolution that is based on a 18 
life cycle view of DIs. For example, they recommend first emphasising the establishment of a DI by 19 
building basic essential features through centralised control and architectural stability. Following 20 
this, they propose paying attention to architectural flexibility and the distribution of innovative 21 
activity. In this way, distinct types of regulatory interventions become appropriate to facilitate 22 
societally beneficial DI innovation at varying stages in the DI’s life cycle. 23 
 24 
Consequently, with the conceptual model developed in this paper, different types of regulatory 25 
interventions may need to be mediated by different locations of a DI architecture at distinct points in 26 
time and based on what other actors are doing to promote DIs that are most beneficial to society. 27 

Theoretical contributions 28 
Our work contributes to research on the governmental regulation of DI innovation in three ways. 29 
First, there is a paucity of research on DIs that has explicitly focused on the influence of regulation, 30 
and therefore, little effort has been made to conceptualise such regulation in relation to DIs. We 31 
provided a more nuanced view by conceptualising DI regulation as a form of command-and-control 32 
regulation (Ogus, 2008). We distinguished between two different forms of DI regulation that express 33 
legal restrictions as performance targets or activity specification (see Ogus, 2008). This construct 34 
development provides a conceptual foundation that can serve as the basis for future research on 35 
governmental influence on DIs. 36 
 37 



Second, to link DI regulation to DI innovation, we drew on modular systems theory (Schilling, 1 
2000), which foregrounds the critical role of architecture in conditioning innovation. Our 2 
contribution in relation to the development of the DI architecture construct is the consolidation of 3 
previous observations into three assumptions of how architecture in DIs manifests as continuous, 4 
heterogenous, and evolving (Hanseth and Lyytinen, 2010). These architectural characterisations 5 
serve as an important part of the explanatory framework seeking to capture DI innovation. While our 6 
purpose was to explain the impact of governmental regulation, this characterisation should be a 7 
relevant starting point for anyone who wishes to theorise about DI innovation more broadly. 8 
 9 
Third, we used modular systems theory (Schilling, 2000) to develop relationships between the 10 
constructs of DI regulation and innovation. The explanatory power of this association goes beyond 11 
what has been presented in previous research and serves to reconcile seemingly contradictory 12 
observations made at different places in the literature. We showed how DI regulation through 13 
performance targets impacts visible design rules, while regulation through activity specification 14 
impacts the design of individual components. Thus, we revealed that these forms of regulation are 15 
not mutually exclusive, that they can be applied to different extents and at various locations 16 
simultaneously, and that they can have paradoxical effects on DI innovation, enabling and inhibiting 17 
(different forms of) innovation at the same time. Our conceptualisation and the associated 18 
terminology provide a basis to explain and articulate the effects of DI regulation in a way that has not 19 
been previously presented in the literature. 20 

Practical implications 21 

Two types of actors can benefit from our model: regulators responsible for designing, implementing, 22 
and enforcing regulation and actors whose activities are impacted by DI regulation. For regulators, 23 
our model provides a framework through which recommendations (Paech, 2019) for the regulation of 24 
DIs can be formulated, articulated, and implemented. To facilitate communication of our conceptual 25 
model among practitioners (Montero and Finger, 2021), each of the five different interventions (three 26 
as design rules and two as hidden design parameters) can be expressed as regulatory levers. 27 
 28 
Our research demonstrated that the application of these levers is not mutually exclusive. In this way, 29 
our model helps regulators consider how to apply the levers in combination and to different extents 30 
simultaneously in separate architectural locations. Furthermore, the application of these levers can be 31 
dynamic so that DI regulation can be tuned to changing societal needs over time, which in turn 32 
facilitates the formulation of longer-term regulatory strategies. 33 

 34 
For actors directly and indirectly affected by DI regulation, our model provides a framework through 35 
which they can analyse and respond to the impacts of regulatory action. The five different levers of 36 



our model make it possible for these actors to predict and pre-empt regulatory policy. The levers 1 
provide different dimensions for the design of modular architectures so that the response to the 2 
application of one lever in a specific dimension can potentially be compensated for by (re)designing 3 
in another. 4 

 5 
Finally, our model makes it possible for actors (potentially) affected by regulation to lobby regulators 6 
and shape regulation in ways that both benefit society and protect the interests of commercial actors. 7 
For example, different combinations of regulatory levers may yield the same beneficial effect on 8 
society while either harming or benefitting a commercial actor. Being able to analyse and 9 
communicate the expected impact of regulation is a prerequisite for actors to engage in the political 10 
processes surrounding regulation. 11 

Conclusion 12 
This paper developed a conceptual model that shows how regulation concerning DI innovation is 13 
mediated by a DI’s architecture. By drawing on modular systems theory (Schilling, 2000), we 14 
explained how regulatory interventions can affect architecture in two fundamentally different ways. 15 
The first is through regulating performance targets and impacts the visible design rules affecting the 16 
combination of components in an architecture. The second concerns the definition of design 17 
parameters and impacts the internal design of components. By drawing on a range of examples of 18 
regulatory interventions in DIs, we illustrated how these forms of regulation are implemented and 19 
that their use is not mutually exclusive. In doing so, we presented a nuanced view of the effect of 20 
regulation on DI innovation, which stands in contrast to prior literature on the subject. We also 21 
explained how regulatory interventions may have a paradoxical impact on DIs because they can both 22 
enable and inhibit (different forms of) innovation at the same time. 23 

24 
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Appendix A – Approach to Conceptual Development 1 
 2 
The goal of our paper is to model and explain the relationship between DI regulation and DI 3 
innovation mediated by DI architecture. Our paper is conceptual in nature (Gilson and Goldberg, 4 
2015; Jaakkola, 2020), and it enables theory building unrestricted by the demands of empirical 5 
constraints, such as the time needed to accumulate data and the limited scope for generalisation 6 
(Jaakkola, 2020). Indeed, the multifaceted nature of regulation in the context of DIs (Hanseth and 7 
Lyytinen, 2010; Contini and Lanzara, 2014; Knol and Tan, 2018) suggests that empirical research 8 
based on the interpretation of a limited number of case studies does not provide sufficient scope for 9 
broad theorisation of the phenomenon. Consequently, our research integrates constructs derived from 10 
previous research on DIs, governmental regulation, and digital architecture. It does this to “identify 11 
novel connections between existing constructs” (Jaakkola, 2020, p. 22) that logically explain how DI 12 
architecture mediates the effect of governmental regulation on DI innovation. This is also consistent 13 
with Weber (2012), who sees the definition of constructs and the establishment of relations between 14 
the constructs as the core of theorical development. 15 
 16 
Our approach to building the conceptual model is informed by advice from the broader management 17 
literature (Gilson and Goldberg, 2015; Hulland, 2020; Jaakkola, 2020) about designing conceptual 18 
research and is summarised in Table A1. 19 
 20 

Table A1. Methodological approach taken to construct the conceptual model 21 
Aspect of study Methodological 

consideration 
Additional 
description 

Approach taken 

Defining the 
phenomenon of 
interest 

Translate phenomenon 
into conceptual 
language through the 
identification of key 
concepts to be 
analysed 

Inductively identify 
different 
conceptualisations of 
the phenomenon, and 
figure out how the 
aspect of interest is best 
addressed in terms of 
broad concepts or 
theories (Jaakkola, 
2020) 

Define DI regulation as 
encompassing principle-based and 
rule-based governmental 
regulation, and recognise that its 
relationship with DI innovation is 
mediated by DI architecture 

Choosing domain 
theory 

Select theory and 
concepts that address 
key elements of the 
phenomenon to be 
explained 

Domain theory 
describes the key 
constructs, theories, 
and assumptions that 
characterise the focal 
area of study 
(MacInnis, 2011) 

First, review literature on 
governmental regulation, and 
identify the different forms of  
expression of specification through 
performance targets and activity 
specifications in line with domain 
theory. Then review literature on 
the regulation of DI innovation to 
clarify the phenomenon to be 
explained 

Choosing method 
theory 

Identify theories to 
explain the 
relationships between 

Method theory 
provides concepts to 
study the “substantive 
issue(s) of the domain 

First, identify and justify modular 
systems theory (Schilling, 2000), 
and specifically concepts from 
architectural modularity (Baldwin 



the variables and 
concepts 

theory at hand” (Lukka 
and Vinnari, 2014, p. 
1309) 

and Clark, 2000) as expressed 
through visible design rules and 
modular design parameters, as a 
method theory. Then argue for the 
link between regulation, 
architectural modularity, and DI 
innovation 

Analysis, model 
construction, and 
argumentation 

Explain the 
relationships between 
the variables and 
concepts 

Develop logical, 
complete, and theory-
based arguments for 
the association between 
constructs from the 
domain and method 
theories (Gilson and 
Goldberg, 2015) 

Present arguments linking types of 
regulatory interventions, expressed 
using architectural modularity 
concepts (Baldwin and Clark, 
2000), to types of command-and-
control regulation (Ogus, 2008) 
that influence DI innovation. 
Demonstrate connections between 
constructs using illustrative 
examples (Payne et al., 2017) from 
previous case-based research 
concerning the regulation of DI 
innovation 

 Construct and present 
the model 

Summarise arguments 
in the form of a figure 
that depicts salient 
constructs and their 
relationships (Jaakkola, 
2020) 

Summarise relationships between 
theoretical constructs in a 
conceptual model that describes 
diverse types of regulatory 
intervention in DI architecture and 
various types of regulation  

 1 
Consistent with this literature, our study has four key aspects that are described as follows. Our 2 
starting point was to identify and define a focal phenomenon that would benefit from more in-depth 3 
explanation. Our approach here was informed by Jaakkola (2020), who suggests identifying different 4 
conceptualisations of a phenomenon from the literature and arguing how the aspect of interest is best 5 
addressed in terms of broad concepts or theories. We therefore reviewed the literature on DI 6 
regulation and innovation and argued for defining DI regulation as encompassing both principle-7 
based and rule-based regulation, and explaining DI innovation through modular systems theory. We 8 
went on to suggest that the design and combination of components in a DI is conditioned by DI 9 
architectural modularity, which is in turn influenced by DI regulation. 10 
 11 
Conceptual papers typically involve the assimilation and combination of previously developed 12 
concepts and theories (Hirschheim, 2008). The roles of different theories used in conceptualisation, 13 
combination, and synthesis can be explained by domain theory and method theory (Lukka and 14 
Vinnari, 2014). Thus, the second aspect of our study concerns the selection and justification of 15 
domain theory (Jaakkola, 2020), which describes the key constructs, theories, and assumptions that 16 
characterise the focal area of study (MacInnis, 2011). We therefore reviewed the literature on 17 
governmental regulation and identified and argued for the constructs that best address the key 18 
elements of DI regulation that we wished to explain. 19 
 20 



Following this, in the third aspect of our study, we then selected and justified a method theory to 1 
provide concepts that bring further insight to the domain theory (Jaakkola, 2020). We identified 2 
modular systems theory (Schilling, 2000), and concepts from architectural modularity specifically 3 
(Baldwin and Clark, 2000; Baldwin and Clark, 2006), to bring explanatory power to our model. In 4 
doing so, we justified our choice by arguing for the link between regulation, architectural modularity, 5 
and DI innovation. 6 
 7 
In the final part of our research design, we developed and presented our conceptual model. Here we 8 
developed arguments for the association between constructs from command-and-control regulation 9 
(Ogus, 2008) as our domain theory and different types of regulatory interventions expressed using 10 
concepts from architectural modularity (Baldwin and Clark, 2000; Baldwin and Clark, 2006) as our 11 
method theory, which then combined to influence DI innovation. 12 
 13 
To support our arguments, we identified illustrative examples from previous case-based research that 14 
describe the impact of regulation on DI architecture and innovation. No individual case can be 15 
expected to instantiate all forms and effects of DI regulation. Hence, to illustrate the relationship 16 
between the variables that we conceptually developed, we drew on a range of existing case studies. 17 
We used the three following criteria to select the cases. First and most important, we chose cases 18 
where the conceptual argument we wanted to make was already prominent. Second, we searched for 19 
industry variance in the illustrations to highlight the generality of our arguments. We thus included 20 
illustrations from industry contexts as disparate as international trade, finance, and electrical power 21 
grids. Third, to the extent possible, we tried to use cases that the reader would be familiar with. For 22 
example, the case of TradeNet is a common reference for research and practice concerned with the 23 
role of government in relation to a DI, although the specific role of regulation as a means of 24 
governmental control has rarely been moved to the forefront of analysis. 25 
 26 
Finally, and consistent with Jaakkola (2020), we constructed a model (see Figure 3 in the main body 27 
of text) that summarises the relationships that we argue exist between theoretical constructs, 28 
describing diverse types of regulatory intervention in DI architecture and the different types of 29 
regulation. 30 
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Appendix B – Additional Examples of Regulatory Interventions 1 
Influencing DI Architecture 2 
 3 

Table B1. Regulatory interventions and their influence on DI architecture* 4 
Regulation target Regulatory 

intervention 
Description of 
influence 

Illustrative example 

Regulation of visible 
design rules through 
performance targets 

Specification of 
interfaces 

Regulation can set de 
jure standards that 
allow for 
interoperability 
between heterogenous 
components controlled 
by different actors 

TradeNet, Singapore’s EDI 
standard for reporting trade data 
(Tan, 1998; Lyytinen and 
Damsgaard, 2011) 
 
Norwegian EDIFACT standard for 
electronic lab report exchange 
(Hanseth and Bygstad, 2015) 

Specification of 
modular arrangements 

Regulation can specify 
architecture by 
defining a technical 
specification 
(interface) that is 
typically legally 
binding and by stating 
whom or what the 
regulation applies to 
(component definition) 

Network neutrality law undoing the 
commercially motivated integration 
of components (Bauer and Knieps, 
2018) 
 
The introduction of service brokers 
to Finland’s BankID, which is a 
citizen electronic identification 
solution (Bazarhanova et al., 2020) 
 
TradeNet, which is Singapore’s 
single-window gateway 
arrangement (Tan, 1998; Koh, 
2017) 

Specification of 
functional criteria 

Regulation can specify 
the functional criteria 
in terms of the 
guaranteed output and 
input quality as tests 
that a component must 
meet to qualify for 
inclusion in a DI 

PSD28 in Europe’s conditioning of 
third-party digital services 
(Zachariadis and Ozcan, 2017) 
 
Customs risk management in the 
European e-customs (Henningsson 
and Henriksen, 2011) 

Regulation of 
component design 
parameters through 
activity specification 

Specification of 
materials 

Regulation can specify 
the materials from 
which a component is 
constructed and/or 
their provenance, such 
as the source or creator 
of those materials 

Blacklisting of components in the 
5G infrastructure (Ferrare, 2019; 
Tekir, 2020) 
 
Whitelisting of network 
components in the EU’s inter-
institutional money transfer (Scott 
et al., 2017) 

Specification of 
methods 

Regulation can specify 
the method – the 
process steps or the 
algorithm that is 
executed – of 
components in a DI 

Cybersecurity practices for 
resilience in digital financial 
infrastructures (EBA, 2019; ECB, 
2019) 
 
Power grid distribution algorithms 
in Europe (Gheorghe et al., 2006; 
Luskova and Leitner, 2020) 

* Examples presented in the main article are in italics for completeness of exemplification 5 

 
8 PSD2 is the EU’s Revised Payment Services Directive (EU 2015/2366). 



Regulating visible design rules through performance targets 1 

Regulatory intervention through the specification of interfaces 2 
Standards for technical interfaces have a central role in DIs as they connect the heterogenous 3 
technical components that collectively make up the technical elements of a DI. This was already 4 
recognised by Norwegian authorities in the 1990s when the Ministry of Health in Norway decided 5 
that standards should be developed, and after some initial activities, a standardisation programme 6 
was set up in 1991 (see Hanseth and Bygstad, 2015). The ministry established a competence centre 7 
for IT in healthcare, which was given the responsibility of standardising information and 8 
communications technology in healthcare. 9 
 10 
One of the standardisation efforts addressed the interchange of lab reports between healthcare 11 
providers, such as hospitals, and labs doing various tests on behalf of the healthcare providers. At the 12 
time, there was a high degree of fragmentation in the technical solutions for electronic lab reports and 13 
little compatibility between alternatives. Some commercial actors had gained important market 14 
shares and customer lock-in through their technical solutions, so for some important actors, there was 15 
little incentive to agree on standards for technical interfaces that would undo their dominant 16 
positions. 17 
 18 
Through the regulatory intervention, a standardised way of exchanging lab reports was achieved. 19 
This gave hospitals and other healthcare providers greater flexibility in selecting test labs and also 20 
made it technically possible for healthcare providers to exchange lab reports between each other 21 
when patients were transferred from one provider to another. 22 

Regulatory intervention through the specification of modular arrangements 23 
The case of Finland’s BankID (Bazarhanova et al., 2020) exemplifies DI innovation that occurs in 24 
response to regulatory change that is conditioned by regulatory intervention in the specification of 25 
modular arrangements. Like other Scandinavian countries, Finland had established a common 26 
industry approach to citizen identification, authentication, and access to banking services that was 27 
then extended as a means to access e-governmental services and applications provided by other 28 
service providers (Eaton et al., 2018; Medaglia et al., 2021). In Finland’s case (Bazarhanova et al., 29 
2020), this was initially achieved by the banks adopting common standards in the form of the 30 
TUPAS protocol and through associated interfaces that enabled citizen electronic identification (eID) 31 
access to banking services and other service provider applications via what Bazarhanova et al. (2020) 32 
call an eID platform that mediated citizen and service provider access to the eID capability. 33 
 34 
The BankID solution needed rearchitecting when Finland adopted EU Regulation 910/20141 on 35 
electronic identification, authentication, and trust services, commonly known as eIDAS, for 36 



electronic transactions in the internal market (European Parliament, 2014), which allows EU citizens 1 
to retain and use their own national eID credentials when accessing public services in other EU 2 
countries. Finland, similar to many other countries, initially tried a de jure approach to create a 3 
national eID. This eID, however, never caught on or gained broad adoption. The government 4 
therefore decided to recognise the de facto standards for eID already adopted by a majority of the 5 
population and already accepted as identification for governmental services such as taxation 6 
reporting. 7 
 8 
In the process, the Finnish regulator, the Finnish Communications Regulatory Authority, used the EU 9 
regulatory requirement not only to enable access to Finnish public services using other EU eID 10 
credentials but also to open up access to the Finnish eID capability since citizens and service 11 
providers had previously been tied to solutions provided by their respective banks. The regulator 12 
approached this task by mandating the use of service brokers that acted as resellers of individual 13 
banks’ eID solutions. In architectural terms, this was implemented by adding an additional service 14 
broker component to the functional architecture of the Finnish eID DI. It must be noted that this 15 
change in the Finnish eID DI not only was conditioned by a regulatory intervention specifying a 16 
change in modular arrangements to accommodate a new functional component (the service brokers) 17 
but also required a regulatory intervention in the specification of interfaces. As a result of this 18 
regulatory intervention, a new set of standardised protocols and interfaces based on Security 19 
Assertion Markup Language/OpenID replaced TUPAS in parts of the modified architecture. 20 
 21 
An example of how regulation can be used to intervene in the arrangement of components in a 22 
specific part of a DI’s architecture comes from network neutrality laws (see, Krämer and Wiewiorra, 23 
2012). Network neutrality laws regulate the interconnection of telecom networks and the operation of 24 
broadband data networks to restrict the potential of ISPs discriminating in the transportation and 25 
charging of data in a network (Sindik, 2021). For example, in Chile, network neutrality laws were 26 
introduced in 2010 as a direct result of social media companies’ moves to subsidise mobile data 27 
usage for their specific services (Triviño et al., 2021). In the US, the FCC was instructed to reclassify 28 
broadband internet service as a telecommunications service according to the Communications Act of 29 
1934 (Faulhaber et al., 2017). The FCC followed this recommendation in 2015, and from then on, 30 
ISPs in the US were not able to give preference to or practice price discrimination between data. In 31 
2017, the FCC subsequently voted to repeal the classification of broadband as a telecommunications 32 
service, meaning that ISPs were no longer considered common carriers subject to specific anti-33 
discrimination laws (Sindik, 2021). 34 
 35 
Network neutrality laws such as the US Communications Act of 1934 are performance target 36 
regulations that affect the modular arrangements of DIs such as broadband networks. Before 2017, 37 



the US ISPs were only given exemptions for discrimination to prevent societally harmful activities 1 
such as spam, malware, and illegal content (Triviño et al., 2021). After the classification was 2 
changed, ISPs were given more freedom to discriminate on commercial grounds. 3 
 4 
In terms of DI architecture, network neutrality law works to undo (or prevent) commercially 5 
motivated forced integration (coupling) between components, for example, across layers in a 6 
telecommunications network. In an extreme case, without network neutrality enforcement, the 7 
separation and independence between components in a network may be lost, putting the service and 8 
content layers at risk (by enabling any service or content on any network), with the possibility of the 9 
internet being splintered (Plantin et al., 2018) into commercially motivated proprietary design 10 
verticals. Elsewhere, stipulating which bindings between components cannot be made is motivated 11 
by data privacy concerns (see Tikkinen-Piri et al., 2018). By using performance targets associated 12 
with these modular architectures to regulate them, governments can ensure that the internet remains 13 
open and that monopolistic behaviour is contained. These laws effectively regulate the possible 14 
arrangement of components in a particular part of a DI. 15 

Regulatory intervention through the specification of functional criteria 16 
An example of an attempt of governments to intervene through specification of functional criteria for 17 
DI components is the work that has been done with risk management in European e-customs 18 
(Henningsson and Henriksen, 2011). With the formation of an inner European market in the EU, 19 
protecting the border between the inside and outside of the EU became important because once inside 20 
the EU, any malicious goods could be distributed to any location in the EU. Given that criminals 21 
would seek to exploit the country with the weakest border controls to get into the common market, 22 
standardised risk management became the core focus of the first joint e-customs initiative in the EU. 23 
 24 
To improve risk management in the EU, the Customs Risk Management System (CRMS) was 25 
constructed. Although the official documents from the EU speak about the CRMS as one system, it is 26 
actually 27 individual systems developed by the member states that together form a heterogenous 27 
risk management infrastructure. Architecturally, the national systems included one common and one 28 
individual part. The common part was specified through functional criteria that the local 29 
implementations had to meet. The descriptions covered data elements that needed to be submitted to 30 
customs for risk management purposes in relation to an import or export declaration, including the 31 
identification of high-risk items. The common instructions did not, however, say anything about how 32 
the risk data elements should be analysed. This was left to local implementers to decide, given the 33 
availability of data and contextual factors constraining or enabling specific forms of risk analysis. 34 



Regulating modular design parameters through activity specification 1 

Regulatory intervention through the specification of materials 2 
A more constraining way to specify materials is to define certain ones as legal alternatives, which is 3 
a form of positive discrimination. In the inter-institutional transfer of money to or from the EU area, 4 
actors must comply with the EU’s funds transfer regulation to reduce the risk of money laundering 5 
and financing terrorism. This regulation stipulates which networks can be used to transfer money. 6 
Approved networks, such as the Society for Worldwide Interbank Financial Telecommunication, are 7 
those in which the EU can monitor all transactions made (Scott et al., 2017). Although submitting 8 
money (content) through an unapproved network might be technically possible, it is illegal. Thus, 9 
when building money transfer services, the material options for banks and other financial institutions 10 
are limited to the pre-approved whitelist of networks. In this way, the regulation discriminates in 11 
favour of certain materials against others. As in the blacklisting of select components in negative 12 
discrimination, this regulation reduces the degrees of freedom in modular design. 13 

Regulatory intervention through the specification of methods 14 
An example of regulation that specifies the method of a DI component is Regulation 2019/941, 15 
which addresses risk preparedness in the electricity sector and was issued by the European 16 
Parliament to safeguard the digitally enabled electricity infrastructure in Europe (European 17 
Parliament, 2003). In this infrastructure where the European power grid is coupled with a DI that 18 
balances supply and demand, resilience has become a major concern (Gheorghe et al., 2006; Luskova 19 
and Leitner, 2020). For example, cascading effects after natural disasters and other disruptions have 20 
repeatedly taken out large parts of the network. To address the need for improved resilience in the 21 
overall infrastructure, the regulation specifies the method, or algorithm, by which digital components 22 
must distribute demands on electricity over the network to avoid blackouts across Europe (Luskova 23 
and Leitner, 2020). The New Energy Directive restricts the design of a component by tying the 24 
prescribed energy distribution method, or approach, to both the regulation and the technical 25 
infrastructure. 26 
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