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Abstract

Evidencedatingbacka century shows that humansare sensitive to andexhibit a prefer-

ence for visual curvature. This effect has been observed in different age groups, human

cultures, and primate species, suggesting that a preference for curvature could be uni-

versal. At the same time, several studies have found that preference for curvature is

modulated by contextual and individual factors, casting doubt on this hypothesis. To

resolve these conflicting findings, we conducted a systematic meta-analysis of studies

that have investigated the preference for visual curvature. Ourmeta-analysis included

61 studies which provided 106 independent samples and 309 effect sizes. The results

of a three-level random effects model revealed a Hedges’ g of 0.39—consistent with a

medium effect size. Further analyses revealed that preference for curvature is mod-

erated by four factors: presentation time, stimulus type, expertise, and task. Together,

our results suggest that preference for visual curvature is a reliable but not universal

phenomenon and is influenced by factors other than perceptual information.
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INTRODUCTION

Contour is a core aspect of visual perception that plays a fundamental

role in the detection and representation of objects.1 Contour inte-

gration binds disjointed parts of a scene into coherent global shapes

and helps demarcate the interior of an object from its exterior.2,3 The

structure of object shapes is among the primary sources of informa-

tion determining how objects are recognized.4 When asked to identify

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided

the original work is properly cited.
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“what is this object?” people base their answers mainly on the shape

andmaterial properties of the perceived contour. In this sense, contour

plays a critical role in how people perceive their surroundings and the

objects within them.

Contour also informs how pleasing or displeasing objects are expe-

rienced to be. Early work dating back over a century sought to examine

the effect that contour has on people’s feelings.5–7 Those studies

manipulated contour using stimuli, such as lines or abstract displays,

Ann NY Acad Sci. 2022;1518:151–165. wileyonlinelibrary.com/journal/nyas 151

https://orcid.org/0000-0001-5389-283X
https://orcid.org/0000-0002-4895-4802
mailto:erik.chuquichambi@uib.es
http://creativecommons.org/licenses/by/4.0/
https://wileyonlinelibrary.com/journal/nyas
http://crossmark.crossref.org/dialog/?doi=10.1111%2Fnyas.14919&domain=pdf&date_stamp=2022-10-26


152 ANNALSOF THENEWYORKACADEMYOF SCIENCES

and consistently showed that curvilinear forms are experienced as

softer and more pleasant than angular forms, which are in turn expe-

rienced as harder and more serious. In other words, there was early

recognition that contour can have an impact on the viewer’s affective

system, as reflected by Gordon’s8 assessment that “curves are in gen-

eral felt to bemore beautiful than straight lines. They aremore graceful

and pliable, and avoid the harshness of some straight lines.” This early

association between visual form and affect set the stage for examining

the effect of contour on hedonic valuation.

More recently, a great number of studies have found that objects

that exhibit curvilinear contour are preferred to objects that exhibit

angular contour (for reviews, seeRefs. 9 and10). In addition to abstract

and isolated forms and lines,11 this preference for curvilinear contours

has been observed across a wide range of objects, including everyday

artifacts and natural entities, building facades, interior rooms, as well

as visual art.12–16

Because curvilinear forms appear to be more liked than angular

forms irrespective of object category, it has been suggested that this

preference has been selected for in the course of humanevolution.17,18

Bar and Neta12,19 proposed that humans experience angular contour

as unpleasant because this perceptual feature has become associated

with threatening and dangerous objects. Curvilinear contour, they pro-

posed, evokes feelings of pleasure, either because curvilinear objects

signal an absence of danger, or because they have been associatedwith

rewarding behavior throughout human evolution. In this sense, associ-

ating angularitywith threat and curvilinear contourwith reward canbe

seen as another example of “snap judgments” that people make about

objects in their environment tomaximize their chances of survival.

Over the last twodecades, numerous behavioral and neuroscientific

studies have tested this hypothesis. Unfortunately, evidence for and

against it has been both mixed and inconclusive. Thus, some studies

support the contention that human preference for curvature is uni-

versal, and, therefore, possibly innate.20 For example, Gómez-Puerto

and colleagues21 found that nonwestern participants in Mexico and

Ghana prefer objects with curvilinear contour, as do participants in

Spain. There is also mounting evidence that infants and children look

longer at curvilinear than angular objects,22–29 suggesting that evalu-

ative responses to curved and angular objects may be present at birth.

Finally, recent experiments have found evidence that chimpanzees and

gorillas,30 as well as orangutans,31 also prefer objects that have curvi-

linear rather than angular contour. The observation of preference for

curvature across different age groups, human cultures, and primate

species is consistent with a possible universality of the effect.

Other experiments, however, have found compelling evidence that

preference for curvature is influenced by both subjective sensitivity

to contour features, as well as contextual factors. In two important

studies, Corradi and colleagues32,33 demonstrated that a group of par-

ticipants who collectively exhibit a greater preference for curvilinear

than angular stimuli also contains a nontrivial number of participants

who do not share this general predilection. This finding suggests

that some people’s hedonic response to contour information differs

from the majority’s, implying that the observed preference pattern

might not be universal after all. Possible sources of this variance

include the kind and degree of exposure and knowing what the indi-

vidual has been exposed to, among others. For example, people who

have acquired an expertise-level understanding of architectural design

report a diminished liking for curvature combined with an enhanced

liking for angular objects under certain conditions.34 Such evaluations

may be particularly dependent on expertise because it supports the

cognitive processing of the stimulus at different stages of the aesthetic

experience.35 In addition, studies have also found that differences in

personality36 and psychiatric conditions, such as autism spectrum dis-

order, can influence how individuals respond to stimuli with different

contours.37,38 Because persons with autism spectrum disorder exhibit

a different constellation of emotional and perceptual processes com-

pared to neurotypical controls, these findings suggest that preference

for curvature is influenced by factors that vary across individuals due

to the ways in which they might perceive and appraise objects in their

environments, in a similarway towhat has been observed in the case of

symmetry.39

Contextual factors can alsomodulate the hedonic outcome of expo-

sure to curvilinear and angular objects. Corradi and colleagues40

found participants’ propensity for choosing curvilinear over angular

objects diminished when choices were not restrained by response

time constraints. This suggests that preference for curvature emerges

rapidly, and that its effect can be attenuated by top-down processes

that could exhibit themselves downstream in the processing pathway

(e.g., semantics). Similarly, Palumbo and Bertamini41 collected two-

alternative forced-choice responses (like vs. dislike) made during a

fixed displaywindow (i.e., 120ms), and compared thosewith self-paced

continuous liking ratings, and found that preference for curvilinear

objects was slightlymore pronounced under the former than the latter

condition. This too is consistentwith the idea that the effect is stronger

under conditions that favor quick, snap judgments. These authors also

found that participants prefer curvilinear objects with a smaller num-

ber of vertices and a higher number of concavities when using the

self-paced rating scale as the evaluative anchor. Together, these results

suggest that contextual conditions—including stimulus features, pre-

sentation time, and evaluative anchors—can affect the way in which

contour information becomes evaluated, resulting in the assignment of

different degrees of liking or disliking to objects with curvilinear and

angular contour.

Finally, it remains unclear how the human brain computationally

implements hedonic evaluations of curvature in the visual domain.

The innateness hypothesis posits that representations of curvilinear

contour engage neural processes associated with the generation of

pleasure, while representations of angular contour engage neural sys-

tems involved in producing defensive emotional states such as fear.

Using functional magnetic resonance imaging (fMRI), Bar and Neta19

found that angular objects elicit greater activity in the amygdala than

curvilinear objects. They interpreted this result as potential evidence

that exposure to angular objects produces a fear response that signals

threat and danger. However, they found no evidence that pleasure-

related neural structures respond differently to curvilinear compared

to angular objects. Vartanian and colleagues’16 fMRI experiment in

the domain of architecture reported a different pattern of results to

Bar and Neta’s.19 Specifically, in relation to the neural activity asso-

ciated with beauty judgments, Vartanian et al.16 found that rooms
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with curvilinear designs elicit greater activity in the anterior cingu-

late cortex (ACC) than rooms with angular designs. The ACC is a key

structure within the neural system involved in the computation of

core affect.42,43 Furthermore, given its strong resting-state connec-

tivity with both the orbitofrontal cortex and the anterior insula, it

is presumed to underlie emotional salience monitoring.44 Hence, the

observed activation in the ACC could be explained as a difference

in the amount of subjective pleasure experienced by the participants

in response to the two categories of stimuli. Indeed, data collected

outside of the fMRI scanner demonstrated that pleasantness ratings

accounted for the majority of variance in beauty judgments. Yet, while

this result suggests that curvilinear rooms might become liked by

engaging appetitive affective processes, Vartanian and colleagues16

did not observe any difference in the modulation of amygdala activity

by the two stimulus classes, or activation in regions of the brain that

underlie the perception of visual features, including contour. Under-

standing theneurobiological bases of the evaluationof features such as

contourmay lie in charting the dynamics of the networks that integrate

these regions.45

To make sense of this contradictory body of work, we conducted a

systematic review andmeta-analysis of studies reporting hedonic eval-

uations of stimuli varying in contour in the visual domain. We aimed to

assess the average effect size of preference for curvature across differ-

ent stimulus types, experimental paradigms, contexts, and populations.

This analysis had two goals: (1) ascertaining how universal liking for

curvature truly is and (2) identifying factors that might moderate its

effect size across different conditions.

MATERIALS AND METHODS

Protocol and registration

A preliminary protocol was made publicly accessible on the Open Sci-

ence Framework (https://osf.io/58n23/) prior to data collection. The

method for this systematic review and meta-analysis was developed

in line with the PRISMA-P guidelines.46 The meta-analysis examined

studies comparing curvilinear (i.e., curved, smooth, round, and circu-

lar) and angular (i.e., rectilinear, straight, sharp-angled, jagged, squared,

pointed, and rectangular) visual stimuli in behavioral preference mea-

sures.Most of the studies on preference for curvature investigated the

effect using continuous outcome measures. These measures provide

independent mean values for each one of the groups compared (e.g.,

curvilinear vs. angular). In addition, a smaller set of studies investigated

the effect using dependent dichotomous measures.21,30,32,40,47–53

These measures provide complementary preference values for each

one of the groups compared. That is, in these studies, a curvilin-

ear stimulus and an angular stimulus are presented simultaneously,

and participants choose one of the two stimuli. Consequently, when

participants select a stimulus 80% of the time, this also means that

the other stimulus is selected 20% of the time, which indicates that

the preference values are complementary to each other. Given the

divergence between continuous and dependent dichotomous mea-

sures, the present analysis focused exclusively on continuousmeasures

such as those using rating scales (e.g., liking) and two-alternative

responses (e.g., like-dislike). However, although we did not include

data from studies that employed dependent dichotomous outcomes

or studies focusing on other measures, such as response times and

eye movements in our meta-analysis, they are nevertheless discussed

throughout the meta-analysis because they provide valuable insight

into this effect.

Eligibility criteria

The following criteria were established for eligible studies: (1) The

study was empirical or experimental research published in a peer-

reviewed journal, it was presented as a doctoral dissertation, or it was

presented at an international conference. Studies that focused on the-

oretical or conceptual aspects were excluded (e.g., Refs. 9 and 10).

(2) Participantswere human adults. Studies conductedwith nonhuman

samples (e.g., Refs. 30 and 31), infants or children (e.g., Refs. 25 and

54) were excluded. (3) The study was written in English. Studies writ-

ten in other languages were excluded (e.g., Refs. 55 and 56). (4) The

study was conducted with a neurotypical sample of participants. Stud-

ies that targeted clinical populations were excluded (e.g., the autism

spectrum condition group from Palumbo et al.37). (5) The study com-

pared curvilinear (i.e., curved, smooth, round, and circular) and angular

(i.e., rectilinear, straight, sharp-angled, jagged, squared, pointed, and

rectangular) visual stimuli. Studies whose results focused on another

sensory modality (e.g., Ref. 57) or did not include curvilinear or angu-

lar stimulus categories (e.g., Ref. 58) were excluded. (6) The measures

of the study were based on personal preference. Measures based on

reaction times (e.g., Refs. 59 and 60), and eye movement patterns or

neurophysiological results (e.g., Ref. 24) were excluded. (7) The study

employed a continuous outcome measure, such as a rating scale, or a

two-alternative procedure (e.g., like-dislike and approach-avoidance).

Studiesusingdependentdichotomousoutcomemeasures (e.g., Refs. 21

and 33)were excluded. No temporal constraintwas settled for the year

of publication of the study.

Search strategies

The search of studies followed the strategies described in the pro-

tocol, and it was conducted on February 21, 2021. First, the search

of studies was carried out via the electronic databases EBSCOHost—

PsycINFO, PubMed, andWeb of Science (WoS). We employed generic

searches within the Title, Abstract, and Keywords using the follow-

ing combination of terms: (curvature OR curvilinear OR smooth OR

round OR curved), (sharp-angled OR angular OR straight OR rectilin-

ear), (contour OR shape), AND (aesthetics OR preference OR liking

OR beauty). Second, the search of studies was carried out via jour-

nal searches within six relevant journals in the domain of empirical

aesthetics: Psychology of the Aesthetics, Creativity, and The Arts;

Empirical Studies of the Arts; Perception; i-Perception; Acta Psycho-

logica; and British Journal of Psychology. Lastly, after screening all the

studies against eligibility criteria, manual “backward” and “forward”
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search from the citation and reference lists of the remaining stud-

ies was implemented via the Google Scholar search engine (see the

Supplementary Information for additional details on the literature

search process).

Study selection

The initial search of studies provided 696 studies via database search-

ing and 77 studies via journal searching. After the literature search,

two authors independently screened the studies against inclusion cri-

teria. In cases of discrepancies, a third author screened the studies

again to reach an agreement among the authors. When a study did not

report the necessary data to calculate all the effect sizes, the authors

were contacted via e-mail and asked whether it was possible to obtain

the data to calculate an effect size. In cases of no response and when

the studies represented relevant values in plots (i.e., means, confidence

intervals, or standard errors), we used a web plot digitizer61 to con-

vert plotted representations into numerical values. Conversely, when

these studies had no available plots, they were excluded because of

insufficient data for calculating effect sizes.

Data extraction and management

Data were extracted in accordance with the PRISMA-P guidelines.62

According to the protocol, the following basic information was

extracted from the studies meeting eligibility criteria: (1) author/s

name/s, (2) year of publication, (3) title of the study, (4) jour-

nal/conference name, (5) study design (within-subjects vs. between-

subjects), (5) sample size, (6) number of male and female participants,

(7) mean age and standard deviation, (8) mean and standard devi-

ation (or standard error) values of curvilinear and angular prefer-

ence. We identified wide variability among the concepts employed

by researchers to measure preference for curvature in the visual

domain. Therefore, deviating from the protocol, this variable was also

extracted and analyzed along with the other possible moderator vari-

ables registered in the protocol: (9) task (i.e., the construct used to

measure the curvature effect), (10) stimulus type, (11) presentation

time of the stimuli, (12) measure (i.e., whether preference was mea-

sured using a rating scale or two-alternative response options), and

(13) expertise (e.g., architects, designers, art students, and laypeo-

ple). Additional variables considered for exploratory analyses were

extracted and coded as follows: (14) data collection procedure (in-

person vs. online, paper-based, computer-based, web-based, projec-

tion screen-based, and tablet-based), and (15) verbal terminology (e.g.,

curvilinear/rectilinear, round/angular, curved/sharp, curved/angular,

round/sharp, circular/rectangular, etc.). Lastly, we also coded (16) the

stimulus dimensionality (two-dimensional vs. three-dimensional) and

(17) digitization (i.e., whether the studyplotsweredigitizedor not [only

in cases of insufficient data to calculate effect sizes and if plots were

available] to perform sensitivity analyses).

The variable task indicates the evaluative construct researchers

asked participants to assess when responding to curvilinear and

angular stimuli. It included terms, such as approach/avoidance, attrac-

tiveness, beauty, comfortableness, valence, liking, pleasantness, pref-

erence, price expectation, intention to purchase, and wanting, among

others. Given the wide terminology employed by researchers, we

categorized the terms into five distinct categories: artistic, seman-

tic, economic, hedonic, and magnetic. The artistic task (k = 42)

included the experiments using the concepts beauty, beautiful/ugly,

and beauty/not beauty, which were typically used in studies of art

objects. The semantic task (k = 35) included the experiments using

the bipolar adjectives good/bad, positive/negative, dangerous/safe,

safe/unsafe, fear/safety, aggressive/peaceful, hostile/friendly, threat-

ening/protective, harsh/gentle, irritated/balanced, sad/cheerful, and

comforting/not comforting. This categorization was based on the

semantic differential scales of the evaluative dimension proposed by

Osgood et al.63 to measure the value of an object. The economic

dimension (k = 31) included the experiments where participants were

instructed to indicate purchase likelihood, willingness to buy, willing-

ness or intention to purchase, price expectation, and price to pay.

The hedonic task (k = 184) included the experiments using the terms

attractiveness, liking, pleasantness, preference, and appealing. Lastly,

the magnetic task (k = 17) included experiments using attraction-

related terms, including approach, approach/avoidance, willingness to

enter/exit, and wanting.

The variable stimulus type was coded using four levels: object (k =

123), meaningless (k= 83), spatial design (k= 73), and symbolic design

(k = 30). Within the domain of empirical aesthetics, several studies

have documented a preference for curvature using real objects as well

as meaningless stimuli (e.g., Refs. 12, 19 and 64). Corradi and Munar

also noted an increasing number of studies examining preference for

curvature from applied research fields (i.e., advertising, marketing,

packaging, and interior design). These authors described the stimuli

from these studies as item forms, product packaging or logos, and

general settings. Therefore, influenced by the review of Corradi and

Munar,10 we also included as stimulus type the levels “spatial design”

(e.g., interior designs, architectural façades, etc.) and “symbolic design”

(e.g., logos, typefaces, etc.).

Regarding the variable presentation time (of the stimulus), it varied

across studies from relatively brief presentation times (e.g., 84, 85, 90,

120, 500, 1500, 2000, 3000, and 7000 ms) to studies that allowed

unlimited time for responding. However, we found that the number of

effect sizes within each specific presentation time was small. There-

fore, we coded this variable into two levels: limited (k = 50; i.e., from

84 to 7000 ms) and unlimited (k = 259, i.e., until response) presenta-

tion times for the stimuli. The variable measure indicates whether the

task used by researchers was a continuous measure (k = 275; e.g., rat-

ing scale) or a continuousdichotomousmeasure (k=34; e.g., like-dislike

two-alternative forced choice procedure).

Finally, the variable expertise indicateswhether a study includedpar-

ticipants qualified as experts or quasi-experts. Some examples include

working architects and designers who were presented with images of

architectural interior designs,34 orthodontists and restorative dentists

presented with pictures of teeth,65 and university-level design stu-

dents presented with images of architectural interiors.37 We coded
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this variable in three levels: experts (k= 34), quasi-experts (k= 8), and

nonexperts (k= 267).

Meta-analytic strategy

Data analysis was carried out with the R environment for statistical

computing,66 using the “metafor” package.67 We noted that sev-

eral studies provided multiple effect sizes using the same sample of

participants. A critical assumption in random- andmixed-effects meta-

analyses is that the effect sizes are independent. When the effect

sizes in a meta-analysis are not independent, the estimated standard

errors for the average effect are underestimated.68 Therefore, deviat-

ing fromtheprotocol,wehandled thedependenciesbetween theeffect

sizes with a three-level random effects meta-analysis with restricted

maximum likelihood.69,70 The three-level meta-analysis model is an

extension of the random-effects meta-analysis model.71 This model

divides variability in effect sizes into the sampling variation for each

effect size (Level 1), variation acrossmultiple effect sizeswithin a study

(Level 2), and variation across studies (Level 3).72,73 Thus, compared

to other approaches, a three-level meta-analysis allows researchers to

study and decompose heterogeneity variances at different levels.

We conducted a study of influential cases based on Cook’s distance

(Di), which indicates the relative influence of each effect size on the

summary estimate. As a standard rule of thumb, Di values greater than

three times the mean Di were considered influential cases74 (17 effect

sizes from 14 studies32,41,48,53,64,75–83). In addition, two more sensi-

tivity analyses were performed separated by repeating the models

without the effect sizes extracted from the values represented in plots

(19 effect sizes from eight studies53,76,84–89), and without the effect

sizes of studies using real (three-dimensional) stimuli (26 effect sizes

from 10 studies75,76,79,82,84,85,87,90–92).

We fitted moderator models to evaluate how specific variables

accounted for the variability among effect sizes. We considered as

potential moderators of preference for curvature the variables task

(i.e., artistic, economic, semantic, hedonic, and magnetic), stimulus type

(meaningless, object, spatial design, and symbolic design), presenta-

tion time (limited vs. unlimited), measure (continuous vs. continuous

dichotomous), and expertise (experts, quasi-experts, and nonexperts).

Lastly, exploratory analyses were also considered with the vari-

ables, including year of publication, task modality (in-person vs. online,

paper-based, computer-based, web-based, projection screen-based,

and tablet-based), and verbal terminology (e.g., curved/sharp, curvilin-

ear/rectilinear, round/angular, etc.).

RESULTS

We consider Hedges’ g for a 95% confidence interval as the main sum-

mary measure. Hedges’ g provides an unbiased estimate of the effect

size because it does not overestimate the magnitude of the effect of

studies with small sample sizes.93 We interpret values of 0.15, 0.40,

and 0.70 as small, medium, and large effects, respectively.94 Unless

otherwise indicated, all analyses were preregistered (https://osf.io/

58n23/).

Included effect sizes

The initial search of studies provided 696 studies via database search-

ing, and 77 studies via journal searching. The removal of duplicate

studies left 612 studies to be screened for eligibility. Of those, 548

studies were excluded because their title and abstract did not fit

the subject matter of the meta-analysis. Full-text screening of the 64

remaining studies resulted in the inclusion of 30 in the meta-analysis.

Manual “backward” and “forward” search from citation and reference

lists of the remaining studies provided 27 additional studies from ref-

erence lists and 24 additional studies from citation lists. In total, 81

studies were identified for inclusion, providing a pool of 141 inde-

pendent samples and 418 effect sizes. The process of gathering data

from these studies revealed that 42 studies missed the data that

were relevant to the calculation of effect sizes. The authors of 16 of

these studies provided raw data when contacted, but two of these

datasetswere impossible to interpret. The authors of three other stud-

ies reported that the data were no longer accessible, the authors of

15 studies did not reply, and the authors of two studies could not

be contacted because of a lack of viable contact information. There-

fore, of the 42 studies with missing data, we were unable to retrieve

data relevant to the calculation of effect sizes from 28 studies. Eight

additional studies were included by obtaining the summary scores rep-

resented in reported plots.53,76,84–89 Studies without available plots

were excluded because of insufficient data. All in all, of the 81 studies

meeting inclusion criteria, 61 studies were included in the final meta-

analysis. Figure 1 depicts a flowchart with detailed information on the

literature search and the inclusion process.

The 61 studies included in the analysis yielded 106 independent

samples and 309 effect sizes (Figure 2). Statistics for the effect sizes

and the samples of the studies are summarized in Table 1 (11,023

participants, Mage = 27.81, SDage = 7.34).

Confirmatory hypothesis testing

First, we ran the three-level random effects model and two additional

two-level random effects models without Levels 2 (within-study vari-

ance) and 3 (between-study variance), respectively. Model fit indices

significantly improved when three levels were included in the analysis

suggesting that within-study and between-study variance were both

statistically significant. Results revealed a moderate effect of pref-

erence for curvature (g = 0.39, t = 5.66, p < 0.001, 95% CI [0.25,

0.52]). Level 3 accounted for more heterogeneity (77.67%) than Level

2 (14.38%), demonstrating that in a two-level model, heterogeneity is

incorrectly attributed only to the second level (Table 2). In addition,

we ran a random-effects model without handling the dependencies

between effect sizes, which produced a slightly smaller effect than the

three-level model (g = 0.32, z = 10.89, p < 0.001, 95% CI [0.26, 0.38]).
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F IGURE 1 PRISMA flow diagram for the inclusion process. A total of 61 records fulfilled the eligibility criteria.

Finally, a model with the effect sizes and variance estimates averaged

across studies showed a similar effect as the original analysis (g= 0.39,

z = 5.42, p < 0.001, 95% CI [0.25, 0.53]). Overall, these results sug-

gest that there is a true effect of preference for curvature even when

dependencies among effect sizes are accounted for.

When excluding influential cases based on Cook’s distance (see

Materials and Methods), the magnitude of preference for curvature

was slightly smaller compared to theoriginal analysis (g=0.33, t=5.02,

p < 0.001, 95% CI [0.20, 0.46]). A second sensitivity analysis excluding

effect sizes extracted fromvalues represented inplots yieldeda slightly

larger effect compared to the original analysis (g = 0.42, t = 6.60, p <

0.001, 95%CI [0.30, 0.55]). Finally, a third sensitivity analysis excluding

effect sizes from studies using real (three-dimensional) stimuli showed

a similar effect size compared to the original analysis (g=0.36, t=5.26,
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F IGURE 2 Histogram of the included effect sizes. The dashed line represents themean value.

TABLE 1 Summary statistics of the included studies

N studies= 61 Mean Median SD Minimum Maximum

Effect size estimate (g) 0.34 0.24 0.57 −1.91 2.40

N samples= 106 Female Male Unknown Minimum Maximum

Participants 6018 4367 638 12 2006

Note: Female: 54.59%,Male: 39.62%, and Unknown: 5.79%.

Abbreviation: SD, standard deviation.

TABLE 2 Fixed effects and heterogeneity estimates from the three-level models and the two-level models

Fixed-effect estimates Heterogeneity estimates

Models g SE 95%CI T2level 2 T2level 3 I2level 2 I2level 3

Three-level 0.39 *** 0.07 0.25, 0.52 0.04 0.24 14.38 77.67

Without Level 2 0.39 *** 0.07 0.25, 0.52 0 0.27 0 91.76

Without Level 3 0.37 *** 0.05 0.27, 0.47 0.25 0 91.26 0

Abbreviations: CI, confidence interval; SE, standard error.

***p< 0.001.

p < 0.001, 95% CI [0.22, 0.49]). Since none of these analyses revealed

any major deviation from the original analysis, we retained all studies

in our further exploration of the dataset.

We conducted a variant of the Egger regression test, incorporat-

ing a multi-level meta-analysis, to assess funnel plot asymmetry or

small-study effects while handling dependencies among effect sizes.95

Results indicated no evidence of a small-study bias (β= 0.70, p= 0.32).

Figure 3 shows a contour-enhanced funnel plot of the relationship

betweeneffect size and standarderror.Contour-enhanced funnel plots

make it easier to assess whether possible missing effect sizes corre-

spond to areas of low or high statistical significance.96 When missing

studies correspond to areas of low statistical significance, funnel plot

asymmetry may be caused by publication bias. Conversely, when miss-

ing studies correspond to areas of high statistical significance, the

asymmetry is less likely to be caused by publication bias. Here, visual

inspection suggested that some effect sizes with small standard errors

are dispersed far from the mean, especially toward the right-side area.

However, theplot doesnot indicate asymmetry, nordoes it indicate evi-

dence of publication bias as effect sizes are represented in both areas

of low and high significance.
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F IGURE 3 Contour-enhanced funnel plot of the effect sizes included in themeta-analysis. Each dot represents an effect size. The vertical line
represents the overall effect of preference for curvature.Within the funnel plot, the white area shows nonsignificant effect sizes. The dark gray
area shows significant effect sizes with a p-value between 0.05 and 0.025. The light gray area shows effect sizes with a p-value between 0.025 and
0.01. The area out of the funnel shows effect sizes with a p-value smaller than 0.01.

Moderator analyses

The effect of preference for curvature coexists with substantial

between-study heterogeneity variance (I2level 3 = 77.67%). We ran

moderator analyses with task (artistic, economic, semantic, hedonic,

and magnetic), stimulus type (object, meaningless, spatial design, and

symbolic design), presentation time (limited vs. unlimited), measure

(continuous vs. continuous dichotomous), and expertise (experts, quasi-

experts, and nonexperts) as variables, in order to ascertain if these

conditions account for the variability among effect sizes (see Materi-

als and Methods for further information on how these factors were

defined).

The effect of task was significant, Q(4)= 23.42, p< 0.001. Themag-

nitude of preference for curvature was moderate-to-large with the

semantic (g= 0.56, t= 7.05, p< 0.001, 95%CI [0.40, 0.71], k= 35) task.

In turn, the effect was moderate with the hedonic (g = 0.39, t = 5.55,

p < 0.001, 95% CI [0.25, 0.52], k = 184) task, and small-to-moderate

with the artistic (g = 0.36, t = 3.75, p < 0.001, 95% CI [0.17, 0.55],

k= 42) and economic (g= 0.34, t= 4.28, p< 0.001, 95%CI [0.18, 0.49],

k = 31) tasks. Lastly, the effect was small with the magnetic (g = 0.22,

t = 2.30, p = 0.022, 95% CI [0.032, 0.41], k = 17) task (Figure 4). Pair-

wise comparisons showed that the effect was significantly larger with

the semantic task than with the magnetic (gdiff = 0.33, 95% CI [0.16,

0.50], p< 0.001), economic (gdiff = 0.22, 95%CI [0.11, 0.33], p< 0.001),

artistic (gdiff = 0.19, 95% CI [0.028, 0.36], p = 0.022), and hedonic (gdiff
= 0.17, 95% CI [0.078, 0.26], p < 0.001) tasks. Similarly, the effect was

larger with the hedonic task than with the magnetic task (gdiff = 0.16,

95%CI [0.011, 0.31], p= 0.035).

The effect of stimulus type was also significant, Q(3) = 12.52, p =

0.0058. The magnitude of preference for curvature was moderate-to-

large with meaningless (g = 0.56, t = 5.78, p < 0.001, 95% CI [0.37,

0.75], k = 83) stimuli and moderate with real (g = 0.42, t = 4.34, p <

0.001, 95% CI [0.23, 0.62], k = 123) stimuli. In contrast, the effect was

small-to-moderate and nonsignificant with symbolic design (g = 0.30,

t = 1.69, p = 0.092, k = 30), and small and nonsignificant with spatial

design stimuli (g = −0.04, t = 0.26, p = 0.80, k = 73). Pairwise compar-

isons revealed that theeffectwithmeaningless stimuliwas significantly

larger than the effect with spatial design stimuli (gdiff = 0.52, 95% CI

[0.22, 0.82], p< 0.001). Similarly, the effect with real stimuli was larger

than the effect with spatial design stimuli (gdiff = 0.39, 95% CI [0.062,

0.71], p= 0.020).

The effect of presentation time was also statistically significant,

Q(1) = 15.41, p < 0.001. Preference for curvature was higher when

stimuli were presented with limited display times (g = 0.75, t = 6.45,

p < 0.001, 95% CI [0.52, 0.99], k = 50; i.e., from 84 to 7000 ms). In

contrast, the effect was small-to-moderate with unlimited presenta-

tion times (g = 0.32, t = 4.39, p < 0.001, 95% CI [0.17, 0.46], k = 259;

i.e., until response). To further examine the effect of presentation time

on the cognitive processing of visual contour, we ran an additional

model by considering presentation times below 1000 ms as a thresh-

old for limited display times. In this case, the effect of presentation time

did not reach statistical significance, Q(1) = 1.95, p = 0.16. However,

results also revealed that the magnitude of preference for curvature

was moderate-to-large with display times below or equal to 1000 ms

(g = 0.59, t = 3.68, p < 0.001, 95% CI [0.27, 0.90], k = 16), while it was

only moderate with display times above 1000 ms (g = 0.37, t = 5.40,

p< 0.001, 95%CI [0.24, 0.51], k= 293).

We found no moderating effect of measure on curvature prefer-

ence, Q(1) = 1.63, p = 0.20. The effect was significant with both

continuousmeasures (g= 0.41, t= 5.71, p< 0.001, 95%CI [0.27, 0.55],
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F IGURE 4 The effect of task on themagnitude of the effect of curvature. The dashed line represents the overall effect of preference for
curvature. Error bars represent 95%CIs.
Abbreviation: CI, confidence interval.

k= 275) and continuous dichotomousmeasures (g= 0.27, t= 2.45, p=

0.015, 95% CI [0.054, 0.50], k = 34), but the difference between these

measures was not significant. Finally, since therewas no significant dif-

ference between experts and quasi-expert samples, (gdiff = −0.13, p =

0.69), these categories were combined (k = 42) and compared to the

nonexpert samples (k = 267). Results revealed a significant effect of

expertise, Q(1)= 4.25, p= 0.039.While the curvature effect was mod-

erate and significant with nonexperts (g = 0.40, t = 5.80, p < 0.001,

95% CI [0.27, 0.54], k = 267), the effect was small and nonsignificant

with experts (g = 0.13, t = 0.94, p = 0.35, k = 42). From the studies

working with experts, a single study recruited dental health experts

and provided more than half of the expert records.65 In contrast, the

other studies focused on experts in architecture, design, and the arts.

Therefore, we repeated the model focusing on the comparison among

these last experts and nonexperts. In this case, the effect of expertise

was also significant, Q(1) = 8.35, p = 0.0039, such that it was larger

with nonexperts (g= 0.41, 95%CI [0.27, 0.55], p< 0.001, k= 267) than

with experts on architecture, design, and the arts (g=−0.034, p= 0.83,

k= 18).

Exploratory analyses

In addition to the preregistered protocol, we conducted some addi-

tional exploratory analyses. The moderating effect of the year of

publication on curvature preference was not significant, Q(1) = 0.18,

p= 0.67.a Similarly, the moderating effect of data collection procedure

a This analysis, intended to test for the possible effects of societal and cultural changes in taste,

was suggested byMelanieWald–Fuhrmann.

was not significant, Q(1)= 0.18, p= 0.67. Themagnitude of preference

for curvature was similar when the task was carried out in person (g =

0.40, t = 5.40, p < 0.001, 95% CI [0.25, 0.54], k = 226) as when it was

carried out online (g = 0.34, t = 2.72, p = 0.0069, 95% CI [0.094, 0.59],

k = 83). Furthermore, the magnitude of the effect was similar regard-

less of whether studies used paper-based tasks (g = 0.39, t = 2.75, p =

0.0064, 95% CI [0.11, 0.67], k = 73), computer-based tasks (g = 0.34,

t = 4.16, p < 0.001, 95% CI [0.18, 0.50], k = 131), or web-based tasks

(g= 0.34, t= 2.65, p= 0.0084, 95% CI [0.087, 0.59], k= 80). Lastly, the

moderating effect of verbal terminology was not significant, Q(14) =

19.23, p = 0.16. The magnitude of preference for curvature was large

with the terminology “curvilinear/rectilinear” (g = 0.90, t = 4.48, p <

0.001, 95%CI [0.51, 1.30], k=30), whereas themagnitude of the effect

wasmoderatewith the terminology “round/angular” (g= 0.43, t= 2.93,

p = 0.0037, 95% CI [0.14, 0.73], k = 52), and small-to-moderate with

the terminology “curved/sharp,” (g= 0.40, t= 2.62, p= 0.0092, 95% CI

[0.10, 0.71], k= 43) and “curved/angular” (g= 0.37, t= 2.54, p= 0.012,

95%CI [0.083, 0.66], k= 73).

DISCUSSION

This meta-analysis was conducted to compute the average effect size

for visual curvature preference. The results of a three-level random

effects model revealed a Hedges’ g of 0.39—consistent with a medium

effect size. However, they also revealed substantial between-study

heterogeneity variance, consistent withmoderation effects associated

with presentation time, stimulus type, expertise, and task. This find-

ing suggests that while visual objects with a curvilinear contour are
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preferred to objects with an angular contour in many evaluative con-

texts, they are not preferred to the same extent in all contexts. Below,

we discuss the possible reasons why a preference for curvature is

modulated by such factors.

Presentation time

Curvaturewas preferredmore in evaluative contexts where responses

were collected with limited presentation times than in evaluative con-

textswith unlimited presentation times. This observation suggests that

preference for curvature emerges rather rapidly when viewing stim-

uli and that additional time is likely to engage top-down processes

that could serve to attenuate the effect. Basic sensory and perceptual

aspects of stimuli (e.g., symmetry, contour, etc.) exert their effects as

a consequence of rapid perceptual responses in early, posterior parts

of the ventral visual stream, with top-down processes representing

semantics, and content occurring at later stages of the ventral visual

processing pathway.35,81,97 This hypothesis is consistent with the evo-

lutionary hypothesis that contour serves as a form of fast input to

circuits that determine the relevance of visual stimuli to survival; in

order for organisms to respond rapidly to potential threats, perceptual

representations of angularity and curvature are relayed quickly and

directly to mesocorticolimbic structures where appropriate appetitive

or defensive actions can be initiated in amatter of microseconds.98

However, visual perception is not simply a matter of sequential

forward projection of information driven by stimulation of sensory

receptors.99–101 Expectations derived from previous experiences or

task conditions are also known to modulate the way stimuli are com-

puted by neurons involved in visual perception.102,103 Experiments

have found such expectations to influence how pleasurable an object is

experienced to be,104,105 with prior preferences biasing evoked neural

activity in bothperceptual andvaluation regions.106–108 It is, therefore,

conceivable that a higher preference for curvilinear stimuli observed

during evaluation events where stimuli are presented only for a brief

time period reflect predictive coding as much as bottom-up driven

processing. It will be important for future studies to clarify how com-

putational mechanisms involved in visual liking unfold over different

temporal time scales.

Stimulus type

Preference for curvature was also shown to be stronger for real

and imaginary objects than for spatial designs and/or symbols. This

observation could be explained by several factors. In terms of their

affordances—defined as the actions or uses that they enable109—

contour might be a more salient and relevant feature for objects

(whether real or imaginary) than spaces or symbols. In other words,

whether an object’s form is curvilinear or angular might play a more

important role in our choices to interact with them than might be

the case with spaces and symbols. Another possibility might be mere

exposure.110 Specifically, we may encounter curvilinear and angular

objectsmore frequently thanwe do curvilinear and angular spaces and

symbols, and as such develop greater levels of processing fluency in

evaluating them.111,112 In this sense, the larger effect size for contour

for objects compared to spaces and symbols could reflect our greater

ability to distill and appraise the sensory and perceptual features of the

former type of stimuli. Indeed, the same could be true for imaginary

objects given that they too represent object-like features when used

as stimuli in experimental studies, including boundaries, contrast, and

symmetry, among others.

Expertise

Participants’ expertise also affected preference for curvature, with

a stronger effect in studies recruiting nonexpert than expert partic-

ipants. However, this result should be interpreted carefully because

out of the 61 studies included in the meta-analysis, only six recruited

expert participants. Moreover, while our findings suggest that exper-

tise modulates people’s sensitivity and preference for curvature, it is

likely that this is true only when the evaluated objects are specific to

the participant’s field of expertise.32

Task

Finally, evaluative task conditions also moderated the size of the

effect of curvature. Recall that across studies researchers had asked

participants to evaluate curvilinear and angular stimuli using diverse

evaluative anchors (e.g., approach/avoidance, attractiveness, beauty,

comfortableness, valence, liking, price expectation, wanting, etc.). Dif-

ferent evaluative anchors evoke computational mechanisms associ-

ated with hedonic valuation to different degrees,113,114 presumably

because evaluative anchors, such as beauty or liking, prompt partic-

ipants to evaluate stimuli according to different evaluative target

dimensions.115,116

To examine in greater detail how the use of different evaluative

anchors affects curvature preference, we grouped the included tasks

into five bins (semantic, artistic, economic, magnetic, and hedonic).

The effect of preference for curvature was largest for evaluations

that used semantic tasks, registering a significant difference com-

pared to the other tasks. Semantic tasks were those that involved

categorizations based on the semantic differential scales of the eval-

uative dimension used to measure the value of an object,63 such

as good/bad, positive/negative, aggressive/peaceful, and so on. This

effect might indicate that contour could have a strong semantic

association with the dimensions under consideration.12,19 In other

words, there could be a strong semantic association between curvi-

linear and angular forms and the opposing poles of those dimen-

sions. Another possibility might be that compared to semantic tasks,

other task conditions bring additional contextual and individual-

differences factors into play that could serve to weaken the effect

of contour on choice. For example, judging whether a face is attrac-

tive or not (i.e., a hedonic task) necessitates that the participant

activates a mental representation of attractiveness which might

vary considerably across individuals. In turn, this variation might
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interact with the task. Similarly, deciding how much one would like to

pay for anobject (i.e., an economic task) requires theparticipant to acti-

vate amental representationofmonetary valuewhichmight again vary

across individuals based on background factors, such as socioeconomic

status. This line of reasoning suggests that one ismore likely to observe

a strong preference for curvature if the evaluative task involves a rel-

atively direct evaluation of the stimulus along a dimension used to

measure its value.

What is the cause of curvature preference?

Together, our results demonstrate that preference for visual curvature

is influenced by factors other than perceptual information signaling

contour shape. This finding highlights the need for future research that

describes inmoredetail the computationalmechanisms that determine

individual liking responses to visual objects with curvilinear contour.

The current consensus among neuroscientists holds that liking and dis-

liking for sensory stimuli occur as a function of information transfer

from sensory systems to the mesocorticolimbic reward circuit.117,118

Liking and disliking outcomes appear to be determined by the state

and intensity of pleasure and displeasure elicited in response to a given

stimulus.119,120 The manner in which nuclei that encode pleasure and

displeasure become engaged by information from sensory systems is

often modulated by individual differences in how brains are function-

ally and structurally organized, as well as by the contextual conditions

under which the stimulus is being appraised.115,121 We believe that a

similar process may be at play for preference for curvature in the form

of a loop that connects the sensory cortices that exhibit sensitivity to

the perception of contour to regions within the brain that underlie the

valuation of stimuli. Consistent with this idea, several meta-analyses

have revealed that the aesthetic evaluation of objects in the visual

domain engages regionswithin sensory andperceptual cortices, aswell

as regions of the brain that underlie the processing of reward.122–124

What remains unknown are the specific mechanisms that underlie the

transfer of information from the sensory and perceptual cortices to the

reward regions,which eventually leads to an evaluative appraisal of the

object under consideration.

A recent study by Yue et al.125 has made important strides in this

regard by demonstrating that patches of neurons located in bilateral

V3 and V4, as well as in the lateral occipitotemporal cortex (LOC) and

fusiform gyrus (FG), respond preferentially to curvilinear contour. This

result suggests that both regions in the earlier and later parts of the

ventral visual system are involved in representing how curvilinear or

angular an object’s contour is perceived to be. However, it remains

unknownhowneural activity evokedby this networkof neurons affects

activity in other neural systems, including the reward circuitry. For-

tuitously, analytic methods involving fMRI data (e.g., dynamic causal

modeling) exist that can test how patterns of connectivity between

V3, V4, LOC, FG, and other regions of interest affect liking outcomes

for stimuli varying in contour shape, and we expect this endeavor to

be a likely focus of research in neuroscientific studies on the effect of

contour on hedonic valuation.

Limitations and future directions

We focused only on studies employing continuous measures (i.e., rat-

ing scales or two-alternative responses) and were not able to compute

the effect sizes from all the studies meeting eligibility criteria because

of insufficient data for their calculation. When we computed the aver-

age effect size of the smaller set of studies employing dependent

dichotomous measures,21,30,33,40,47–53 results indicated an odds ratio

of 2.13—consistentwith a small effect size.126 Nevertheless, thismeta-

analysis comprises a relevant set of studies that investigated the effect

of visual curvature under various conditions providing an estimate of

the true effect of preference for visual curvature.

Our findings also provide some implications for applied research on

contour preference. As reviewed here, many studies from multidisci-

plinary fields have investigated preference for visual curvature with

an increasing number of experiments from applied domains, such as

advertising, marketing, packaging, interior design, and security per-

ception, among others.10 Thus, these domains could benefit from our

results by targeting people’s preferences or environmental percep-

tions. For example,marketers could employ specific evaluative anchors

to advertise hedonic or utilitarian products with different contour

types; or artists could gain insights into how the audience’s shape pref-

erences may vary depending on their previous experience in design,

architecture, or the arts. Moreover, our findings could also benefit the

designof ecological and friendlier environments,whichmay foster peo-

ple’s well-being and inclusiveness.37 Importantly, this meta-analysis

also has isolated conditions under which the strength of preference

for visual curvature is likely to be maximal. Thus, future research in

vision and visual neuroscience could benefit by establishing an empir-

ical benchmark for the strength of this effect (i.e., Hedges’ g of 0.39)

before examining its strength based onmore rigorousmanipulations.

Our moderator analyses demonstrated the presence of notable

variance that is left unaccounted for, which could be explained by

other variables not considered in our analysis.127 Part of this diffi-

culty lies in the heterogeneity with which the same core constructs

have been conceptualized and measured in this literature. For exam-

ple, researchers have long suspected that relevant domain expertise

might impact one’s sensitivity to and preference for curvature. How-

ever, whereas some studies have evaluated the influence of expertise

by recruiting expert and nonexpert participants,13,34,37,65,79,128 others

have assessed expertise as a continuous variable/trait via self-reported

questionnaires.14,15,32,36,50,51,81,90,129 Furthermore, when recruiting

experts, some studies have recruited true experts (e.g., Ref. 34),

whereas others have relied on quasi-experts (e.g., Ref. 37)—despite

well-established differences between true experts (i.e., professionals

with formal training working in a field) and quasi-experts (i.e., appren-

tices or graduate students in a field) in relative familiarity with a

domain. We suspect that future reviews and meta-analyses of this

growing literature will examine the literature in other ways than we

havehere, perhapswith sharper conceptual andoperational definitions

of key constructs under investigation, including expertise.

We also believe that the next frontier in this field will likely involve

two advances. First, currently, there is no computationally derived
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consensus measure for quantifying the degree of curvature involving

visual stimuli. The discovery of such a mathematical algorithm will be

useful as a standardization tool, enabling comparison of what is meant

by curvature across stimulus categories (e.g., objects, scenes, and art-

works). Second, the neurobiological mechanisms that give rise to a

preference for contour have yet to be unearthed. Building on recent

research that has revealed regions in the occipital and temporal cor-

tices that are sensitive to contour, we believe that the next frontier

in this line of research involves identifying the neurobiological mech-

anisms that give rise to a preference for contour—connecting sensory

perception to hedonic valuation.

CONCLUSIONS

Substantial empirical evidence gathered over the last century shows

that people prefer curvature in the visual domain across many tasks

and contexts. Because preference for curvature has also been docu-

mented across ages, cultures, and species, it has come to be viewed as

potentially a universal phenomenon in the visual domain. On the other

hand, it is also clear that the occurrence and strength of preference for

curvature are influenced by individual differences and contextual fac-

tors. Here, we conducted a meta-analysis of the empirical research on

contour to calculate the strength of the effect of preference for curva-

ture in the visual domain. The results of a three-level random effects

model revealed a Hedges’ g of 0.39—consistent with a medium effect

size. This effect was moderated by presentation time, stimulus type,

task, and expertise. Together, our results show that people’s preference

for curvature in the visual domain is general and common, though not

universal and invariant.
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