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English Abstract
This thesis consists of four self-contained chapters on the economics of education. Chap-
ter 1 focuses on the demand for higher education. Chapter 2 studies the effect of absence
in Vocational Education and Training. Finally Chapter 3 and 4 are concerned with so-
cial interactions. Chapter 3 studies the peer effects in relation to the gender gap for top
earners and Chapter 4 studies the effect of alumni networks on labor market outcomes.

In Chapter 1, ”Demand for Higher Education and Beliefs on Admission Chances”, I
study the effects of reducing capacities for higher education programs on the demand
by applicants. I model the applicants problem with a portfolio choice model, where
I also explicitly model applicants individual beliefs on assignment probabilities. Using
detailed application data covering all the applications for higher education in Denmark in
2014, combined with administrative register data I estimate the preferences of applicants
for university programs. With the estimated preference parameters I can run policy
experiments, where I reduce capacities for some programs. I compare the results from the
policy experiments for two different scenarios, a) where applicants can take the changes
to capacities into account and b) the current setting where capacities are only partly
revealed ex post, and applicants cannot take them into account. I find that applicants
change their preferences to take changes in capacities into account when I allow them to
update their beliefs. Further, I find that the changes are not one to one with reductions
in capacities and that applicants to other programs also changes their applications in
response to ripple effects caused by the implemented matching mechanism.

In Chapter 2, ”Absence and Completion among students in Vocational Education”,
which is joint work with Fane N. Groes and Edith Madsen, we analyze the effect of school
absence on program completion among students in Vocational Education in Denmark.
We use data collected on daily student attendance in combination with register data on
graduation and background characteristics. As the student absence is likely endogenous
in relation to completion, we use an instrumental variable approach to estimate the
causal effect. We use different meteorological weather observations as instruments for
students’ absence and find that absence has a large and significant negative effect on the
probability for completion. We support our results with a second instrument, which is
based on the fact that have a panel dimension in student absences, while completion is
crossectional.

In Chapter 3, ”University Peers and Labour Market Gender Gaps”, which is joint
work with Alexander Fischer, Andrei Gorshkov, and Jeanette Walldorf, we investigate
how university peers affect the divergence in career paths of male and female students at
the top of the income distribution. We use university records covering 21 cohorts of in-
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coming students that are randomly assigned to tutorial groups in Copenhagen Business
School and merge it with high-quality administrative register data on students’ careers.
We show that females who are assigned to peers of higher ability suffer severe earnings
losses, have weaker labor market attachment, are less likely to work in positions with
management responsibilities, and to reach the top of the earnings distribution. The
negative effect on female careers is more pronounced for high-ability female students
and driven by exposure to male peers. To identify mechanisms underlying the effect,
we investigate how peer ability shapes education outcomes and fertility behavior. We
conclude that the differential reaction of male and female students to academic environ-
ments characterized by high-ability peers contributes to labor market gender gaps.

In Chapter 4, ”Peers and Careers: Labour Market Effects of Alumni Networks” which
is joint work with the same set of coauthors, we study the importance of social connec-
tions formed among university peers in terms of shaping their future careers. We use
the same data as in Chapter 3. We find that students randomly assigned to the same
tutorial group tend to have more similar careers than students from the same cohort but
a different tutorial group: they tend to work in the same occupations and industries and
are more likely to be hired by the same employer. The strongest ”excess” similarities
of tutorial group peers over cohort peers are observed at the most disaggregated level,
the workplace. This effect is strong, persistent (although decreasing over time), charac-
terized by homophily, and pronounced the most for students from the wealthiest family
backgrounds. By comparing the transitions of students to workplaces with incumbent
group peers to workplaces with incumbent cohort peers, we find that students benefit
from their alumni network by gaining access to more stable and higher-paying jobs.

Keywords: school choice, vocational education and training, social networks, peer effects,
education, labour market outcomes



Danish Abstract
Denne afhandling består af fire selvstændige kapitler om uddannelsesøkonomi. Kapi-
tel 1 fokuserer på efterspørgslen efter højere uddannelse. Kapitel 2 undersøger effekten
af fravær i løbet af erhvervsuddannelser. Kapitel 3 og 4 omhandler begge sociale in-
teraktioner. Kapitel 3 undersøger effekten af klassekammerater på kønsforskelle for
toplønnede, mens Kapitel 4 undersøger effekterne af alumnenetværk på arbejdsmarked-
sresultater.

I Kapitel 1, ”Demand for Higher Education and Beliefs on Admission Chances”, un-
dersøger jeg effekten af at reducere antallet af studiepladser på universitetsuddannelser
på efterspørgslen efter universitetsuddannelserne. Jeg modellerer ansøgerens problem
med en portefølje model, hvor jeg også eksplicit modellerer ansøgeres individuelle subjek-
tive sandsynligheder for at blive optaget på en given uddannelse. Ved brug af detaljerede
data på ansøgninger i 2014 kombineret med administrative register data, estimerer jeg
ansøgernes præferencer for universitetsuddannelser. Vedhjælp af de estimerede præfer-
enceparametre og modellen kan jeg udføre politikforsøg, hvor jeg reducerer antallet
af studiepladser for nogle uddannelser. Jeg sammenligner mine resultater fra politik-
forsøgene for to forskellige scenarier, a) hvor ansøgere har mulighed for at tage højde
for ændringerne i antal studiepladser og b) den nuværende sammenhæng hvor antal
studiepladser kun delvist bliver afsløret efter at ansøgere har fået at vide om de er op-
taget eller ej, og at de derfor ikke har mulighed for at tage højde for ændringer. Jeg
finder at ansøgere ændrer deres ansøgninger for at tage højde for ændringerne i antal
studiepladser, når jeg giver dem mulighed for at opdaterer deres subjektive sandsyn-
ligheder. Videre finder jeg også at ændringer in deres ansøgninger ikke er en til en med
ændringen i antal studiepladser og at ansøger til andre upåvirkede uddannelser også æn-
drer i deres ansøgninger som reaktion på ringvirkninger forårsaget af den implementerede
matchningsmekanisme.

I Kapitel 2, ”Absence and Completion among students in Vocational Education”,
som er skrevet sammen med Fane N. Groes og Edith Madsen, analyserer vi effekten af
skolefravær på sandsynligheden for at fuldføre en uddannelse for elever på erhvervsskoler
i Danmark. Vi anvender indsamlede data på fravær på dagsbasis sammen med register
data med informationer om fuldførelse af uddannelser og baggrundsinformationer. Da
elevernes fravær sandsynligvis er endogent i forhold til fuldførelse, bruger vi en instru-
mentel variabel tilgang til at estimere årsagseffekten. Vi anvender forskellige meteorol-
ogiske opmålinger som instrumenter for elevernes fravær og finder at fravær har en stor
og signifikant negativ effekt på sandsynligheden for at fuldføre uddannelsen. Vi under-
bygger vores resultater med en anden instrument variabel tilgang. Den er baseret på at
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vi har en paneldimension i elevernes fravær, mens vi har tværsnitsdata på fuldførelse.
I Kapitel 3, ”University Peers and Labour Market Gender Gaps”, som er skrevet

sammen med Alexander Fischer, Andrei Gorshkov og Jeanette Walldorf, undersøger
vi hvordan klassekammerater påvirker afvigelsen i mandlige og kvindelige studerendes
karriereforløb i toppen af indkomstfordelingen. Vi anvender data fra universitetsregistre,
der dækker 21 årgange af nystartede studerende på Copenhagen Business School, der
er tilfældigt fordelt på klasser. Vi sammensætter dette med administrative registerdata
for at få oplysninger om studerendes karriere. Vi viser at kvinder som kommer i klasse
med klassekammerater med høje akademiske evner lider alvorlige indtægtstab, har en
svagere tilknytning til arbejdsmarkedet, er mindre tilbøjelige til at arbejde i stillinger
med ledelsesansvar og at nå toppen af indkomstfordelingen. De negative effekter på
kvinders karriere er mest udtalte for kvindelige studerende med høje akademiske evner og
det er mandlige klassekammerater, der driver effekterne. For at identificere mekanismer,
der ligger til grund for effekten, undersøger vi, hvordan klassekammeraters-evner former
uddannelsesresultater og fertilitetsadfærd. Vi konkluderer, at mandlige og kvindelige
studerendes forskellige reaktion på akademiske miljøer præget af dygtige jævnaldrende
bidrager til kønsforskelle på arbejdsmarkedet.

I Kapitel 4, ”Peers and Careers: Labour Market Effects of Alumni Networks”, som
er skrevet sammen med de samme medforfattere, undersøger vi betydningen af sociale
forbindelser imellem studiekammerater under højere uddannelse i forhold til elevernes
fremtidige karrierer. Vi anvender det samme data som i Kapitel 3. Vi finder at stud-
erende som tilfældigt er placeret i samme klasser, er tilbøjelige til at have karrierer som
ligner hinanden mere end studerende fra samme årgang, som tilfældigt er placeret i
forskellige klasser: De har en tendens til at arbejde i de samme erhverv og industrier
og de har også en højere sandsynlighed for at blive ansat af samme arbejdsgiver. De
stærkeste ”overskydende” ligheder mellem klassekammerater i forhold til studerende i
samme årgang, men forskellige klasser, observeres på det mest opdelte niveau, arbejd-
spladsen. Denne effekt er stærk, vedvarende (selvom den aftager over tid), præget af
homofili og mest udtalt for studerende fra de rigeste familiemæssige baggrunde. Ved
at sammenligne tilgangen til arbejdspladser med allerede etablerede klassekammerater
med tilgangen til arbejdspladser med allerede etablerede årgangskammerater, finder vi,
at de studerende drager fordel af deres netværk ved at få adgang til mere stabile og
bedre betalte stillinger.

Nøgleord: valg af skole, erhvervsskoler, sociale netværk, peer-effekter, uddannelse, arbe-
jdsmarkedsresultater
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Introduction
This thesis contributes to various strands of economic literature within the overarch-
ing themes of the economics of education and labour economics. While Chapter 2
concerns vocational education, the other chapters concern higher education. Chapter
1 contributes to the literature on higher education demand, while Chapters 3 and 4
delve into post-higher education labor market effects. Chapters 3 and 4 combine quasi-
experimental data with administrative register data to study the effects of social interac-
tions. Chapter 3 examines the differential effect of class peers on males and females for
post-higher education labor market results. In contrast, Chapter 4 explores the labor
market effects of networks formed during higher education. By utilizing various econo-
metric methods and modelling techniques, this thesis aims to provide novel insights into
these complex relationships, building upon and expanding the curent body of work in
these areas.

A small but growing body of work has studied the effect of school absence on edu-
cational outcomes and finds that absence in general has a negative impact on student’s
educational outcomes (Aucejo & Romano, 2016; Cattan et al., 2023; Liu et al., 2019).
Further, a related literature studies the effect of the number of school days or the amount
of instruction time on educational outcomes, and find a positive effect on test scores and
educational attainment (see, e.g., Marcotte (2007), Hansen (2011), Lavy (2020) and
Fitzpatrick et al. (2011)). What is also in common for these bodies of work is that they
concern elementary or high school.

Chapter 2, together with Fane N. Groes and Edith Madsen, contributes to these
bodies of work by studying the effect of absence on educational outcomes in a vocational
education and training context (VET). The small existing economic literature on VET
has mostly concentrated on labor market outcomes (see, e.g., Hanushek et al., 2017,
Hampf and Woessmann, 2017, Bertrand et al., 2021, and Silliman and Virtanen, 2022).
The VET area is an understudied area of potentially high policy interest. Firstly, the
VET educations in Denmark have a low completion rate, and secondly, students who
dropout have a high probability of ending up as unskilled (Groes et al., 2021).

In Chapter 2 we add to the existing studies on VET education by looking at the effect
of absence on the probability of completion. We find that absence has a large negative
effect on the probability of completion. Our findings suggest that a policy aimed at
increasing student attendance can have large effects on the low graduation rates.

Centralized admissions systems to help match applicants with schools or higher ed-
ucation programs are implemented worldwide. A large and growing body of work looks
into the interplay between the implemented matching mechanism and the final matches
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as well as the effect they have on the application behaviour, e.g. through incentivizing
strategic behaviour when applicants form their applications (Abdulkadiroglu & Sönmez,
2003; Agarwal & Somaini, 2020; Balinski & Sönmez, 1999; Patnaik et al., 2021). Par-
ticularly many papers have looked into the latter. A recent body of work has found
that in many of the real world implementations of the otherwise strategy-proof Deferred
Acceptance mechanism by Gale and Shapley (1962) for the higher education market,
applicants do not report their preferences truthfully (Artemov et al., 2020; Fack et al.,
2019; Haeringer & Klijn, 2009; Hassidim et al., 2016). Given this, there is much evidence
of the importance of matching mechanisms for ensuring that the matchings between ap-
plicants and programs are the best possible. However, there is a lack of evidence on
another important feature of the matching market for higher education: the effects of
supply changes on applicant demand.

In Chapter 1, I use detailed application data for higher education programs in Den-
mark combined with administrative register data to study how changes to program
capacities affect applicant demand. To address the fact that it can be optimal for ap-
plicants not to report their preferences truthfully, I model applicants’ demand with a
Portfolio Choice model based on Chade and Smith (2006) and explicitly allow applicants
to take their beliefs about their admission chances into account. Specifically, I simulate
the effects of reducing capacities for programs within humanities.

I find that reducing capacities for programs in humanities while increasing capacities
in other programs correspondingly causes applicants to change their applications. Ap-
plicants who formerly had programs in humanities in their applications shift to include
other programs. At the same time, other applicants also change their applications both
because of increases in capacities but also because of ripple effects. Interestingly, al-
though applicants shift away from humanities programs to avoid being unmatched, they
are also at the bottom of the GPA distribution, so they still end up being unmatched
to a high degree. Further, applicants left unmatched before the changes to capacities
can take advantage of the fact that many programs have increased capacities and are,
therefore, able to find matches after the change.

Another contribution of the thesis is in terms of understanding the gender gap. Al-
though a lot has happened during the last decades, there still exists a substantial gender
gap in most societies across the globe (Blau & Kahn, 2017; Goldin, 2014; Olivetti &
Petrongolo, 2016). Further, the most pronounced underrepresentation of women is at
the top of the earnings distribution (Bertrand, 2018). There is also a recent body of
work that shows that social interactions in educational institutions affect educational
choices and outcomes of students (Brenøe & Zölitz, 2020; Feld & Zölitz, 2017) and that
these effects can be different for males and females (Feld & Zölitz, 2018; Fischer, 2017;
Mouganie & Wang, 2020). Despite this, there is not much evidence of the contribu-
tion of social interactions in educational institutions to the gender gap. A large reason
for this is a lack of data and credible identification; it is very seldom that researchers
have access to both high-quality labor market observations and a convincing strategy to
identify peer effects.

Chapter 3, together with Alexander Fischer, Andrei Gorshkov, and Jeanette Walldorf,
studies the effect of social interactions during higher education on post-graduate labor
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market outcomes. Specifically, we estimate the effect of having high-achieving peers
on labor market outcomes. We use observations on Business Economics students at
Copenhagen Business School, who are randomly allocated to classes when they enroll.
We are further able to combine our data with high-quality Danish administrative register
data which allows us to follow students up to 20+ years after they have graduated. This
provides us with a unique setting to study the effect of university peers on the gender
gap for top earners, namely both a credible way to identify peer effects and observations
on students’ labor market outcomes.

We find that peer ability composition has a lasting effect on labor market outcomes.
Importantly while we find little evidence that males are adversely affected, female stu-
dents’ careers are severely negatively affected by exposure to peers of higher average abil-
ity. Women exposed to high-achieving peers experience a substantial earnings penalty,
are less likely to work in jobs with management responsibilities, and to reach the top of
the income distribution. The effects are most pronounced in the long term. Further, we
find that high-ability males drive the negative career effects for females. We also explore
some potential mechanisms and find that affected female students are more likely not
to continue in a master’s degree and graduate with lower GPAs. Secondly, we also find
that affected female students have children at an earlier age. This chapter thereby sheds
light on one source of the remaining gender gap, which works through the differential
effects of social interactions during higher education.

Another strand of the literature on social interactions studies the importance of
these in terms of networking effects. It is widely believed that who you know can be
just as important, if not more, than what you know. A recent body of work shows
increasing evidence for the importance of networks in terms of careers (Bayer et al.,
2008; Dustmann et al., 2016; Kramarz & Skans, 2014). Although there is evidence of
the importance of networks in terms of careers, and there is evidence of the effects of
social interactions during education (Carrell et al., 2009; Feld & Zölitz, 2017; Lyle, 2007;
Sacerdote, 2001; Zimmerman, 2003), it is, however, ambiguous how to interpret them
in the context of social interactions during higher education. On the one hand, the
interactions could be limited to the educational context and still lead to similar labor
market outcomes, e.g., by affecting educational decisions or simply by capturing the fact
that different educational programs attract student types with preferences for certain
career opportunities. On the other hand, the interactions could extend into the students’
professional lives, where they rely on the networks formed during their studies to get
information on jobs and to further their careers.

In Chapter 4, also together with Alexander Fischer, Andrei Gorshkov, and Jeanette
Walldorf, we try to bridge this gap. To do this, we rely on the same data and setting as
in Chapter 3. We use a dyadic regression framework to measure the excess similarities in
career outcomes for students in the same class compared to students in the same cohort
but in different classes. We find the strongest effects for students working in the same
workplace, which is the most disaggregated level. We do several robustness checks of
our results and find that they strongly suggest that the effect we are measuring supports
the interpretation that we are measuring contemporaneous alumni interactions, which
students use to further their careers.
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In a second part of the chapter, we provide evidence that social interactions benefit
students’ careers. We find that students who join their class peers experience high wage
increases and gain access to more stable and higher-paying jobs than students who join
their cohort peers.
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CHAPTER 1
Demand for Higher

Education and Beliefs on
Admission Chances

Abstract

This paper studies the effect of changes to higher education supply on appli-
cant demand in the Danish higher education market, which relies on a Deferred
Acceptance type mechanism to match applicants and programs. To do this, I
model the applicant’s problem with a portfolio choice model and explicitly model
applicants’ subjective beliefs on admission chances. I estimate the model’s parame-
ters using detailed application data from 2014 combined with high-quality register
data, allowing me to generate rich program characteristics. Having estimated the
parameters of the model, I can then run counterfactual policy experiments where
I reduce capacities for some programs to see how applicants respond. I find that,
in general, applicant demand responds to changes in supply and that applicants to
other programs than the directly affected also change their application behavior.

1.1 Introduction
Worldwide, Centralized admission systems are widely used to match students with
schools and higher education programs1. Studies show that the allocation mechanism
used by the Centralized Admission Systems (here on CAS) affects the welfare and other
aspects of the allocations (Abdulkadiroglu & Sönmez, 2003; Balinski & Sönmez, 1999).

Much of this literature looks at how applicant demand responds to changes to the
admission systems. In particular, many studies compare the applicant welfare under a
manipulable allocation mechanism where applicants have a clear incentive to be strategic
in their applications to a counterfactual strategy-proof mechanism, e.g., a Deferred Ac-
ceptance (here on DA) type algorithm similar to the one proposed by Gale and Shapley
(1962). There are, however, few studies on how student demand responds to changes in
1I refer to major and university combinations as programs, e.g., economics at the University of Copen-
hagen.
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supply. The answer is trivial when the mechanism is strategy-proof and applicants report
their preferences truthfully. In that case, any changes in supply will only affect demand
through changes in the characteristics of applicants and programs. Recent studies show
that in many of the real world implementations of the deferred acceptance mechanism,
with for example caps on the length of applications that can be submitted, the strategy-
proofness result breaks down even though the mechanism itself is non-manipulative
(Artemov et al., 2020; Fack et al., 2019; Haeringer & Klijn, 2009; Hassidim et al., 2016).
It is not a priori clear how demand will respond to changes to supply when applicants
do not report their preferences truthfully.

In this paper, I study how the demand for higher education responds to changes in
supply, through changes in program capacities, in an admission system that uses a DA
type algorithm where strategy-proofness fails. Further, I estimate applicant preferences
for higher education programs. I base the estimation on Danish higher education ap-
plication data combined with detailed administrative register data. The Danish CAS
uses a DA type matching mechanism, similar to the one proposed by Gale and Shap-
ley (1962) with some modifications. Most importantly, applicants cannot include more
than eight programs in their applications and because of this constraint it is not nec-
essarily optimal for applicants to report their preferences truthfully (Artemov et al.,
2020; Fack et al., 2019; Haeringer & Klijn, 2009; Hassidim et al., 2016). In practice it
means that applicants can choose to skip the impossible or leave out not good enough
programs, such that the observed applications are a subset of the applicants true pref-
erences. I report suggestive evidence showing that applicants to a large extent include
programs which have GPA cutoffs close to their high school GPA and that they are
reporting fewer programs than the limit of eight programs. If applicants reported their
preferences truthfully I would expect them to include more programs and also to include
programs with higher cutoffs as this should not affect their likelihood of receiving an
offer from the other reported programs. The canonical model for applicant preferences
assumes that applicants report their preferences truthfully, and estimates of preferences
are therefore biased if this assumption fails. To avoid the mentioned bias and to be
able to simulate counterfactual policy experiments where I change the supply through
program capacities, I need to take the strategizing behavior of applicants into account.

To do this, I set up a portfolio choice model based on the framework in Chade and
Smith (2006). The model allows me to relax the assumption of truth-telling by consid-
ering applicants’ beliefs about assignment probabilities. This allows me to rationalize
the observed application behaviour. I apply the bootstrap estimator suggested by Agar-
wal and Somaini (2018) combined with an assumption on rational beliefs on admission
chances to estimate beliefs. I then combine these with detailed individual application
data containing all applications in Denmark for 2014 and high-quality administrative
register data to estimate applicant beliefs and preferences.

I further include a belief updating channel in my model. This in combination with
assuming that preference parameters are policy invariant allows me to perform policy ex-
periments to evaluate how applicant demand responds to changes in program capacities
through applicants beliefs. In practice I use the portfolio choice model to solve for the
optimal applications given a set of estimated parameters and re-estimating beliefs under
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a set of counterfactual capacities. I repeat these steps until beliefs have converged, and
by comparing the simulated applications using the baseline beliefs with the simulated
applications using the updated beliefs I can see how the model predicts demand will
respond to a change in capacities. I compare the search patterns of students under the
different policy experiments, and as I know the assignment mechanism, the final alloca-
tions of students for different capacities. In further also compare the final allocations
in the policy experiments with a scenario where applicants do not have information on
the changes to the capacities, and therefore are not able to update their beliefs. The
changes in capacities that I consider are ”neutral”, as I redistribute any reductions in
capacities for affected programs to unaffected programs according to the size of their
prior capacities. The reason is that I only model the intensive margin of the application
behavior (e.g., the decision for which program(s) to apply). As I do not model the ex-
tensive margin (e.g., whether to apply or not), the model is not well suited to measure
the impact of an overall change in capacities.

I find that reducing capacities for programs in humanities while increasing capacities
for other programs causes applicants to change their application behavior, if they can
update their beliefs. I see changes in application behavior even if I condition on whether
applicants applied to programs before the change, who either have decreased or increased
capacities now. However, applicants with an application to programs in humanities,
before the change, shift away from humanities to a higher degree than other applicants
shift away from their original field. Further, the characteristics of the programs that
applicants with an application to programs in humanities, before the change, shift to
are more similar to the programs of other applicants on average. Importantly I also
find that revealing capacities and changes to capacities to applicants before they submit
their applications might help applicants who otherwise end up being rejected.

This paper’s contributions are multiple and relate to several different strands of the
literature. Firstly, I contribute to the large and growing body of work on estimated pref-
erences for higher education. Internationally many papers have estimated preferences
for higher education, see for example Patnaik et al. (2021) for a recent survey of the
literature. Particularly the contribution of this paper is estimating preferences based
on rich measures of program characteristics generated from register data while relax-
ing the strong assumption of truthfulness by allowing applicants to be strategic in my
model. Another way of relaxing the assumption of truthfulness is to use the estimator
proposed by Fack et al. (2019). I do not use this approach as I need to fully model the
application behaviour to be able perform the policy experiments. The body of work on
estimating preferences for higher education is closely related to the literature studying
school choice. The two problems are similar in many aspects although they differ in
some important ways. Firstly schools mainly differ in the quality of the teaching and
the distance to the students home, while university programs include a third dimension
in the content which is taught (e.g. business or medicine). For university programs the
third dimension is most likely the most important. Further, for university programs it
is the student who makes the decision for which programs to apply for, while it is the
parents of the student who make the decision in school choice. The seminal paper by
Abdulkadiroglu and Sönmez (2003) framed the school choice problem as a mechanism
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design problem. They analyzed some of the existing allocation mechanisms and offer
two alternative mechanisms which provide solutions to some existing problems. The
paper inspired a large body of work to better understand the school choice problem
and the effects of the allocation mechanisms. Agarwal and Somaini (2020) survey the
recent methods to estimate preferences for schools and gives an overview of the empirical
results.

Another branch of the literature on school choice is concerned with estimating pref-
erences for schools or higher education programs when applicants do not report their
preferences truthfully. Recently several papers have looked into this problem by looking
at subjective beliefs on admission chances and information. Agarwal and Somaini (2020)
study a model of school choice where applicants have beliefs of admission chances. In
their main specification they assume that applicants have rational expectations when
forming their beliefs. This approach assumes that applicants have full information when
forming their beliefs. I use the same approach to estimate beliefs in my paper. Kapor
et al. (2020) elicit beliefs through a survey and find that the beliefs are not in line with
an assumption of rational expectations. They relax the assumption of rational expecta-
tions by allowing applicants to make mistakes when forming their beliefs. My current
model does not allow me to consider mistakes in the formation of beliefs.2 Chen and
He (2021, 2022) show that information costs can affect which preferences applicants re-
port as they might not have enough information on all schools/programs and acquiring
information can be costly. I do not properly model information costs in my model, but
include a fixed information cost from including additional programs in the application.
The reason is that it is difficult to separate the effect of beliefs and information costs on
reported preferences.

Secondly, I contribute to the body of work which structurally models applicants’
behavior in the school choice problem. Some other papers who model the applicants
decision based on the portfolio choice model by Chade and Smith (2006) are Larroucau
and Rios (2020), Larroucau and Rios (2022), Ekbatani (2022), and Ajayi and Sidibe
(2015). Larroucau and Rios (2020), Larroucau and Rios (2022), and Ekbatani (2022)
also model applications to higher education programs in Chile and Iran, while Ajayi and
Sidibe (2015) set up at portfolio choice model to study school choice in Ghana. Cal-
samiglia et al. (2017) set up a structural model which they solve by backward induction
for school choice in Barcelona.

Thirdly, I contribute to the small body of work on the effects of changes to the
supply of higher education programs, through changes to capacities. My contribution
is developing a model framework that allows the researcher to understand how the
demand for higher education programs responds to intensive margin changes to the
supply through changing capacities in a centralized application system using a deferred
acceptance type or similar matching mechanisms. Another paper which studies this is
Gandil (2022), who estimates the effect of supply changes on potential earnings, while
holding preferences fixed. Gandil (2022) finds that changing supply with 10 slots leads

2If applicants make mistakes when forming their beliefs it can bias my preference estimates, although
it is difficult to say without having elicited beliefs.
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to 15 applicants moving and that it explains 40 percent of the variation in earnings.
This body of work is also related to the recent papers on field of study and earnings.
Kirkeboen et al. (2016) exploit the implied randomness which arises close the the GPA
cutoffs in university allocation mechanism which use a DA type mechanism, to identify
the causal effect of crossing the threshold on earnings. Daly et al. (2022) build on this
by looking at the effect of having first and second ranked programs in the same broad
field versus having these in different broad fields. They find that only students with the
first and second ranked programs in different broad fields, are negatively affected by not
being accepted in their first ranked program.

The closest papers to this paper are Gandil (2022) and Larroucau and Rios (2020).
While Gandil (2022) studies substitution effects that arise due to changes in program
capacities for the Danish higher education market, as I do, my paper differs in some
important ways. Firstly, he assumes that applicants report their preferences truthfully
and that they are not affected by supply, such as e.g. Abdulkadiroglu and Sönmez (2003)
and Azevedo and Leshno (2016). I relax the assumption on applicants reporting their
preferences truthfully by explicitly modelling the applicants’ behavior. His approach
allows him to look at the substitution effects from changes to capacities for the whole
application market, while I am currently limited to looking at a subsample of the pool
of applicants as I do not estimate the preferences for the full population of applicants.
Secondly, his focus is on showing the effect on foregone expected earnings caused by
changes to supply, while my focus is on understanding how applicant demand responds
to changes in supply. My scenario, where I do not allow applicants to update their beliefs,
is equivalent to his approach. If I had estimated preferences for the full population, my
approach could therefore be seen as containing his approach as a special case. Larroucau
and Rios (2020) also develop a Portfolio Choice model to estimate applicant preferences
for higher education programs. They do this for the Chilean higher education market
and compare the estimates from their model to estimates obtained from a model which
assumes strict truth-telling and find that these are biased. I use the same approach
as they do to model the applicants’ preferences. However, my approach differs as I
adapt the model by adding a framework that allows applicants to update their beliefs
in response to changes in supply. The mechanism I have implemented for updating
applicant beliefs is similar to the mechanism in Larroucau and Rios (2022) but differs
in its focus. They use it to update applicants’ beliefs about their abilities in a dynamic
setting, whereas I use it to update applicants’ beliefs after changing capacities.

The remainder of the paper is organized as follows. Section 2.2 describes the In-
stitutional settings and, in particular, the application system in Denmark. Section 2.3
describes the different data sources I use. Section 1.4 describes the application behavior
and the characteristics of the programs in the observed applications. In section 1.5, I
set up the Portfolio Choice model. Section 1.6 lays out the identification strategy. In
section 1.7, I describe the approaches used to estimate beliefs and preference parameters.
Section 1.8 presents and discusses the results and policy experiments. Finally, section
1.10 concludes with policy recommendations and suggestions for future research.
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1.2 Institutional settings
In this section, I describe Denmark’s higher education system, the centralized admission
system, and the mechanism used to assign applicants to higher education programs.

1.2.1 Higher Education System
The higher education system in Denmark covers all educations post high-school degrees,
e.g., education degrees offered by universities and business academies.

All higher education in Denmark is free, and students receive a stipend while en-
rolled.3 Further, students in higher education in Denmark are also eligible for cheap
student loans, where they are allowed to uptake a new loan corresponding to the yearly
stipend each year with a very favorable repayment scheme. Students also receive a higher
tax deduction.

Contrary to the higher education system in, e.g., the US, the Danish higher education
system requires students to choose a major when applying, and most courses, except
for some possible electives, will be within the subject of the chosen major. However,
most programs also allow students to take courses offered by other programs, although
there are often strict program-specific rules in place for the contents of these courses.
Further, most students who graduate with a bachelor’s degree also take a master’s degree,
according to a report by DST (2016) 83% of students who graduated with a bachelors
degree in 2016 chose to enroll in a master’s degree program in the same year.

1.2.2 Application system and mechanism
The CAS in Denmark handles virtually all applications for higher education. Applicants
submit a Rank Ordered List (here on ROL) with their preferred programs to the CAS,
which uses a student proposing DA type mechanism to match applicants and programs.
By DA type mechanism, I mean that the mechanism is similar to the one proposed
by Gale and Shapley (1962), with some important modifications. The first is an upper
limit on how many programs each applicant can include in her application, and it is very
common in real-world implementations of the DA mechanism. For example, in Denmark,
the limit for the length of applications is set at 8 programs. In other countries, it typically
does not vary much from this number with some outlier countries, e.g., it is 10 in Norway
(Kirkebøen, 2012), 10 in Chile (Larroucau & Rios, 2020), while it is much higher in Iran,
100, (Ekbatani, 2022).

A second modification is splitting the program capacities into multiple quotas. In
2014, for example, the number of quotas was 70. The most used quotas are quota 1,
3Students can receive it up to the normalized study time, e.g., five years for economics and six years for
medicine, plus one additional year. The stipend comes with some conditions, e.g., how many ECTS
points students have to be enrolled in yearly, although these conditions have changed over the years.
In 2014 the stipend amount was 5,839 DKK before taxes.
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quota 2, and quota 1 and 2 standby.4 The applicants who apply for a given program
through quota 1 are evaluated by their high school GPA and possibly some program-
specific requirements, for example, a requirement to have passed a certain level of some
set course in high school or a grade above some threshold in a certain course in high
school or a program specific minimum GPA threshold. Quota 1 constitutes the majority
of all applications as well as capacities (offers). Applicants who apply through quota 2
are evaluated on other measures than their high school GPA, e.g., grades or levels from
specific courses in high school, motivational letters, relevant past work experience, and
so forth, which differ across programs. It is, however, also important to note that all
applicants who apply through quota 2 are first tested using the quota 1 criteria before
being tested on the quota 2 criteria, if applicable (the student has a high school degree
and the program’s admission is not solely through quota 2). Lastly, applicants can
also cross off the standby (either quota 1 or quota 2) option in combination with either
quota 1 or quota 2. Programs where the applicant has marked standby, are evaluated
on the same requirements as pure quota 1 or 2. If an applicant is rejected on either
of these ”main” quotas for a given program the applicant is evaluated on the standby
requirements for the standby capacity for the given program. If the applicant is offered
a standby seat in a program, she is offered admission if enough applicants reject their
offer. If not, she is guaranteed admission to this program next year. Being accepted in
standby, however, also means that the applicant is not evaluated for any programs she
listed as a lower priority in her application.

Most programs have quota 2 capacities ranging up to 10% of their total capacities.
Further, the number of seats allocated to standby on quota 1 and 2 is also small compared
to the total capacities.

Deadlines for applications differ by type of quota. For example, the deadline for
submitting through quota 2 is on the 15th of March, and the deadline for submitting
through quota 1 is on the 5th of July.

After all offers are given, applicants choose to accept or reject the offer. After that,
the aftermarket begins. Applicants who were accepted through the standby quota are
offered seats in the given program if rejected offers have freed up any. After that,
applicants who were either not given an offer or rejected their offer and new applicants
can apply for all programs with free capacities. The applications through the aftermarket
go directly to the different programs. I ignore the aftermarket in this paper.

1.3 Data
In this section, I outline the different data sources used, detail how I generate the
program-specific characteristics, and state the selection criteria used to define the sam-
ples used in the analysis.
4The other quotas are, e.g., international students from non-Scandinavian countries and applicants from
Greenland, among others. These make up an insignificant number of applicants and capacities, and I
ignore them to simplify the analysis.
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1.3.1 Application data, capacities, and specific
requirements

The primary data source is detailed information on submitted higher education appli-
cations in Denmark. I have access to all submitted applications to the Centralized
Admissions System in Denmark for 1993-2015. This data contains demographic and ed-
ucational background information on all applicants (GPA used for application, age, sex,
citizenship, high school, type of high school, and other relevant information) along with
information on which programs and, importantly, in what specific order each applicant
has included these programs in her application and which program she received an offer
from if any. The GPA measure in the application data includes GPA multipliers.5 The
application data also contains detailed information for each ranked program on through
which quota the application is. The raw dataset contains 3,385,555 applicants × pro-
gram observations. I restrict the data to applications made in 2014, which leaves me
with 244,198 applicants × program observations before I make any selection. There are
three distinct reasons for only using applications in 2014. Firstly, I want data that is
recent to be able to inform current policy. Secondly, I chose 2014 as I need a lot of data
on graduated students to generate some program-specific characteristics, and it should
ideally be data on students from earlier cohorts. Lastly, I chose 2014 as it is the last
year before the Vacancy Based Dimensioning reform was implemented in 2015, and this
allows me to relate the policy experiments to the reform.

The application data does not contain information on the capacities of programs
in a given year. The information on program capacities is only publicly available for
full programs. I was generously allowed access to this information from the Ministry of
Higher Education and Science. The program capacities data contains information, for
each program and year, on the capacities by to the different enrolment channels and the
number of filled seats. Some programs have unrealistically high capacities, e.g., 999, and
these should be interpreted as being higher than the number of filled seats, although
the exact number is unknown. As I need these for my belief estimation and policy
experiments, I need a more realistic measure of the capacity for these programs. My
solution is to use the highest observed capacity for a given program across all available
years. I will refine the solution to this problem in a future version of the paper.

Finally, I get information on program-specific requirements from the historic exec-
utive orders concerning admission requirements to the higher education programs in
Denmark.6 The program-specific requirements are admission requirements that are ad-
ditional to the regular admission requirements and vary by program, and I have collected
them specifically for this project. In particular, the program-specific requirements data
contains requirements such as minimum GPA, minimum requirements for grades in cer-

5Applicants in Denmark can multiply their GPA up before they apply by some multipliers based on,
e.g., the number of A level courses in high school and if the applicant graduated from high school no
more than two years prior to the application.

6The historic and current executive orders can be found on www.retsinformation.dk.
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tain high school courses, and minimum requirements for the level of certain high school
courses.

Based on the application data, I create one of the program-specific characteristics
I use to estimate applicants’ preferences. The measure is the difference between an
applicant’s GPA in 2014 and the average GPA of accepted applicants in a given program
in 2013, scaled by the standard deviation of the GPA of accepted applicants in the same
program in 2013. I calculate the measure as

Gij =
GPAi,2014 −GPAj,2013

σGPAj2013

where GPAi is applicant GPA, GPAj,2013 is the average GPA of accepted applicants for
program j in 2013, σGPAj2013 is the standard deviation of the GPA of accepted applicants
for program j in 2013, and Gij is the standardized GPA of applicant i.

1.3.2 Administrative Register Data and distance
measure

I mainly rely on administrative register data to generate the program-specific characteris-
tics. However, to link the program characteristics, generated based on the registry data,
with the application data, I first need to generate links between the program identifier
in the application data and the program identifier in the education registry. To generate
the links, I rely on the student registry (KOTRE), which contains all educational spells.
I outline some issues related to forming the links and the approach I use to overcome
these in appendix 1.A.

After I have generated the links between the program identifiers in the application
data to the program identifiers in the registries, I can generate three additional pro-
gram characteristics for the expected labor market conditions after the applicants have
graduated to help me estimate applicants’ preferences.

To generate my three measures of labor market conditions, expected unemployment,
expected earnings, and dispersion of expected earnings, I first combine the spell data
from the student registry (KOTRE) with the link between program identifiers in the
application data and the student registry, to identify all students who enrolled in a rele-
vant bachelors degree in 2002 or later. I then condition on graduating with a bachelor’s
degree and enrolling and graduating with a subsequent master’s degree. I keep the grad-
uation date, month, and year, along with the program link and the personal identifier for
students who graduated with their master’s degree between 2008-2016. I then combine
this data with the monthly employer-employee registry (BFL) for 2008-2016 to generate
the measures for expected labor market conditions. To get a measure of expected unem-
ployment, I first calculate the number of days between the date of graduation and the
first day in the employer-employee registry, where I record a student as being employed
in a position equivalent to 75% of full-time. I then estimate expected unemployment,
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U , as the average number of days between graduation and the first recorded day of em-
ployment divided by 30 to get months. I rely on a similar approach to get my measures
of expected earnings and the dispersion of expected earnings. Instead of using the grad-
uation date, I use the month. I then deflate the monthly earnings during the 12 months
after graduation and divide by 10.000. Then I estimate the mean monthly earnings to
use as my measure of expected earnings, w. Finally, I estimate the dispersion of the
expected earnings, σw as the standard deviation of the monthly earnings.

The distance measure, D, is created for this project by Denmark Statistics. It mea-
sures the road distance from the addresses of all high schools in Denmark to the main
campus of all universities, such that the measure varies both by program and individual.

1.3.3 Sample selection
The full dataset contains information on 91,276 applicants who apply to 897 different
programs. After initial cleaning of the data, which mostly consists of removing canceled
applications and applicants with multiple accepts, missing personal identifiers, and so
on, results in a removal of 14,741 applicants, leaving me with 80,112 applicants, which
I refer to as the universe of applicants. I use this sample to describe the overall charac-
teristics of all applicants.

I select two samples from this universe of applicants to use in my estimation. I refer
to them as the full sample and the analysis sample, which is a subset of the full sample.
I use the full sample every time I run the allocation algorithm, which is a part of the
estimation of subjective beliefs and the policy experiments. I use the analysis sample to
estimate preferences and to summarize the results for the policy experiments.

To get the full sample, I remove all applicants with a missing high school GPA
and applications to programs with zero capacities. This selection reduces the sample to
65,214 applicants who apply to 693 different programs. As mentioned, I use this sample
to estimate beliefs. The applicants with missing high school GPAs and applications to
programs with zero capacities strictly apply through the quota 2 channel. As they are
not tried on the quota 1 criteria, removing them does not affect the belief estimation.

To get the analysis sample, I select only applicants with applications strictly through
the quota 1 channel, consisting only of university bachelor degrees. Further, I restrict the
sample to applicants with an observable high school degree from a Danish high school.
Lastly, I restrict the sample to applicants who only include programs with an observable
value for all program and program/applicant characteristics used in the estimation (D, G,
U , w, and σw). This results in a sample of 12,964 applicants with 24,025 applications
applying to 234 different programs. The two first selection requirements (quota 1 and
bachelor) are highly correlated and the most important in terms of the reduction in
sample size both by themselves and together.
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1.4 Descriptives
In this section, I describe the overall characteristics of the applicants in the three differ-
ent samples, the characteristics of the programs I observe in the applications, and the
observed application behavior.

1.4.1 Applicant characteristics
Table 1.1 shows overall sample characteristics for three different samples. The table
contains three panels, one for each sample. The first column shows mean characteristics,
the second column shows standard deviations, and the third column shows the sample
percentage with a non-missing value for the variable. By comparing panel C, the analysis
sample, with the other two panels, we see that the applicants in the analysis sample,
on average, have a higher GPA, are younger, submit applications with fewer programs,
are more likely to be accepted to any program, and are accepted on a higher ranked
program in their application conditional on being accepted. Further, we also see that
the analysis sample only contains applicants whose applications consist of university
programs and only apply through the quota 1 channel, as I condition on these in the
sample selection. Programs evaluate applicants through the Quota 2 channel based on
measures other than high school GPA, e.g., grades or levels from specific courses in high
school, motivational letters, and relevant past work experience, and I, therefore, expect
them to have a lower GPA and be older on average.

1.4.2 Program characteristics
Tables 1.2 and 1.3 show the characteristics of the programs in the observed applications
for ranks one to three. Since the number of students with longer applications is low,
I only rely on the three first ranks to generate moments for the estimation. Table 1.2
shows the mean and standard deviation by rank 1 to 3 of the observed applications
for the different program characteristics. Higher ranked programs are, on average, a
shorter distance to applicants’ high school, while all the other characteristics are evenly
distributed across the top three ranks on average. Appendix table 1.D.1 shows mean
characteristics for ranks four to eight. The pattern in the distance continues to the
lower ranked programs. At the same time, programs ranked lower in the application
than rank 3 have higher expected unemployment, lead to lower expected earnings, a
lower dispersion in expected earnings, and also have students in the prior application
year with lower GPAs.

Table 1.3 shows the share of applicants who applied for a program in a given field7

on the upper panel and a given university on the lower panel by ranks 1 to 3. Most
applicants apply to a program in humanities as their top rank, with programs in social
7Tabel 1.B.1 gives examples of which programs belong to the fields in table 1.3
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Table 1.1: Summary statistics by sample

Panel A: Universe of applicants Mean Std Share in sample
GPA 7.21 2.53 85.10%
Female 0.53 0.50 100%
Age 22.54 5.62 91.58%
No. priorities 2.40 1.71 100%
Accepted 0.80 0.40 100%
Accepted priority 1.27 0.77 80.33%
Contains university program 0.52 0.50 100%
Only university programs 0.41 0.49 100%
Only through Quota 1 0.45 0.50 100%
Contains Quota 2 0.48 0.50 100%
Observations 80,112
Panel B: Full sample Mean Std Share in sample
GPA 7.29 2.52 100%
Female 0.55 0.50 100%
Age 21.84 4.85 93.57%
No. priorities 2.50 1.73 100%
Accepted 0.78 0.41 100%
Accepted priority 1.31 0.82 78.08%
Contains university program 0.63 0.48 100%
Only university programs 0.51 0.50 100%
Only through Quota 1 0.57 0.50 100%
Contains Quota 2 0.43 0.50 100%
Observations 65,214
Panel C: Analysis sample Mean Std Share in sample
GPA 9.10 2.26 100%
Female 0.51 0.50 100%
Age 20.21 2.48 98.43%
No. priorities 1.85 1.21 100%
Accepted 0.87 0.33 100%
Accepted priority 1.11 0.45 87.26%
Contains university program 1.00 0.00 100%
Only university programs 1.00 0.00 100%
Only through Quota 1 1.00 0.00 100%
Contains Quota 2 0.00 0.00 100%
Observations 12,964

Note: The table contains three panels, panel A is for the universe of
applicants, panel B is for the full sample, and panel C is for the analysis
sample. The first column contains means for the selected variables, the
second contains standard deviations, and the third contains the share of
the given sample with non-missing values for the variable in percentages.
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Table 1.2: Characteristics of programs in applications by rank

Rank 1 Rank 2 Rank 3
Mean (Std) Mean (Std) Mean (Std)

Distance (10 Km) 7.15 8.45 8.98
(7.80) (8.16) (8.55)

Standardized GPA -0.19 -0.17 -0.19
(1.68) (1.72) (1.71)

Unemployment (Months) 4.55 4.46 4.55
(2.70) (2.66) (2.77)

Expected earnings (10,000 DKK) 2.50 2.52 2.52
(0.58) (0.59) (0.59)

Dispersion of Expected earnings 1.14 1.18 1.16
(0.44) (0.57) (0.52)

Observations 12,964 5,965 2,956
Note: The reported numbers are means (standard deviations in parentheses). The
first column reports variable names and units in parenthesis. The columns indicate
for which rank in the applications the measures are. The number of observations
shows the number of applicants with at least the given number of ranks in their
application.

sciences (including economics and political science) in a close second place, followed by
business (including other business and law). The patterns look similar for ranks 2 and
3 when conditioning on having at least two or three programs in the application. The
pattern for universities is also quite similar across the top 3 ranks. Most applicants, 37%,
have a program at the University of Copenhagen as their top rank, and the second most
popular university is Aarhus University, with 20% of applicants choosing a program
there as their top rank.

1.4.3 Application behaviour
Figure 4 shows applicants’ overall application patterns in the full sample and the analysis
sample. The upper panel shows the distribution of the length of the applications. Most
applicants submit a short application with only one program, 54% of the analysis sample.
The overall pattern is that as the length of applications increases, the share of applicants
who have submitted an application of the given length falls. This pattern is clearer for
the analysis sample compared to the full sample, with almost none of the applicants
in the analysis sample submitting applications with five or more programs. The lower
panel shows the unconditional distribution for on which rank applicants are accepted.
We see that most applicants are accepted on their top ranked program and that this is
more pronounced for the analysis sample (80.4%) compared to the full sample (63.9%).
Further, we see that 12.7% of the analysis sample are rejected from all programs in
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Table 1.3: The distribution of programs in different fields and universities by
rank

Field Rank 1 Rank 2 Rank 3
Social science 0.12 0.13 0.14
Humanities 0.20 0.21 0.21
Health 0.05 0.03 0.03
Natural science 0.21 0.22 0.22
Engineering 0.06 0.04 0.04
Other Business 0.08 0.10 0.09
Education 0.01 0.01 0.01
Economics 0.03 0.03 0.03
Medicine 0.08 0.08 0.09
Law 0.08 0.07 0.08
Political science 0.03 0.03 0.03
Business 0.06 0.05 0.05
University Rank 1 Rank 2 Rank 3
University of Copenhagen (KU) 0.37 0.33 0.36
Aarhus University (AU) 0.20 0.21 0.21
Copenhagen Business School (CBS) 0.08 0.11 0.11
Aalborg University (AAU) 0.12 0.09 0.08
University of Southern Denmark (SDU) 0.13 0.15 0.13
Roskilde University (RUC) 0.05 0.06 0.05
Technical University of Denmark (DTU) 0.05 0.05 0.05
IT University of Copenhagen (ITU) 0.01 0.01 0.01
Observations 12,964 5,965 2,956

Note: The table shows the share of applicants who have ranked a program
in a given field (top panel) or university (bottom panel) for the first three
ranks in their applications. The number of observations shows the number of
applicants with at least the given number of ranks in their application.

their application, while this is 21.9% for the full sample. Further, we see that the
share of applicants accepted on a given rank is falling with the number of ranks in the
applications. The general pattern of short listing combined with the fact that low GPA
applicants apply to programs with lower cutoffs the year before is in my interpretation a
clear indication of strategic behaviour, where applicants with low GPAs top censor their
applications, while applicants with high GPAs only include their most desired programs.

Figure 1 shows the distribution of length of application in the top panel and which
rank the applicant was accepted on, if any, on the bottom panel by GPA for the analysis
sample. In the top panel, we see that applicants are almost equally likely to submit
an application of a given length across the GPA distribution. If we turn to the bottom
panel of figure 1 we see that applicants are also almost as likely to be accepted on a given
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Figure 1.1: Application patterns for the full sample and the analysis sample

Note: The upper plot shows the share of applicants with a given ROL length, with percent on the
second axis and ROL length on the first axis. The lower plot shows the distribution of accepted rank,

if any.

priority across the GPA distribution. I interpret this finding as evidence of applicants
not reporting their preferences truthfully. Almost no applicants reach the maximum
length of their applications, so including one or more programs with historically higher
GPA cutoffs on a higher rank would not affect their probability of being accepted in
their current ranked programs.

Figure 7 shows the variation in cutoffs from 2013 to 2014. The first thing to notice
is the two lines that the points sketch out. It is only feasible for points to be located on
the lines or below the diagonal line and on the right of the vertical line. Programs on the
bottom vertical line have the lowest possible cutoff in 2014, a GPA of 2, which means
that the change from 2013 to 2014 can only be negative or zeros. Points on the top
diagonal line had the lowest possible cutoff in 2013, a GPA of 2, so the resulting change
will be equal to the cutoff in 2014 minus 2. The main takeaways from the figure are
that there is much variation in yearly cutoffs and that many programs have non-binding
cutoffs (although most are non-university programs). So applicants cannot predict the
cutoffs perfectly. Remember, capacities and capacity changes are not public, and further
students might not be able to predict how many other applicants there are or what their
GPAs are.
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Figure 1.2: Application patterns for the full sample and the analysis sample by GPA

Note: The upper plot shows the distribution of the length of applications by GPA groups. The
number of ranks in the applications is on the first axis, and shares in percentages are on the second
axis. The lower plot shows the distribution for which rank an applicant is accepted on or if the

applicant is rejected by GPA groups. For both plots, applicants are grouped by GPA accordingly 2 to
4, not including 4, 4 to 7, not including 7, 7 to 10, not including 10, and 10 or above.

1.5 Model
In this section, I formalize the applicants’ education choice problem. In essence, the
problem for the applicants is to optimally choose to submit a ROL that maximizes their
expected utility. I base the framework on the optimal portfolio choice model in Chade
and Smith (2006).

There are i = 1, ...,N applicants choosing up to R̄ out of J programs to include in their
ROL, which they submit to the CAS. I denote the set holding all possible ROLs, e.g.,
all combinations of programs for any given length of ROL up to R̄, R, and individual i’s
chosen ROL from all of the possible ROLs as Ri . The length of Ri , |Ri |, gives the number
of ranked programs in Ri . All programs have positive capacities, qj > 0∀j. Further, all
programs have identical and known preferences over applicants’ scores.

All applicants have preferences over all j programs, sorted according to their indirect
utilities uij , and all applicants have subjective beliefs about their admission chance to
all j programs expressed by the vector given by pij ∈ [0,1]. I further assume beliefs are
independent across programs.

I can then formalize applicant i’s expected utility from submitting a given ROL Ri
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Figure 1.3: Change in cutoffs from 2013 to 2014

Note: The figure shows the change in cutoffs from 2013 to 2014. The first axis shows the cutoff in
2014, and the second axis shows the difference from 2013 to 2014. The number of programs scales the
size of the points at a given point. The color of the points indicates whether a given program is only

part of the full sample (grey) or part of the analysis sample as well (black).

as

EU(Ri) =
|Ri |∑
k=1

( rk−1∏
r=1

(1− pir )pirkuirk

)
+
|Ri |∏
k=1

(1− pik)ui0, (1.1)

where uij is the indirect utility from being accepted to program j, pir is the individual
and program-specific belief about the chance of being accepted to the program ranked as
r. The k term in rk describes the program’s rank in the applicant’s ROL. The last term
is the value of the outside option. Applicants not accepted to any programs included in
their ROL receive the value of the outside option, which I set to 0. Further, I require all
applicants to list at least one program in their ROL, so my model does not capture the
extensive margin fo the application behavior, e.g., whether to apply at all or not. The
expected utility reflects the characteristics of the DA assignment mechanism in place,
considering that an applicant will only be tried for admission at program j if she is
rejected from all programs she ranked higher in her application.

The applicants’ problem is then to maximize the following expression

max
Ri∈R

EU(Ri)− c(|Ri |), (1.2)

where EU(Ri) is the expected utility from submitting ROL Ri and c(|Ri |) is the ap-
plication cost function, which depends on the length of the submitted ROL. As there
are no pecuniary application costs, the cost function contains only non-pecuniary appli-
cation costs, such as the information cost associated with finding programs to include
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in the application. I assume the cost function is linear c(|Ri |) = |Ri | · c, where c is a small
and fixed application cost. Further, I let the application cost function go to infinity
for |Ri | > 8 as applicants cannot submit more than 8 programs in their applications.
Finally, I calibrate the fixed cost c to 1e − 6 to ensure that applicants only include pro-
grams in their application that strictly improve the expected utility. Otherwise, it is
always optimal for applicants to include programs with a subjective probability of 0 in
their applications as long as they have ranked fewer than eight programs.

Applicants then sequentially add programs, which increase the expected utility from
submitting a given ROL, taking into account the cost of submitting the ROL. Applicants
can either include programs in the top, the middle, or the bottom of their ROL, and
Haeringer and Klijn (2009) show that it is optimal for applicants to sort the programs
in their chosen ROL by expost utilities.

1.5.1 Indirect utility
The indirect utility applicant i receives from being accepted to program j is given by

uij = α
F
j +α

U
j +ZPj α +ZSijβ + εij (1.3)

where αFj and αUj are field and university fixed effects, ZPj is a matrix containing program-
specific characteristics given by

zPj =Ujα1 +wjα2 +σ
w
j α3, (1.4)

where Uj is the expected unemployment, wj is the expected earnings, and σwj is the
dispersion of expected earnings. Further, ZSij is a matrix containing characteristics that
vary across applicants and programs

zSij = dijβ1 +Gijβ2, (1.5)

where dij is distance and Gij is standardized GPA. Lastly, εij is an additive idiosyncratic
taste shock following a type I extreme value distribution.

1.5.2 Solving Portfolio Choice model
Solving the Portfolio Choice model requires finding the optimal portfolio from all possible
portfolios for a given applicant. As the number of programs is J = 234 and applicants can
rank up to R̄ = 8 programs in their application, this leads to (234

8
) possible combinations,

which have to be evaluated for each applicant. Comparing all of them is infeasible.
Instead, I use the Marginal Improvement Algorithm (MIA) proposed by Chade and
Smith (2006) to find the optimal ROL for a given applicant. Chade and Smith (2006)
show that if beliefs are independent and the cost function only depends on the length
of the portfolio, it is only necessary to evaluate up to 234(234+1)

2 portfolios and in most
instances much fewer. The algorithm runs in the following steps
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1 Start with R0
i = ∅

2 Choose j =maxj∈J\Rn−1i
EU(Rn−1i ∪ j)

3 Set Rni = R
n−1
i ∪ j and order Ri by uij

4 Stop if U(Rni )−U(Rn−1i ) < c(|Rni |)− c(|R
n−1
i |) = 0 or all remaining uij < ui0

In other words, the algorithm takes a given ROL, Ri , and calculates the expected
value from including the remaining non-chosen alternatives in J one at a time. It there-
after checks which alternatives improve the expected value of submitting the ROL and
chooses the one that gives the highest improvement in the expected value, if any. In other
words, as the name suggests, the algorithm looks for the highest marginal improvement
to the expected portfolio value, if any exists.

1.6 Identification
Identifying preferences for college programs is a challenging task. It is possible to ra-
tionalize every possible ordering by only looking at applicants’ submitted ROLs, as it
is impossible to separate strong preferences on unobservables from, e.g., beliefs. To
identify applicants’ preferences and beliefs separately, I rely on including what Agarwal
and Somaini (2018) call a special regressor along with an assumption of rational expec-
tations. The purpose of the special regressor is to include an exogenous variable, which
only shifts preferences through indirect utility and not through beliefs. As Agarwal and
Somaini (2018) suggest I include an individual-level measure of distance to education
programs which I assume is exogenously determined. The specific distance measure I
use is the road distance between applicant is high school and the location of program
j, so my distance measure only varies for programs across universities and not within
universities. This means that I also rely on the other measures in the indirect utility
function, which vary across programs within universities as well, to separately identify
preferences from beliefs.

Manski (2004) suggests that researchers circumvent the difficulties of separately iden-
tifying preferences and beliefs by eliciting subjective beliefs with, e.g., a survey. The
approach suggested by Manski (2004) is not feasible in my case for two reasons. Firstly
I rely on data on observed preferences, which was already collected, so I cannot go back
and survey applicants. Secondly, my counterfactuals require me to be able to model
applicants’ belief formation. My approach is instead, to assume that applicants have
rational expectations when they form their beliefs and that the beliefs can be estimated
using the bootstrap estimator proposed in Agarwal and Somaini (2018).

To further help me identify the parameters of the indirect utility function, I use
the variation in program characteristics and individual-program program characteristics
in my data. I describe the different sample moments I am exploiting to identify the
different parameters in section 1.7.
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Changes in capacities are not announced prior to applications, and students can only
infer changes to capacities for programs with a binding cutoff expost, conditional on the
fact that the program had a binding cutoff in the prior year as well. I assume that changes
to capacities happen exogenously from the student’s perspective and that students do
not base their application decisions on expectations for how program capacities might
change from the previous year.

1.7 Estimation
In this section, I describe the estimation procedures used for the Portfolio Choice model
and applicant beliefs.

1.7.1 Portfolio Choice model
The estimation of the portfolio choice model is not straightforward. As I mentioned in
section 1.5, there are many possible portfolios and it is not feasible to solve for them
all. Finding an expression for the choice probabilities would require me to find the
expected value for all possible portfolios. As there is no convenient expression for the
choice probabilities, I cannot use Maximum Likelihood estimation. What I do instead
is to solve the model using MIA for some given applicant and program characteristics
along with simulated taste shocks. I can then use the Simulated Method of Moments
(SMM) for estimation. The SMM method implies simulating applications for a given
guess on parameters and comparing the chosen moments from the simulated data with
the same moments from the observed data and, in essence, minimizing the weighted
distance between these. The SMM objective function is given by

Q(θ) = (Msimulated (θ)−Mdata)
′Ω−1(Msimulated (θ)−Mdata), (1.6)

where Mdata is a vector of moment conditions from the data and Msimulated (·) is the
corresponding moments based on simulated data from the model for a given guess on
the parameters θ. Ω is a weighting matrix. The initial estimation uses the identity
matrix as the weighting matrix. Although the estimator is consistent with large N and
a fixed number of simulations S, it will most likely be inefficient as it gives equal weight
to all moment conditions, even though I do not expect that all moments are equally
informative. The current choice of weighting matrix is a result of time constraints, as
the model is computationally costly to solve and simulate. Later implementations will
use a more efficient weighting matrix.

I select the moments to include based on the features I want the model to capture
in the data. I first discretize all the continuous distributions for program characteris-
tics (distance, standardized GPA, expected unemployment, expected earnings, and the
dispersion of expected earnings) based on the application data. By using some discretiza-
tion points I can calculate the empirical and simulated share of applicants within a given
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group for a given characteristic by, e.g., rank in their application, field, and university. I
interpret the calculated shares as probabilities, and the estimation procedure then mini-
mizes the distance between the empirical and simulated probabilities, where I first take
the average over the simulations for the simulated moments.

I estimate moments in Mdata which are based on the continuous measures with the
following function

Mkr =

∑Nr
i 1{cutk−1<variable ir≥cutk}

Nr

where cutk is the kth discretization point for a given variable, Nr is the number of
applicants who have any program ranked as rank r, 1 is in indicator function, variable ir
is the value of a given program characteristic for the program ranked on rank r by
individual i. Hence, Mkr is the share of applicants out of the Nr , who have ranked
programs on rank r with values of a given program characteristics within the interval
between cutk−1 to cutk . Table 1.4 displays my chosen discretization points.

Table 1.4: Discretization points
for the moments

Measure Cutpoint (cutk)
D 0 < 5 < 15 <∞
G −∞ < 0 <∞
U 0 < 6 < 12 <∞
w 0 < 2.5 < 3.5 <∞
σw 0 < 1 < 1.5 <∞

Note: The table reports the dis-
cretization points used to gener-
ate the moments for the simu-
lated method of moments estima-
tion.

In the estimation I use the discretized distributions of the measures directly and also
include the share of applicants with any program on a given rank, as well as the share
of applicants who rank a program in a given field or university and moments based on
discretized measures of the continuous variables, which I have interacted with field and
university dummies. I further only use the mentioned moments for ranks 1-3 and only
include moments that are non zero for the observed data. This gives me a total of 781
moments.

In practice I find the reported parameter estimates in two steps. First I hand calibrate
the parameters to values that seem close to a minimum for the criterion function, there-
after I feed these calibrated parameters as initial values to the ’fminsearch’ minimizer in
Matlab which uses the Nelder-Mead simplex algorithm to estimate the parameters.
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I have not estimated standard errors for the estimated parameters in the current
estimation framework. Estimating standard errors requires me to estimate the variance-
covariance matrix for the moments, which is currently too computationally costly to
implement for this paper version. I will estimate standard errors in a future version of
the paper.

1.7.2 Beliefs
I do not have information on subjective beliefs, but I can estimate them. Agarwal and
Somaini (2018) show that under an assumption of rational expectations, it is possible to
estimate subjective beliefs consistently using their bootstrap estimator. Their proposed
method samples applicants and their applications with replacement from the population
of applicants and runs the assignment algorithm to get the cutoffs for each sample.
Repeating this many times in a bootstrap routine makes it possible to characterize
the distribution of cutoffs. To estimate the individual subjective belief for a program, I
calculate the fraction of times individual i’s GPA is equal to or above the simulated cutoff
for program j. The method requires information on all applicants and their applications
and admission scores, as well as information on the mechanism used to match applicants
with programs and the capacities of the programs. The bootstrap estimator is given by
the following expression

p̂ij =
1
B

B∑
b=1

1{si≥Pjb} (1.7)

where p̂ij is the estimated beliefs, 1 is an indicator function that is equal to one
when the students score, si , is greater than or equal to the simulated cutoff. Pjb is the
simulated cutoff for program j in bootstrap simulation b. I only estimate beliefs for the
analysis sample, although I need the full sample to simulate the cutoff distributions for
the programs. The estimation results in a N -by-J matrix which contains the estimated
beliefs, p̂ij , in each cell.

As mentioned in section 1.4 I draw from the pool of all applications to simulate the
different cutoffs, while I only use the analysis sample to estimate the beliefs. The reason
for doing this is that it is impossible to subset the capacities in a meaningful way, and
simulating the cutoffs on a sub-sample of the pool of applicants would result in many
simulations where many programs never reach their capacities.

As mentioned in section 2.2, the Danish assignment procedure differs slightly from
the standard DA mechanism (mainly as it includes different quotas, standby applications,
and applicants cannot submit more than 8 programs). However, knowledge about the
allocation mechanism allows me to consider these to get consistent estimates of the
beliefs.

Firstly the option to apply for quota 1 standby is trivial to incorporate as it follows
the same GPA ranking as quota 1. It is thereby possible to allow for additional standby
seats, which only students applying on standby can fill, resulting in additional standby
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cutoffs for each program with this application channel. It is more difficult to incorporate
the quota 2 and quota 2 standby channels. This is because the assignment criteria are
unknown/nontransparent and program-specific. The different programs rank applicants
based on some point system, which partly relies on subjective evaluations and changes
from program to program. This is because the CAS needs a ranking of the applicants
to allocate them. Unfortunately, I do not have access to data on these rankings.8 If I
choose not to include quota 2 applicants in my analysis, I can take advantage of the fact
that all quota 2 applications are first tested using quota 1 criteria. This implies that
pq1 ≤ pq2 or the individual probability of acceptance for quota 2 applicants has a lower
bound, which is the individual probability of acceptance through the quota 1 channel.
Further, as I am only interested in estimating preferences for quota 1 applicants, I can
use the knowledge of whether quota 2 applicants were accepted for a given program
through the quota 2 channel as a measure of the quality of their quota 2 application.
What I do in practice is that I observe for which programs applicants are accepted on
quota 2. If an applicant reaches such a program in the mechanism and is rejected on
the quota 1 criteria, I accept the applicant in quota 2.

This approach to estimating beliefs is crucial for conducting my policy experiment,
as it requires explicit modeling of the belief formation of applicants, as this is the only
channel through which capacities can affect application behavior.

1.8 Results
In this section, I describe the results. I first describe the estimated utility parameters and
university and field fixed effects before I validate how well the model fits the observed
data.

1.8.1 Estimated preference parameters
Table 1.5 shows the estimated utility parameters for the Portfolio Choice model. Ap-
plicants prefer programs close to the high school they attended, where the accepted
applicants in the prior year had higher GPAs on average, with lower expected unem-
ployment, higher expected earnings, and a higher dispersion in expected earnings. The
estimated coefficient on distance is as expected negative, such that applicants prefer
closer programs, proxied by the location of their high school, to programs further away.
The negative sign on the coefficient on G means that applicants prefer programs where
they have a lower GPA than the average accepted applicant in the previous year. This
is in line with a story of applicants not wanting to waste their GPAs and therefore apply
to programs with higher GPA requirements. However, the interpretation comes with a
limit as applicants are also more likely to rank programs where they have a higher belief
8It would likely not help me much, even if I had access to the rankings, as my policy experiments would
require me to model the quota 2 evaluation process.
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Table 1.5: Estimated param-
eters

Parameter Value
D -0.104

(.)
G -0.200

(.)
U -0.009

(.)
w 0.127

(.)
σw 0.035

(.)
Q 0.634
Simulations 2
Applicants 12,964
Observations 24,025

Note: The table reports pa-
rameter estimates and stan-
dard errors in parentheses.
The current solution and
estimation procedure make
the estimation of standard
errors too time consuming,
so I have not estimated them.
The table also contains the
value of the minimized cri-
terion function, Q, and the
number of applicants and ob-
servations used in the esti-
mation.

about being accepted, which requires a relatively high grade compared to the other ap-
plicants in the current application year. As the parameter on U is negative, applicants
prefer programs with lower expected unemployment. Further, they also prefer programs
with higher expected earnings and programs with a higher dispersion of expected earn-
ings. Hence applicants prefer programs with better labor market prospects, e.g., low
unemployment and high wages, with a higher chance of high wages.

Tables 1.6 and 1.7 show the estimated fixed effect parameters on field and university
fixed effects. The field fixed effects are all in relation to the field Social sciences, excl.
Economics and Political Science and the university fixed effects are in relation to the
University of Copenhagen. We see that conditional on the other variables of the utility
function, law, business, and medicine are the most preferred fields, followed by other
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Table 1.6: Estimated field
fixed effect parameters

Parameter Value
Social science ref.

(.)
Humanities -0.132

(.)
Health 0.652

(.)
Natural science -0.126

(.)
Engineering -0.211

(.)
Other Business 0.618

(.)
Education -0.051

(.)
Economics 0.076

(.)
Medicine 3.539

(.)
Law 2.306

(.)
Political science -0.894

(.)
Business 0.955

(.)
Note: The table reports the
estimated parameters for the
field dummies. The refer-
ence category is Social sci-
ence.

business and health. Looking at the university fixed effects, we see that conditional on
the other variables of the utility function, Roskilde university and Aalborg University are
slightly more preferred than the University of Copenhagen, while Copenhagen Business
School, the Technical University of Denmark, and the IT University of Copenhagen are
the least preferred.
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Table 1.7: Estimated university fixed effect pa-
rameters

Parameter Value
University of Copenhagen ref.

(.)
Aarhus University -0.131

(.)
Copenhagen Business School -0.351

(.)
Aalborg University 0.203

(.)
University of Southern Denmark -0.060

(.)
Roskilde University 0.115

(.)
Technical University of Denmark -0.438

(.)
IT University of Copenhagen -0.964

(.)
Note: The table reports the estimated parame-
ters for the university dummies. The reference
category is University of Copenhagen.

1.8.2 Validation of Portfolio Choice model
To validate the Portfolio Choice model, I make two comparisons. Firstly, I check how
some of the moments used in the estimation compare with the simulated, and secondly,
I check if the simulated data moments are close to hold-out moments. The first check is
less demanding than the second check as the estimation procedure explicitly minimizes
this difference. I have used the first three ranks of applications to fit the model. While
applicants can rank up to eight different programs in their applications and I therefore
have potential hold out moments for five ranks, the share of applicants who submit an
application of a given length is falling by the length, so I only use the moments for the
fourth rank as hold out moments.

Figure 1.4 shows the distribution of the length of application for the observed ap-
plications in the analysis sample and the simulated applications from the model. We
see that the model captures the overall characteristics of the distribution for length of
application quite well, although it over-predicts the share of applicants with short ap-
plications (only one program) and under-predicts applicants with longer applications
(more than one program). The model seems to capture the share of applicants with four
programs in their application quite nicely as well.

Table 1.8 shows how well the model does in terms of capturing the shares of applicants
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Table 1.8: Comparison of data and simulated moments

Panel A: Field Rank 1 Rank 2 Rank 3 Rank 4
∆ % ∆ % ∆ % ∆ %

Social science 0.039 32.99% 0.024 39.67% 0.011 33.96% 0.000 -3.50%
Humanities 0.005 2.26% 0.005 4.76% -0.001 -3.03% -0.007 -31.64%
Health -0.012 -23.97% -0.008 -53.33% -0.003 -48.33% -0.001 -27.00%
Natural science 0.032 15.29% 0.022 22.17% 0.005 9.49% -0.008 -37.88%
Engineering -0.008 -13.61% -0.011 -62.67% -0.008 -89.45% -0.006 -215.79%
Other Business -0.023 -30.11% 0.006 13.19% 0.000 1.82% -0.004 -50.00%
Education -0.008 -100.00% -0.004 -138.57% -0.001 -81.82% -0.001 -90.91%
Economics 0.014 45.10% 0.003 29.00% 0.001 20.51% 0.000 6.41%
Medicine -0.072 -85.34% 0.017 44.54% 0.018 82.43% 0.010 96.38%
Law -0.010 -12.60% 0.008 21.86% 0.010 56.09% 0.007 76.23%
Political science 0.021 82.14% 0.012 86.22% 0.006 90.96% 0.002 79.03%
Business 0.021 34.36% 0.004 20.65% 0.001 11.23% -0.002 -52.50%
Panel B: University Rank 1 Rank 2 Rank 3 Rank 4

∆ % ∆ % ∆ % ∆ %
KU 0.080 21.8% 0.039 25.7% 0.023 27.8% 0.000 -0.22%
AU -0.024 -12.3% 0.011 11.8% 0.010 20.4% -0.003 -16.89%
CBS 0.005 6.7% 0.019 39.0% 0.011 43.1% 0.001 9.50%
AAU -0.041 -33.2% -0.015 -33.5% -0.007 -38.5% 0.002 11.20%
SDU -0.053 -42.1% 0.003 5.1% -0.004 -12.7% -0.007 -52.73%
RUC 0.017 36.3% 0.011 44.0% 0.002 19.4% -0.001 -29.69%
DTU 0.010 20.5% 0.008 34.5% 0.003 24.3% 0.000 -8.77%
ITU 0.007 62.2% 0.002 47.2% 0.000 23.5% 0.000 27.27%
Panel C: Program char. Rank 1 Rank 2 Rank 3 Rank 4

∆ % ∆ % ∆ % ∆ %
Distance -1.054 -14.7% 0.261 3.1% 0.658 7.3% 2.619 25.29%
G 0.003 -1.7% 0.702 -417.5% 1.164 -615.8% 1.265 -350.23%
U 0.332 7.3% -0.109 -2.4% -0.118 -2.6% -0.204 -4.38%
Mearn -0.070 -2.8% 0.041 1.6% 0.070 2.8% 0.080 3.24%
Stdearn 0.077 6.8% 0.094 8.0% 0.064 5.5% 0.015 1.36%

Note: The table reports differences between empirical and simulated moments (∆) and the difference in percent
of the empirical moment (%) for ranks one to four in the applications. The moments based on the first three
ranks are used to fit the model, while the moments based on the fourth rank are hold out moments. Panel A
shows how well the model captures the share of applicants who have a program in a given field on ranks one to
four. Panel B shows how well the model captures the share of applicants with a program in a given university
for ransk one to four. Panel C shows how well the model captures the mean program characteristics for rank
one to four.
The field Social science is excluding Economics and Political science and the field Health is excluding Medicine.
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Figure 1.4: Empirical and simulated share of applicants by the number of programs in their
application

Note: The first axis displays the number of programs in an application (length of the application) and
the second axis displays the share of applicants in percentages. The color of the bars indicates the
source, red represents the empirical distribution and green indicates the simulated distribution.

who rank a program in a given field (Panel A), shares of applicants who rank a program
in a given university (panel B), and the means of program characteristics over the four
top ranks. The moments based on the first three ranks are used to fit the model. If we
first focus on ranks one to three we see that the model overall captures the moments used
in the estimation fairly well. Looking at panel A we see that the difference between the
empirical and simulated shares for the different fields is in general below four percentage
points (100 ·∆) except for medicine on the top rank, where the model over predicts the
share of applicants with a program in Medicine as their top priority by around seven
percentage points. The get an understanding of the magnitude of the differences we
can look at the columns with the differences in terms of percentages of the empirical
share (%). We see that a ∆ of 0.072 for Medicine on the top rank corresponds to
85.34% of the empirical share, meaning that the difference is almost as large as the
empirical share. If we next move to panel B, we see that the model also does a fairly
good job of capturing the shares of applicants with a program in a given university for
the first three ranks. The largest difference is that the model under predicts the share
of applicants with a program at University of Copenhagen (KU) as their top rank by
eight percentage points, although as the share of applicants who rank programs at the
University of Copenhagen in general is large, the difference only corresponds to 21.8%
of the empirical share. Lastly, if we look at panel C we see that the model seems to
capture all the program characteristics except G quite well.



1.9 Policy experiments 35

To conclude the model fits estimation moments quite well. The more demanding
test is however how the model fits the hold out moments (rank four). For panel A and
B the model captures the shares for fields and universities as well and in some instances
better than the estimation moments. In panel C the model does almost as good for the
hold out moments as the moments used in the estimation, except for distance, where the
model under predicts the mean distance to the programs included on the fourth rank by
around 26 km (∆ ·10km), which corresponds to 25.29% of the empirical mean distance
on the fourth rank.

1.9 Policy experiments
Having described applicant preferences with my model, I now turn to the next point of
interest, simulating the effects of supply changes, through changes in capacities, under
two different scenarios. Under the first scenario, applicants cannot update their beliefs,
and under the second, they can update their beliefs. As the model only captures the
demand side of the education market, I can only look at the effects in a partial equilib-
rium. Therefore, I will not be able to perform a full welfare analysis. I can, however,
look at how the different policies affect the distributions of applications, outcomes, and
the characteristics of offered programs.

The Portfolio Choice model allows me to perform policy experiments where I change
the supply for programs, as the supply only affects the subjective applicant beliefs
through the available capacities in the model. Program capacities are only public af-
ter all offers are given and only for programs with exhausted capacities. This means
that applicants can only see a program’s capacity in the previous years (if the capacity
was exhausted) and cannot see the change in capacity from the previous year to the
current year. While this might give applicants some information on the available capac-
ities, at least for programs with binding cutoffs, it is limited how they can use it when
forming their subjective beliefs, as they cannot take possible changes into account.

The section proceeds as follows. I first describe how the policy changes affect appli-
cants in my model and the channel through which applicants can update their beliefs
according to the policy changes. After that, I present and discuss the effects of the
proposed reduction in capacities for programs within the field of humanities.

1.9.1 Changes to capacities and belief updating
The proposed policy experiments aim to understand how changes to capacities affect
applicants’ demand for programs. Capacities enter my model through the CAS matching
mechanism. The capacities enter the applicants’ expected utility from submitting a given
portfolio in the subjective program-specific beliefs and further, also affect which program
applicants are offered, if any. To evaluate the effect of the proposed policies, I need to
know and be able to implement the allocation mechanism. Further, I need to include
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a channel through which applicants can update their beliefs according to changes in
capacities.

I run the policy experiments in the following procedure. I first simulate the model
for different capacities under the current framework, where the changes are unantici-
pated shocks to the capacities, and applicants cannot consider them when forming their
beliefs. Second, I look at the same changes to capacities where I instead reveal them to
applicants before they form their applications. This allows applicants to update their
subjective beliefs according to the new capacities. In my model, program capacities only
affect applicants’ expected utility from submitting a given application through their sub-
jective beliefs. The indirect utility derived from being admitted to a given program is
unaffected. I can therefore find the effect of the proposed policy experiment by only
varying capacities and whether I allow applicants to update their subjective beliefs or
not while holding the policy invariant utility parameters fixed.

Applicants update their beliefs according to the algorithm in appendix 1.C. The
algorithm runs until the cutoff distributions for all programs converge, where each point
in the distributions is the equilibrium cutoff from taking a sample with replacements from
the full sample of applicants and running the allocation mechanism. In each iteration,
I reestimate beliefs and solve the portfolio choice model for the given indirect utility
parameters and the new estimated beliefs. When the euclidean norm over the vectors
of means and standard deviations of the cutoff distributions are below the tolerance
parameter (ϵ = 1e − 6) I say the algorithm has converged.

Before I run the policy experiments, I need an additional step. The beliefs estimated
from the data are based on the observed applications. So to get a baseline for the
updating algorithm, which is aligned with the simulations from the model, I reestimate
beliefs using the simulated applications from the model. I then use the new beliefs along
with the preference parameters in the policy experiments. Figure 1.D.1 illustrates the
new predicted shares of applicants with an application containing one to four programs.
We see that it has changed very little compared to figure 1.4.

The specific changes I make to capacities are reductions to the capacities in programs
within the field of humanities. This is interesting as the vacancy-based dimensioning
reform mainly affects programs in the field of humanities.

As the current model does not include an outside option as a choice (I have con-
strained all applicants to submit at least one program in their applications), a reduction
in overall capacities leads to the easily predictive result where fewer applicants are ac-
cepted. To avoid this scenario, I instead look at capacity-neutral changes. In other words,
when I reduce capacities for some programs, e.g., within humanities, I redistribute the
removed capacities among all other programs to keep the same overall capacities. There
are many different ways to redistribute capacities, I choose to redistribute capacities
according to the distribution of capacities on the program level for unaffected programs,
using the baseline capacities. This means that if a program for example had 5% of
total capacities excluding programs within humanities before I change capacities, this
program will receive 5% of the total capacities that I remove from the programs within
humanities.

Lastly, it is important to note, that as I rely on the full sample when I run the
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allocation mechanism, and I only estimate preferences for applicants in the analysis
sample, the preferences for all other applicants in the full sample are fixed when I run the
allocation mechanism to look at where applicants are accepted in the policy experiments.
All the reported results for the policy experiments only contain the applicants in the
analysis sample, but their application behavior is also affected by the applications of the
other applicants, as the result from the allocation mechanism is a general equilibrium
outcome based on the preferences of applicants and programs within the constraint of
the capacities. In a future version of the paper I will look more closely at how this affects
my results.

1.9.2 Reducing capacities for humanities

Table 1.9: Capacities for the different policies

γ = 1 γ = 0.9 γ = 0.5 γ = 0.1

Capacities
Social science 2,694 2,776 3,099 3,431
Humanities 4,760 4,289 2,401 483
Health 962 992 1,106 1,223
Natural science 4,428 4,562 5,099 5,635
Engineering 1,014 1,047 1,167 1,290
Other Business 2,180 2,244 2,508 2,775
Education 241 249 276 307
Economics 563 579 647 716
Medicine 1,094 1,126 1,259 1,393
Law 1,292 1,330 1,487 1,644
Political science 296 305 340 376
Business 920 948 1,058 1,171
Total excl. Humanities 15,684 16,158 18,041 19,961
Total 20,444 20,447 20,442 20,444

Note: The policy variable γ , which indicates what share of the
capacities in the programs within humanities are left, while I redis-
tribute 1−γ capacities from the programs within humanities across
the programs within the other fields. The capacities in the first col-
umn, where γ = 1 are the baseline observed capacities. Due to the
rounding of changed capacities to integers on the program level, the
sum of capacities for all columns is not the same.

Table 1.9 shows the field level capacities for different values of the policy parameter
γ . The capacities are for all programs included in at least one application for the
analysis sample. The first column shows the baseline total program capacities by field,
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and the subsequent columns show how the capacities change by fields for different policy
parameter values (γ). We see that the humanities programs’ capacity drops as the value
of γ falls while the program capacities in the other fields increase. This is a feature
of the neutral policy design, where reductions in the capacities of programs within one
field are redistributed across the programs in the other fields by the baseline program
capacities of unaffected programs. We see that the field with the highest number of
capacities in the baseline setting is humanities, with the field Natural science and the
fields within business and law (Business, Other Business, and Law) in a close second
and third place. The chosen redistribution rule means that I redistribute most of the
cut capacities within humanities to programs within the mentioned broad fields.

1.9.3 Applications and program characteristics

Table 1.10: Policy changes to capacities: Applications

Baseline No updating Updating
γ (Fraction of original capacity) 1 0.9 0.5 0.1 0.9 0.5 0.1

Panel A: Humanities
Length of application 1.98 0.00 0.00 0.00 0.08 0.23 0.07
Accepted 0.84 -0.01 -0.13 -0.49 0.01 -0.04 -0.08
Rank accepted on 1.11 0.03 0.20 0.52 0.01 0.09 0.15
Number of fields 1.54 0.00 0.00 0.00 0.07 0.27 0.23
Same top-ranked program 1.00 0.00 0.00 0.00 -0.08 -0.29 -0.67
Same top-ranked field 1.00 0.00 0.00 0.00 -0.06 -0.25 -0.65
Panel B: All other fields
Length of application 1.78 0.00 0.00 0.00 -0.02 -0.11 -0.20
Accepted 0.83 0.01 0.03 0.05 0.02 0.03 0.03
Rank accepted on 1.13 -0.01 -0.06 -0.09 -0.03 -0.05 -0.06
Number of fields 1.52 0.00 0.00 0.00 -0.02 -0.06 -0.11
Same top-ranked program 1.00 0.00 0.00 0.00 -0.06 -0.04 -0.06
Same top-ranked field 1.00 0.00 0.00 0.00 -0.05 -0.03 -0.05
Observations 12,964
Simulations 2

Note: Column 1 (γ = 1) contains the baseline application characteristics and outcomes of the
matching mechanism. Panel A is for applicants with a program in Humanities as their top rank
in the baseline setting, and panel B is for applicants with other programs as their top rank in
the baseline setting. The numbers of columns 2 to 7 are all expressed as row-wise deviations
from column 1.

Table 1.10 shows the overall counterfactual characteristics of applications split up
into two panels, panel A for applicants with a program within humanities as the top
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rank in their application with the original capacities and panel B for all other applicants
for the different values of the policy variable γ and whether applicants can update their
beliefs according to a change in program capacities. If applicants cannot update their
beliefs, the submitted applications will stay the same, although the realized outcomes
from the matching mechanism can change as the capacities change. The first column with
gamma = 1 is the baseline setting, where the capacities equal the observed capacities.
I express all counterfactual results, columns 2-7, as deviations from the results in the
baseline setting. I have fixed the applicants for each panel in the table, so even though
some applicants, e.g., change their top-ranked program from a program in humanities
(with the original capacities) to a program in another field (with changed capacities),
they are part of the results in panel A, and likewise for panel B.

I first compare the applications and the outcome of submitted applications for appli-
cants with a program in humanities as their top priority (panel A) to other applicants
(panel B) under the baseline setting (γ = 1). Overall, applicants with humanities pro-
grams as their top priority submit longer applications. At the same time, they are as
likely to be accepted to a program and, conditional on being accepted, they are accepted
on the same rank in their application as the other applicants. The last two categories
are not interesting in the baseline setting, as they measure if the applicant has the same
top-ranked program or field as in the baseline setting.

Next, I look at columns two to four, which show the deviation from the baseline
setting for different policy parameter values under the no updating setting. We see
that the length of applications and the shares of applicants with the same top-ranked
program or field are the same as in column one. This is because applicants can only
change their applications through changes in beliefs, and in the no updating setting, I
do not allow applicants to update their beliefs. As expected, for columns 2-4 in panel A,
we see that the share of applicants, who are accepted to any program, falls as I reduce
the capacities for the programs in humanities, although the share of accepted applicants
does not fall one to one with the reduction in capacities. We also see that the applicants
are on average accepted at a lower ranked program in their applications. In columns 2-4
in panel B of table 1.10, we see the opposite pattern, although to a much lesser extent.
This stems from the fact that the change in capacities is neutral in total capacities.
Hence, programs in fields other than humanities get increasingly higher capacities as
capacities within humanities are reduced, as we see in table 1.9.

Next, I turn to the setting where applicants can update their beliefs to take the
changes to capacities into account, columns five to eight in table 1.10. By comparing
panels A and B, we see that applicants with humanities as their top rank in the baseline
setting increase the length of their applications, while the applicants with other fields
as their top rank in the baseline setting decrease the length. Further, we see that
applicants in panel A have a larger probability of being accepted for a small change in
capacities (γ = 0.9), while they have a slightly lower probability of being accepted for
larger changes to capacities (γ < 0.9). On the other hand, applicants in panel B have a
slightly higher chance of being accepted, which increases with the change in capacities.
For the measure of which rank the applicants are accepted on, we see that applicants in
panel A are accepted to a lower ranked program in their applications, while applicants in
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panel B are accepted to a higher rank in their applications. Last, we see that applicants
in panel A increase the number of fields in their applications and are less likely to rank
the same program or field as their top rank when capacities in humanities decrease. For
applicants in panel B we see that they include fewer fields in their applications as we
change the capacities, while they are slightly less likely to report the same program or
field as their top rank.

To sum up, the results from table 1.10 show that when I allow applicants to update
their beliefs, applicants in panel A can change their applications such that their chance
of being accepted is not affected nearly as much, e.g., 76% compared to 35% in the most
extreme case with γ = 0.1 (columns 4 and 7). We also see that the applicants in panel A
diversify their applications by including programs in more fields and changing their top
ranked program to another field. For applicants in panel B, we see that they become
more confident of being accepted to highly ranked programs in their applications, so
they reduce the length of their applications. Further, we also see that a few of them
change the top-ranked programs and fields in their applications, likely as they have more
favorable beliefs about being accepted to other programs.

Table 1.11: Policy changes to capacities: Characteristics of accepted programs

Baseline No updating Updating
γ (Fraction of original capacity) 1 0.9 0.5 0.1 0.9 0.5 0.1

Panel A: Humanities
D 8.30 -0.05 -0.08 -0.22 -0.07 -0.09 -0.12
G 0.51 0.04 0.17 -0.20 0.01 0.00 -0.40
U 7.24 -0.13 -0.85 -2.25 -0.21 -1.14 -3.01
w 1.88 0.02 0.16 0.44 0.04 0.22 0.60
σw 1.04 0.00 0.02 0.07 0.01 0.03 0.09
Panel B: All other fields
D 7.89 0.01 0.01 0.00 -0.01 0.02 0.01
G 0.44 -0.03 -0.13 -0.24 -0.04 -0.14 -0.21
U 3.67 -0.03 -0.12 -0.18 0.00 -0.12 -0.17
w 2.65 0.01 0.03 0.04 0.00 0.03 0.04
σw 1.12 0.00 0.00 0.00 0.00 0.00 0.00
Observations 12,964
Simulations 2

Note: Column 1 (γ = 1) contains the baseline application characteristics and outcomes of the
matching mechanism. Panel A is for applicants with a program in Humanities as their top rank
in the baseline setting, and panel B is for applicants with other programs as their top rank in
the baseline setting. The numbers of columns 2 to 7 are all expressed as row-wise deviations
from column 1.

Table 1.11 shows the overall counterfactual characteristics of the programs where ap-
plicants are accepted. The table layout is the same as in table 1.10. The table contains
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two panels, A and B, and the applicants in panels A and B are the same across the
columns. Further, columns 2-4 show the program characteristics compared to the base-
line for the setting with no updating, and columns 5-7 show the program characteristics
compared to the baseline for the setting with updating. I first compare the baseline
characteristics of programs applicants are accepted to for the two panels, column 1 in
table 1.11. We see that if we compare panels A and B in the baseline setting, applicants
with a program in humanities as their top rank (panel A) are accepted into programs
that are further away, have peers with lower relative GPAs’, can expect around four
months of additional unemployment, and almost 10,000 DKK lower monthly starting
wages on average. Further, applicants in panel A also have a slightly lower dispersion
in expected starting wages.

In columns 2-4 of table 1.11, the setting with no updating, we see that, as we decrease
capacities for programs in humanities, applicants in panel A are accepted to programs
further away, with lower expected unemployment and higher expected monthly starting
wages. This is somewhat counter intuitive, but the explanation is that the programs
in humanities are also the programs with the highest expected unemployment and the
lowest expected starting wages on average. So when we reduce capacities for programs in
humanities, many of the applicants in panel A are accepted into programs in other fields.
We do not see the same pattern for applicants in panel B, where the characteristics of
accepted programs do not change much.

When I instead look at columns 5-7 in table 1.11, which are for the setting where
applicants can update their beliefs, I see a similar pattern as in columns 2-4. However,
the magnitude of the changes in characteristics is larger for applicants in panel A. In
columns 2-4, where applicants cannot update their beliefs, the difference in program
characteristics is bounded by the applications in the baseline setting. This is not the
case when I allow them to update their beliefs.

So from tables 1.10 and 1.11, I see that when I reduce capacities for programs in
humanities while increasing the capacities of other programs correspondingly, applicants
who had a program in humanities as their top rank before the change overall see the
biggest change. If I do not allow them to update their beliefs in response to the changes,
they are less likely to be accepted to a program. However, if they are accepted to a pro-
gram, the program is closer and has lower expected unemployment and higher expected
starting wages. When I, on the other hand, allow them to update their beliefs. In that
case, this attenuates the drop in the probability of being accepted, as the applicants can
include other programs in their applications, where they are more likely to be accepted.
A result of the change in application patterns is that the programs where the applicants
in panels A and B in table 1.11 are accepted are much more similar.

1.9.4 Application patterns
Figure 1.5 shows the distribution of top ranked programs by field before (second axis)
and after the policy change (first axis) for a 10% reduction in capacities for programs
in humanities (γ = 0.9). The figure illustrates how changes to the capacities affect the
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Figure 1.5: Distribution of top-ranked program by field before and after policy change, γ = 0.9
and applicants update beliefs

Note: The second axis indicates top ranked field before the change, and the first axis indicates top
ranked field after the change. The cells are color coded by the share of applications with a given
before/after field combination by field. In other words, the percentages on each row sum to 100%.
The policy parameter γ gives the fraction of capacities in Humanities which are left, and conversely,
1−γ gives the fraction of capacities in Humanities, which are redistributed across the other fields.
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application behavior when applicants are allowed to update their beliefs. The case where
applicants cannot update their beliefs is trivial, and I do not report it, as applicants do
not change their behavior in this case. I first look at applicants with a program in
humanities as their top rank (the second to last row) before the change. We see that
after the reduction in capacities for the programs in humanities, 93.9% of them still
include a program in humanities as their top rank. Interestingly, most applicants either
move to natural sciences, social science, or engineering programs. A possible explanation
for this pattern is that the applicants who move away from programs in humanities are
most likely at the lower end of the ability distribution. As programs in natural sciences
typically face low demand and hence have low GPA cutoffs or free slots even applicants
with low ability have relatively high beliefs about being accepted in them. Further, as
they also lead to expected wages in the top end and a low expected unemployment these
programs are attractive to these applicants. If we turn to the other rows of figure 1.5,
we see that it is not just applicants who had a program within humanities as their top
rank who changed their top ranks. Some of the applicants with programs in other fields
also change their top ranks, even though these programs all have increased capacities.
This might seem puzzling at first, but as the offers arise in the equilibrium, where the
algorithm matches applicants and programs according to their preferences, changes to
capacities will affect the application behavior in my model for applicants who are not
directly affected by, e.g., a reduction. Further, the figure only reports the top ranked
program, and the affected applicants might just have ranked their previous top ranked
program lower in their application. Appendix figure 1.D.2 where I have reduced the
capacities for programs in humanities by 50% (γ = 0.5) shows a similar pattern to
figure 1.5. However, the share of applicants who had a program in humanities as their
top rank before the change is even lower, and the share of applicants with programs in
other fields as top rank before the change changes less than in figure 1.5. I can explain
the last part by the fact that all other programs now have even more capacities.

1.9.5 Accepted programs
Next, I look at where applicants are accepted. I first look at where applicants are
accepted when they cannot update their beliefs, figure 1.6, before I look at where ap-
plicants are accepted, when they can update their beliefs, figure 1.7. Figure 1.6 shows
the distribution of programs where applicants are accepted by field, before (second axis)
and after the policy change (first axis) for a 10% reduction in capacities for programs in
humanities (γ = 0.9) where applicants cannot update their beliefs. Compared to figure
1.5, figure 1.6 has an additional row and column for applicants who are rejected from all
programs in their applications. Further, when the applicants cannot update their beliefs,
the applications are fixed while the capacities change. Most of the rows in figure 1.6 are
not so interesting as nearly all applicants accepted in a program in a given field before
the change are also accepted in the same field after the change. The only two rows
where something happens are the third last row (humanities before change) and the last
row (applicants rejected before change). We see that 6.5% of applicants accepted to a
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Figure 1.6: Distribution of accepted program by field before and after policy change, γ = 0.9
and applicants cannot update beliefs

Note: The second axis indicates top ranked field before the change and the first axis indicates top
ranked field after the change. The cells are color coded by the share of applications with a given

before/after field combination within a before change field, in other words, the percentages on each
row sum to 100%. The policy parameter γ gives the fraction of capacities in Humanities which are

left, and conversely 1−γ gives the fraction of capacities in Humanities, which have been redistributed
across the other fields.
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program in humanities before the change are rejected, and close to 0% are accepted in
programs in other fields. In the last row, we see that the share of applicants who were
rejected before the change is reduced by 11.4%.

Figure 1.7: Distribution of accepted program by field before and after policy change, γ = 0.9
and applicants can update beliefs

Note: The second axis indicates top ranked field before the change, and the first axis indicates top
ranked field after the change. The cells are color coded by the share of applications with a given

before/after field combination within a before change field. In other words, the percentages on each
row sum to 100%. The policy parameter γ gives the fraction of capacities in Humanities which are

left, and conversely, 1−γ gives the fraction of capacities in Humanities, which have been redistributed
across the other fields.

Figure 1.7 shows the distribution of programs where applicants are accepted by field,
before (second axis) and after the policy change (first axis) for a 10% reduction in
capacities for programs in humanities (γ = 0.9) and applicants can update their beliefs.
As figure 1.6, figure 1.7 also has an additional row and column for applicants who are
rejected from all programs in their applications. Allowing applicants to update their
beliefs according to the change in capacities creates a larger shift in which program
applicants are accepted, although as we see in figure 1.7, it is again only applicants
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who were accepted to a program in humanities or rejected from all programs before the
change who are accepted to other programs or rejected. In the third to last row, we see
that applicants who were accepted to a program in humanities before the change are now
slightly more likely rejected than in figure 1.6. Further, we see that previously rejected
applicants in the last row are now more likely to be accepted compared to figure 1.6.
The model prediction that more applicants who previously were accepted to a program
in humanities are rejected from all programs in the updating setting (figure 1.7) than in
the no updating setting (figure 1.6) when I change the capacities is unexpected in the
sense that I would expect them to include other programs with a better chance of being
accepted (increased capacities). The likely mechanism behind this is that applicants with
low GPAs are most likely to change their applications. Since programs in humanities
have many applicants with low GPAs, these applicants will also be at the bottom of
the distribution within other fields and, therefore, more likely rejected, even though
the capacities of other programs have increase. In appendix figure 1.D.4 I reduce the
capacities by 50% (γ = 0.5) instead of 90% in figure 1.7. I see the same pattern in figure
1.D.4; it is mostly applicants who were accepted to programs in humanities or rejected
from all programs which are affected by the change in capacities. The effect is larger
than in figure 1.7 and not one-to-one with the change in capacities.

To sum up, the reduction to capacities in humanities, and conversely an increase
in all other programs’ capacities, causes applicants in all groups to change their top
ranked fields for small changes in capacities. However, for larger changes in capacities,
it is mainly applicants who had a program in humanities as their top rank before the
change who are affected, although the change is less than one-to-one with the change
in capacities. For small changes, I explain this by excess capacities in programs in
humanities. For large changes in capacities, I interpret it as applicants in humanities
having strong preferences. Further, we also see that mainly applicants who were accepted
to a program in humanities or rejected from all programs before the change are accepted
to programs in other fields or rejected after the change. This holds for the setting
where applicants cannot update their beliefs and the setting where they can update
their beliefs.

1.10 Conclusion
In this paper, I have studied the effect of changes to the supply of higher education
programs on the applicant demand. I have in particular studied how a ”neutral” reduc-
tion in capacities for programs in humanities affects applicants. The matching outcomes
from the mechanism that is used by the CAS to match applicants with programs are
general equilibrium outcome, meaning that whether an applicant is accepted or rejected
for a given program can affect whether or not other applicants are accepted in other pro-
grams. In this sense changes to capacities for some programs can even affect applications
to programs with unchanged capacities. I found that applicants in general respond to
the change, when they can update their beliefs accordingly. Both the applicants who are



References 47

directly affected through the reduction in capacities for programs in humanities, and also
applicants to other programs which have increased capacities. Further, I found that the
response is not one-to-one with the changes to capacities, especially for applicants who
applied to programs in humanities before the change, as they have strong preferences for
these programs. Lastly I found that making capacities and changes to capacities public
before applicants submit their applications can help applicants who otherwise would be
rejected from all programs in their applications.

Based on these results I suggest that policy makers are careful when they adjust
capacities for higher education programs, as doing so may have unintended effects if it
is not done in a careful way.

A straightforward extension to the current model is to extend it to the full universe
of applicants. I plan to do this at a later stage and it requires information on the
characteristics of the universe of applicants and programs.

Another more challenging extension would be to include the extensive margin of
applications to the model as an outside option. This requires including a first step in
the model, where applicants choose between the option to apply or not. This allows the
study of how the extensive margin of applicants is affected by changes to capacities.

Finally, a very challenging extension to the current model is incorporating the edu-
cation market’s supply side into the model. This requires modeling of the decisions by
universities on how to spend their funds. This allows one to look at the full equilibrium
effects of changes to capacities and the effect of making universities declare their avail-
able capacities publicly before applicants submit their final applications. Such a model
would make it possible to understand how not just applicant demand but also univer-
sities would respond, e.g., by looking at the trade-off between quality and quantity in
teaching and the decision of time allocation of faculty for teaching and research.
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Appendices
1.A Linking program identifiers in the

application data to DST registers
There is no direct link between the program identifiers in the application data and the
program identifiers in the register data, which are a combination of education codes
(UDD) and institution codes (INTSNR). I, therefore, have to create one. Before I
describe how I generate the link, it is useful to describe a few difficulties I must address
to ensure the link is reliable. There are mainly two issues that prevent me from just
making a simple merge of applicants from the application data to the register data by
personal identification numbers to see which education and institution codes they have
in the register data, when they have gotten an offer in the application data. Firstly,
some program identifiers in the application data cover multiple program identifiers in
the register data and the other way around. Secondly, I can only observe offers in the
application data, not which program the applicant enrolls in and the other way around
in the register data. To solve the problem, I partly rely on a simple algorithm that, for
each program identifier in the application data, finds the share of applicants with an
offer who have enrolled in a program in the register data in the current application cycle.
I then say a program combination is linked when a sufficiently high share with an offer
for a program in the application data is enrolled in a program in the education registry.
I further also condition on programs with a sufficiently high number of applicants with
an offer.

In practice, I rely solely on the algorithm for programs with a share x ≥ 95% and
at least 100 applicants with an offer in the application data. For the remainder of the
programs, I define the links by hand, using the share and number of students to guide
me.

There is one further difficulty, the education register only contains students who
are enrolled in a program by the 1st of October. Therefore it does not contain early
dropouts. This should not be a big problem, but it is conceivable that the tendency to
drop out early varies across programs, and further, the problem increases in magnitude
as the uptake of a program gets smaller. There is, unfortunately, not much I can do
to solve this problem, although I try to mitigate it by the heuristic that programs with
smaller uptakes should have a higher share enrolled in a given education identifier.

Using this combined approach, I can identify combinations of education and institu-
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tion codes from the registry data for 582 out of 897 program identifiers in the application
data.

1.B List of example programs within fields
Table 1.B.1 contains lists of examples of education programs within the fields I have
defined.

Table 1.B.1: Examples of programs in the defined fields

Field Example programs
Social science Sociology (KU), Anthropology (AU), Psychology (SDU), Psychology (AAU)
Humanities English (AU), Danish (SDU), Danish (KU), History (AAU)
Health Dentistry (KU), Sports Science (KU),

Dentistry (AU), Musical Therapy (AAU)
Natural science Math (AU), Biology (KU),

Computer Science (SDU), Physics (KU)
Engineering Civ. Eng. Energy (AAU), Civ. Eng. Elektronics (DTU),

Civ. Eng. Nanotechnology (AAU)
Other Business Business Law (CBS), International Business (CBS),

Marketing and Management Com. (AU), Business Law (AAU)
Education Pedagogy (KU), Speach Therapy (SDU), Audiology (SDU)
Economics Economics (KU), Economics (SDU), Economics (AU), and Economics (AAU)
Medicine Medicine (KU), Medicine (SDU), Medicine (AU), and Medicine (AAU)
Law Law (KU), Law (AU), Law (AAU), Law (SDU)
Political science Political science (KU), Political science (SDU), and Political science (AU)
Business Business Economics (CBS), Business Economics (SDU), Business Economics (AU)

1.C Belief updating
The following algorithm updates applicants’ beliefs. The algorithm is based on algorithm
2 in Larroucau and Rios (2022). Larroucau and Rios (2022) use it to update beliefs as
students update the information they have about their abilities in under the different
policies they evaluate. I have slightly adapted the algorithm to update beliefs given new
program capacities.

θ̂ are the estimated preference parameters, ROLFull is the submitted preference or-
dering for the full sample, ROLAnalysis is the preference ordering for the analysis sample,
Cold is the old program capacities, Cnew is the new program capacities, score is a vector
holding applicant scores, S is the number of simulations, µ is the mean of the cutoff
distribution, σ is the standard deviation of the cutoff distribution, p is a matrix con-
taining applicants estimated beliefs, and P is a matrix containing the simulated cutoff
distribution for all programs.
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Algorithm 1 Updating beliefs
Input: θ̂, p̂0, ROLFull , Cold , Cnew, score, ϵtol
Output: p, P

for each s in S do
Solve Portfolio Choice problem to get ROLAnalysis given (θ̂, p̂0s )
Substitute applicants in ROLAnalysis into ROLFull
Bootstrap cutoff distribution to get P0 given (ROLFull ,score,Cold)
Estimate δ̂0 ≡ (µ̂0, σ̂0)

end for
Stack δ̂0 over simulations S
δdif f = 2ϵtol , k = 1, ρ = 0.9
while δdif f > ϵtol do

for each s in S do
Solve Portfolio Choice problem to get ROLAnalysis given (θ̂, pk−1s )
Bootstrap cutoff distribution to get P̃ks given (ROLFull ,score,Cnew)
Estimate updated beliefs p̂ks
Take point-wise convex combination of cutoffs P̂ks = ρkP̂k−1s + (1− ρk)P̃ks
Estimate δ̂ks ≡ (µ̂ks , σ̂

k
s )

end for
Stack δ̂k over simulations S

Compute δdif f = ∥δ̂k − δ̂k−1∥, p̂ = p̂k−1, k ++
end while

1.D Additional tables and figures
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Table 1.D.1: Characteristics of programs in applications by rank

Rank 4 Rank 5 Rank 6 Rank 7 Rank 8
Mean/Std Mean/Std Mean/Std Mean/Std Mean/Std

Distance (10 Km) 10.36 9.33 10.16 8.81 10.75
9.48 8.90 9.07 8.33 8.26

Standardized GPA -0.36 -0.41 -0.51 -0.38 -0.27
1.75 1.89 2.02 2.08 1.86

Unemployment (Months) 4.66 4.94 5.13 5.33 5.49
2.81 2.77 2.81 2.55 3.42

Expected earnings (10,000 DKK) 2.48 2.47 2.45 2.43 2.36
0.59 0.56 0.56 0.57 0.55

Dispersion of Expected earnings (10,000 DKK) 1.11 1.17 1.18 1.27 1.05
0.44 0.47 0.49 0.63 0.18

Observations 1,269 494 222 102 53
Note: The reported numbers are means (standard deviations in parentheses). The first column reports variable names
and units in parentheses. The columns indicate for which rank in the applications the measures are. The number of
observations shows the number of applicants with at least the given number of ranks in their application.

Figure 1.D.1: Empirical and simulated share of applicants by the number of programs in their
application using beliefs from additional step

Note: The first axis displays the number of programs in an application (length of the appli-
cation) and the second axis displays the share of applicants in percentages. The color of the
bars indicates the source, red represents the empirical distribution and green indicates the
simulated distribution.
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Figure 1.D.2: Distribution of top ranked program by field before and after policy change,
γ = 0.5 and applicants update beliefs

Note: The figure shows the distribution of top ranked programs by the field before and after the
policy change. The second axis indicates top ranked field before the change and the first axis indicates
top ranked field after the change. The cells are color coded by the share of applications with a given
before/after field combination within a before change field, in other words, the percentages on each
row sum to 100%. The policy parameter γ gives the fraction of capacities in Humanities which are

left, and conversely 1−γ gives the fraction of capacities in Humanities, which have been redistributed
across the other fields.
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Figure 1.D.3: Distribution of top ranked program by field before and after policy change,
γ = 0.5 and applicants cannot update beliefs

Note: The figure shows the distribution of top ranked programs by the field before and after the
policy change. The second axis indicates top ranked field before the change and the first axis indicates
top ranked field after the change. The cells are color coded by the share of applications with a given
before/after field combination within a before change field, in other words, the percentages on each
row sum to 100%. The policy parameter γ gives the fraction of capacities in Humanities which are

left, and conversely 1−γ gives the fraction of capacities in Humanities, which have been redistributed
across the other fields.
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Figure 1.D.4: Distribution of top ranked program by field before and after policy change,
γ = 0.5 and applicants update beliefs

Note: The figure shows the distribution of top ranked programs by the field before and after the
policy change. The second axis indicates top ranked field before the change and the first axis indicates
top ranked field after the change. The cells are color coded by the share of applications with a given
before/after field combination within a before change field, in other words, the percentages on each
row sum to 100%. The policy parameter γ gives the fraction of capacities in Humanities which are

left, and conversely 1−γ gives the fraction of capacities in Humanities, which have been redistributed
across the other fields.
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CHAPTER 2
Absence and Completion

among students in
Vocational Education

with Fane N. Groes and Edith Madsen

Abstract

We analyze the effect of school absence on program completion among a group
of students in Vocational Education and Training (VET) in Denmark. According
to human capital theory, being present in class and participating in class activities
is an important determinant of human capital formation and therefore the causal
effect of absence on educational performance is of interest. To analyze this effect
we use data on daily student attendance from the administrative systems of VET
schools in combination with register data on completion and student background
characteristics. There is a very strong correlation between absence and completion.
In order to identify the causal effect of absence on completion, we use local weather
conditions such as rain and wind as instruments for student absences. We further
introduce a new instrument for absences that uses variation over time in absences
for the individual student to support our results. We find that absences during
the first two weeks of a 20-week vocational school introductory program has large
and significant causal effects on the probability of graduation from the program.

2.1 Introduction
In this paper, we estimate the causal effect of school absence on the probability of
program completion for students in vocational education in Denmark. The impact of
absence on educational achievement is of obvious interest since most educational pro-
grams are based on the assumption that coming to and participating in class is an
important input in the skill formation process of the individual student. This together
with the fact that student absence in many education programs is substantial underlines
the importance of providing evidence of the impact of students being absent from class.
Moreover, the existing research on the topic is for students in elementary or academic
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upper secondary education and in general, there is limited research on student outcomes
in vocational education programs.

In our analysis, we consider the basic introductory program in specific vocational
programs. This is the focus of our analysis, as there is a very large dropout from this
part of the vocational education, see, e.g., Confederation ofDanishEmployers (2023)
and Groes et al. (2021). The basic course is school-based, runs over 20 weeks and it
is compulsory for all students. This part of vocational education is taking place at the
vocational schools and the classes consists of both practical and theoretical parts. Our
outcome is whether the students complete this part of the vocational education. We use
data on daily student attendance from the administrative systems at vocational schools
in combination with administrative register data from Statistics Denmark on education
spells and student background characteristics. Using two different types of instrumental
variable estimation strategies, we show that, for students in vocational education, the
causal effect of school absence on the probability of program completion is large and
significant.

Estimating the causal effect of absences is potentially plagued by endogeneity of
absence in that the same unobserved factors that affect individual student absence may
also be the ones that affect the student’s school outcomes. Examples of such factors are
the student’s ability level and motivation for learning. Analysis of the causal effect of
absence on educational outcomes is challenging especially because of data availability
on educational outcomes in combination with student absence and variation in student
absence that is uncorrelated with unobserved student factors.

To overcome the potential selection problem that arises from students self-selecting
into being absent from school, which might also correlate with completion, we propose
two different types of instruments for school absences. Our preferred strategy is a clas-
sical instrumental variable, where we use local weather conditions as instruments. The
second is a new instrumental variable approach where we use that student absences are
measured repeatedly over time giving a panel dataset of this variable.

In our first strategy we use that the number of days with precipitation and high
wind leads to more absences among a group of vocational students. Using our weather
variables as instruments for absence, we find a causal effect on the compliers of 1.4-
1.9, such that a 10-percentage point increase in absence during the first two weeks of
school causes between 14-19 percentage point decreases in the probability of completing
the 20 weeks introductory program. When analyzing heterogeneous effects, we find
that absence among students who do not live with their parents and students with no
previous labor market attachment or school enrollment has the highest correlation with
our weather instruments. This supports a hypothesis where students with less support
for getting out of the door in the morning and students who are not used to having a
scheduled start time for the day are the students driving our first stage results.

The second instrument is a panel data instrument, inspired by Arellano and Bover,
1995, where we make use of the fact that even though our outcome measure, completion,
is cross-sectional, we have repeated observations over time in absences. The idea is that
under some assumptions, we can remove the individual-specific fixed effect from student
absences and use this as an instrument for the average individual absence during the
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first two weeks of school.
Our analysis adds to a small but growing literature estimating the causal effect of

school absence on student’s educational outcomes. Using panel data which has within
student variation over time or between subjects, Cattan et al., 2023 and Liu et al.,
2019 find negative effects of absence on short-run academic outcomes and longer-run
educational and socioeconomic outcomes for students in elementary, middle, and high
school.

Aucejo and Romano, 2016 use variation in flu exposure across counties and time to
instrument for absences and find that a reduction in absence increases math and reading
scores among students in North Carolina public schools.

We contribute to this literature by analyzing the effect of absences in VET programs
on the probability of completion. This is an education area characterized by high dropout
and with students coming from low socioeconomic backgrounds. Accordingly this area
has a potentially high policy interest as students who do not complete vocational school
have a high probability of ending up as unskilled, see Groes et al., 2021.

Closest to our first instrumental variable approach is Goodman, 2014, which consid-
ers elementary and secondary school students and instruments absence with snowfall.
Goodman, 2014 separates between days with heavy snowfall that causes school closures
and days with moderate snowfall that affect individuals’ absences. He finds that ab-
sences and not school closures affect test scores because school closures affect everyone
at the school, and the teachers can change their teaching accordingly. Goodman, 2014
argues that heavy snowfall that causes school closures violates the exclusion restriction
as an instrument for student absence because the snowfall affects both absence and the
learning process through school closure.1 In our data, we do not have any days with
school closures; thus, our weather instruments affect only individual student absences
and not school closures.

Another threat to this identification strategy is if the weather event that causes stu-
dents to be absent from class also causes them to accumulate less human capital (lower
productivity) if coming to class. Several studies have shown that weather affects produc-
tivity. Dell et al., 2014 and Park et al., 2020 present evidence that high temperatures
affect labor productivity and disrupts learning time and Heissel and Norris, 2018 show
that hours of sunlight in the morning before school increases student test scores. Mellon,
2020 surveys the literature using weather as an instrument and encourages a thorough
discussion of why the exclusion restriction holds when using weather as an instrument.
In our paper, if the weather directly affects student productivity, this would violate our
exclusion restriction. We argue that since we use variation in precipitation and wind,
which we conjecture only affect how costly it is to get to school, they do not matter for
indoor productivity once students are at the school. We believe our results are strength-
ened by the fact that we use weather over short periods and only throughout Denmark,
which does not have large and permanent spatial differences in weather. Furthermore,

1Kristensen et al., 2020 and Gottfried, 2009, 2010 use background characteristics to control for selection
into absence or instruments absence with distance to school. Both of these approaches possibly suffer
from potential bias in estimating the causal effect of absence on school outcomes.
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we include school location and month fixed effects in our analysis, such that we use
weather variation within the season (students start at different points in time within a
given month and across years) and school location. Since Denmark is a country that
often experiences precipitation and high wind, all schools are built such that students
and teachers can comfortably undertake education during such weather conditions. How-
ever, extreme rain may affect how wet students and teachers get during their transport
to school, which can last for a while during the day and potentially affect productivity.
It could also be the case that heavy rain gives delays in the traffic. In that case it could
be that teachers are late to class, which in turn affects teacher productivity. There are
no extreme weather occurrences in our sample period and we therefore believe that our
exclusion restrictions hold, such that weather does not affect student productivity di-
rectly during our sample period.2 Further, we believe that our exclusion restrictions are
more likely to hold compared to studies using health shocks as instruments for absences.
This is because learning is less likely to be affected when the weather is bad compared
to when experiencing a health shock.

The second instrument we propose is inspired by the panel data literature. We
are interested in causally estimating the effect of average absence during the first two
weeks of school on the probability of completing an introductory course after 20 weeks.
Using the assumption of mean-stationarity from Arellano and Bover, 1995, we assume
that we can divide individual weekly absences into an additive individual-specific fixed
effect and a time-varying random component that are independent of each other. Under
this assumption, we can remove the individual-specific fixed effect by taking the weekly
difference, leaving only the time-varying random part of the weekly absences. If we
assume no correlation between the de-meaned part of absences and the regression error
in the completion regression, we can use it as an instrument for the average absence.
Because we only have repeated observations on the explanatory variables, the assumption
of mean-stationarity is stronger than the one required in a classical panel data setting
with repeated observations on both the explanatory and the dependent variable.

To our knowledge, we are the first to propose an instrument that requires panel data
on the explanatory variable but only cross-sectional data on the dependent variable.
Besides identifying the causal effect of absence on completion in this paper, we believe
this IV approach can be useful in other settings where researchers have repeated obser-
vations of the explanatory variable but only one observation of the outcome of interest.
Examples could be, measuring the effect of hours spent in daycare on long-run school
outcomes (grades, level of education etc.) or the effect of worker absence on the prob-

2Sarsons, 2015 shows that there is also threats to identification when using weather as in instrument
for the effect of income shocks on conflicts in developing countries. In our setting, we assume that
weather does not affect income or any other background characteristics. Auffhammer et al., 2013
survey potential pitfalls when using station level weather data. One concern is that the weather is
extrapolated using a grid, which together with the underlying data process of weather causes spatial
multi-collinearity that can lead to increased standard errors on the weather. In our data, the weather at
the different school locations is indeed highly correlated on a given day. However, we obtain variation
in weather across schools for the same starting month because students start at different dates across
educations and schools.
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ability of job promotion. It is important to emphasize that the method only controls
for endogeneity that arises because of an individual-specific fixed effect that is constant
over time.

Using the panel data instrument we find that the effect of average absence during
the first two weeks on completion is negative such that increases in absences decreases
the probability of completion. The panel instrument is currently a work in progress. As
we have high share of students with zero weekly absence during the first two weeks, the
first-difference across weeks does not remove the fixed effect for these students. We are
waiting for better data, which will help us overcome this issue.

To sum up our findings, using precipitation and wind as instruments for absence,
we find a large and significant negative effect of absence during the first two weeks on
the probability of completion from the second basic course. We support our results
with a new panel instrument that is still work in progress. The large effects of absence
on program completion from using the weather instruments, suggest high pay-offs for
policy interventions encouraging vocational education students to attend classes during
the first weeks of school. We leave this for future research.

The paper mainly contributes to three strands of the literature in addition to the
bodies of work we have discussed above. First, it contributes to the literature on what
causes absence from school. Currie et al., 2009 shows that days with high Carbon
Monoxide (CO) increase school absences for public school students in Texas and Zimmer,
2019 finds that visiting a doctor increase the absences among children ages 6 to 13.
There is also a small literature on how teacher quality affects student absenteeism where
Gershenson, 2016, Tran and Gershenson, 2018, and Liu and Loeb, 2019 show that
teachers significantly affect student absences. Our results include all types of absences,
both from sickness and absences that do not have a reason attached to them. The
first stage estimation using our weather instruments is similar in nature to estimating
the effect that Carbon Monoxide has on absences. The absences from doctor visits
and teacher quality should not affect the validity of using weather as an instrument
as long as neither doctor visits nor teacher quality is related to daily changes in the
weather. Our panel instrument uses individual variation over time, so this instrument
could potentially use variation from doctor visits, but the fixed effect of teacher quality
will be removed when de-meaning student absences. Finally, experimental evidence has
found that changing parental beliefs can reduce students’ absences in the early grades.
Rogers and Feller, 2016 and Robinson et al., 2018 show that a parent-focused intervention
on the beliefs about the importance of school attendance and their children’s placement
in the absentee distribution significantly decreases chronic absenteeism. Due to the large
effects, we find of student absences during the first two weeks of enrollment in vocational
school, we believe that the vocational education program in Denmark is another obvious
place to introduce interventions that reduce student absence.

Second, a complementing strand of the literature analyzes the effect of school days
or instruction time on educational outcomes. Analyzing the effect of school days on
student performance, Marcotte, 2007, Hansen, 2011, and Marcotte and Hemelt, 2008
use snow days to instrument for school closures and find that number of school days
before the exam positively affect the student test scores. Using variation in exam dates
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and intelligence tests given in the military, Fitzpatrick et al., 2011 and Carlsson et
al., 2015 show that more school days before the exam increase students’ test scores.
Groppo and Kraehnert, 2017 use difference-in-differences to show that severe winters in
Mongolia affect the medium- and long-run education outcomes, while Craig and Martin,
2019 find that eliminating student suspension increases student test scores. A different
way of increasing students’ time in school is by expanding the instruction time during
the day. Using reforms that change the school day length, Dominguez. Patricio and
Ruffini, 2018 show there is a positive effect on educational attainment by increasing
the school day in Chilean elementary and secondary schools and Lavy, 2020 shows that
increased time at school with more school resources lead to increase student achievement.
Finally, Lavy, 2015, Rivkin and Schiman, 2015, and Bingley et al., 2018 utilize within
student differences in taught hours across subjects to find a positive effect on test scores
and that these positive effects vary by the classroom environment. Our identification
strategy is also closely related to this last strand of literature. However, instead of using
within student variation and weather as exogenous changes in school length, we use
the variation to predict student absence, holding the school length and instruction time
constant. Goodman, 2014 and Aucejo and Romano, 2016 both show that the effect of
reducing absence is larger than a comparable effect of increasing instruction time. With
this in mind, the fact that we find particularly large effects of absences suggests we would
not find as large effects if we instead increased the instruction time in the vocational
education program.

Finally, this paper also contributes to the literature on student dropout from voca-
tional schools. Denmark, like Germany, Switzerland, and Austria, has what Eichhorst
et al., 2015 refers to as a dual system for the VET, which is characterized by a high
degree of formalization, vocational schools that provide the school-based part of the dual
apprenticeship, and accreditation of the firms that students train in during their appren-
ticeship. Vocational schools in Denmark have a large dropout rate and are constantly
under pressure to increase student completion.

At the same time, the students at vocational schools have relatively high absences
at an average rate of 7.5 percent of days during the first two weeks of school increasing
to around 12 percent at the end of week three. By providing causal evidence of student
absence on the probability of completion, our result hopefully contributes to a better
understanding of how to help students in vocational education.

By analyzing the causal effect of absence on the completion probability, we contribute
to the understanding of the vocational education system, where the economic literature
mainly has concentrated on the effect of obtaining a vocational education on labor
market outcomes (see Hanushek, 2012, Hanushek et al., 2017, Hampf and Woessmann,
2017, Bertrand et al., 2021, and Silliman and Virtanen, 2022). Stratton et al., 2017
analyze the probability of completion from vocational school, taking selection on grades
from mandatory school into account. They find that prior math scores are particularly
important for completion, which we also find in our results and therefore include as one
of the background characteristics in our estimation.

The remainder of the paper is organized as follows: Section 2.2 describes the Danish
VET system. Section 2.3 describes the data we use along with our sample selection
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criteria. Section 2.4 shows descriptive statistics. Section 2.5 describes our empirical
strategy. Section 2.6 describes our results. Finally, section 2.8 concludes.

2.2 Institutional setting
In Denmark, the present vocational education and training system (VET) was intro-
duced in 2014 and implemented in August 2015. The VET system consists of more than
100 types of vocational programs; a few examples of specific educations are carpenter,
electrician, and hairdresser.

The Danish VET consists of a basic program and the main program. The basic
program takes one year and is divided into two separate courses. Each takes 20 weeks
(excluding holidays) and consists of theoretical and practical classes where all teaching is
exclusively at the vocational school, which is in contrast to the main program where the
majority of the time is spent on internships away from the school. The main program
will typically take 3-3.5 years and alternate between school courses and apprenticeships,
where the latter takes place in a specific company or organization. There is an exam at
the end of both basic courses and the end of the main program.

The first basic course (GF1)3 is very broad and mainly meant to help the students
choose a specific education (for example, carpenter), which they will follow from the
second basic course and on through the main program. In general, class attendance is
compulsory for VET students, and the teachers and student counselors have to monitor
student absences and follow up on students being absent from classes. However, there
are no strict rules regarding the maximum absence allowed for a VET student.

This project is concerned with students enrolled in the second basic course (GF2).
Two possible channels allow students to enter the second basic course. The first channel
is through the first basic course, reserved for students who attend VET within two years
after completing the mandatory 9th or voluntary 10th grade. The second channel is for
students who completed their lower secondary education more than two years earlier.
These students start directly on the second part of the basic course, i.e., they skip the
first basic course. This means they choose a specific education at the beginning instead
of after half a year. Students over 25 years old attend the special VET for adults,
which can be with or without the second basic course and possibly with a shorter main
program.4 For older students, the vocational school will decide whether the person needs
the second basic course or whether he/she can start directly in the main program. The
special VET for adults takes up a large share of the students in the VET system. Having
many older students enrolled is very different from the upper secondary education (high
school) that prepares students for higher education programs. Here, most students are
under 20 years old, as most recently completed lower secondary education.

3We use GF1 and first basic course interchangeably for the remainder of the paper.
4The composition of 25+ study depends highly on their prior education and work experience. An
example of this could be a person who has worked several years as an unskilled carpenter and wants
to have formal education as a carpenter.
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The different types of students and their different pathways through the VET system
imply that many vocational schools have two starting dates for the second basic course
within a year: January and August. For example, students who recently completed lower
secondary school will typically start the first basic course in August and therefore start
the second basic course in January the year after. The other students begin immediately
with the second basic course and, therefore, can begin their education in either January
or August. Altogether, this means that the mix of students in the second basic course
can differ substantially depending on the time of the year.

Another feature of the Danish VET system is that it offers a VET education com-
bining general upper secondary education and vocational education and training (EUX).
EUX qualifies students for jobs as skilled workers and gives direct access to higher educa-
tion within a wide range of programs. In our analysis, we exclude students who combine
upper secondary education with VET.5

2.3 Data Sources and Sample Selection
For our analysis, we use three different data sources. We have collected data on ab-
sence from eight vocational schools that we merge with the Danish register data to get
student completion and background characteristics. We also merge our data with daily
meteorological observations and a measure of distance from the school.

2.3.1 VET School data
We collected our primary data on absence at eight primarily large vocational schools in
Denmark that offer technical education for this project.6

The data covers all individual spells at the schools for 2015-2019, including education,
institution, and start date.7

The data also contains information on the daily student class schedule, the number of
scheduled hours, how many hours the student attended, and the reason for not attending
to some extent. Schools classify student absence as either ”excused” (for example illness)
or ”not excused” (reason unknown). In this project, we do not distinguish between the
types of absence but instead consider total absence. We do this primarily because
many of the student absences have missing information on the cause, but also because
the type of absence is likely to be subject to miss-classification error. For example, a
5A full overview of the different pathways through the Danish VET system is found in appendix figure
2.A.1

6The schools were selected if they had a carpenter education to ensure we had one large education
represented at all the schools, to ensure that the number of observations was high.

7The data also includes the end date and reason for the end of a spell. We choose not to use this
information from the school data because the end of a spell date is unreliable since schools sometimes
overwrite the data if a student starts a new education. Further, the variable which contains the reason
for ending a spell has many missing observations.
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student might report being ill while the reason for absence is something else. In addition,
our starting point is that absence in itself, no matter the cause disrupts the instruction
and training of the student.

We consider absence within the first two weeks of classes in the second part of the
basic course. We do this for two reasons. Firstly, to avoid sample size issues. Students
drop out continuously, so we will not have information on some students for the last
weeks. Secondly, it is to avoid having to deal with shocks to the teaching/learning
process, which could correlate with both the dropout decision and absence. We elaborate
further on the second reason in section 2.5. Using the collected data, we construct our
measures of interest: individual percentage of absence during the first two weeks of the
second basic course.

2.3.2 Register data
We combine the school data with the register data from Statistics Denmark. We match
the school data by individual id, education, institution, and starting date to the Danish
Student Register (KOTRE), where we observe, by dates and school, each educational
enrolment spell and any credentials obtained from the students’ educations. We can
match 95.6 percent of the student spells from the school data to the register data. For
the majority of students, we match their spell by the exact matriculation date. For the
remaining students, we create matches by allowing the matriculation dates in the school
data to differ by up to 21 days compared with the register data, provided the education
and institution are the same and a sufficient number of observations in our data share
this matriculation date (we have chosen 15). For the analysis, we use the exact first day
as the start date, which is the information we have from the school data.

Completion information is, as mentioned earlier, only complete for some spells in
the school data, so we use the information in KOTRE to define our outcome, namely
completing the second basic course within seven months. In addition, we use the enrol-
ment status and the matriculation date from the register data to define the timing of
the completion.

For background characteristics of the students in the second basic course, we combine
data from five different administrative registers. First, from the Danish Student Register,
we observe, by dates, each educational spell the students have ever enrolled in and any
credentials obtained from these. We use this data to construct the highest completed
degree at the time of the first enrollment in the second basic course and an indicator
for students coming from the first basic course as well as previous unsuccessful attempts
at the second basic course. For individuals who completed 9th grade after 2002, we
observe the grades used to qualify for vocational and high school. Among all the grades
from the 9th grade, we chose the Danish and math grade received at the end-of-year
exam, which are national exams given to all 9th-grade students. Second, from the
demographics register (BEF), we extract background characteristics on age, sex, and
immigration status. Third, we use the Integrated Database for Labor Market Research
(IDA) to observe parents’ labor market status. Fourth, we obtain information on the
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parents’ highest completed education level from the education register (UDDA). Lastly,
we obtain information on students’ primary employment status during the year before
enrolment in the second basic course from the AKM register.

2.3.3 Weather and distance data
We combine our data with weather data from the Danish Meteorological Institute’s
(DMI) online service. DMI collects daily information on, e.g., wind, precipitation, and
temperatures from sensors dispersed over Denmark, so we have access to information on
the weather conditions at the municipality of the schools.8

For our analysis, we use aggregated measures of our weather observations. However,
since we observe both the weather and the students’ classes daily, we can use the students’
schedules during the first two weeks of school and, for each student, merge the weather
data by date and municipality for the days that the students have scheduled classes.
Since we can match our weather measures to the school days by date, students with
different start dates also have different weather observations during their first two weeks
of classes, even if they go to the same school. Further, students who, e.g., only have
nine days of scheduled classes are only matched to the weather during those nine days.

We create two primary weather measures for our analysis. We use daily millimeters
(mm) of precipitation and high wind speeds, which we average individually over the first
two weeks of scheduled school days. The chosen measures are mm of daily precipitation
and the highest average wind speeds in meters per second (ms) in a 10 min. interval.

Lastly, we combine our data with the distances between the parish in which the
student lives and the parish the school is located in. We define distance as the bird’s
flight distance from one parish’s centroid to another parish’s centroid. We include the
distance as a measure of the distance the student has to travel to school, and since most
students live relatively close to their respective schools, some of the usual concerns with
bird’s flight distance, such as crossing the sea, are not a problem. It is worth noting that
since we use parish-level measures, we lose the within-parish-level variation in distance,
although this is not a big concern as parishes are relatively small areas, and there is still
much between parishes variation.

2.3.4 Sample Selection
For our analysis, we restrict our sample to the period after a reform to the VET area
in Denmark, which was implemented on August 1, 2015. The reform introduced a new
structure, where the first part of the VET program is now divided into a first and a
second basic course. Furthermore, to follow the students up to seven months after their
8To generate municipality-level information, DMI uses information from the weather stations, which
are dispersed across the country. Based on the measures obtained from the weather stations, DMI first
generates a fine weather grid for the whole country and aggregates it to the municipality level. Thejill
et al., 2020 gives a more detailed description of the methods used to generate the grid and municipality
aggregation.
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enrollment in the second basic course, we select the last month of enrolment as August
2018 and focus on the two regular starts of the education during August and January.9
Finally, since our collected sample of schools primarily includes technical schools, we
restrict our sample to only include the seven largest VET programs carpenter, joiner,
electrician, smith, plumber, house painter, and mason.

The VET students in the second basic course have a high dropout rate, and the
schools have students dropping out every week. Therefore, we select students that stay
enrolled in the course during the first six weeks and have at least 15 scheduled hours
during each of the first two weeks to avoid including students who have already dropped
out in our measure of student absence. This leaves us with a final analysis sample of
5782 observations or 85,915 daily x student observations.

2.4 Descriptives
Table 1 shows means and standard deviations for the students’ characteristics and our
measures of interest, which are absence and completion. Column (1) presents the full
sample and Columns (2) and (3) present the sample split by whether or not the students
attended the first basic course prior to their enrollment in the second basic course. The
chosen VET educations are very male-dominated with on average 89 percent of students
being male. Most of the students in our analysis sample are natives (90 percent). The
average 9th-grade math and Danish grades are 4.4 and 4.7, which are lower than the
grades in the population, where the average overall grade is around seven (7.3 in 2018
(TheDanishMinistry of Education, 2018)). Further, around half of students (59%) live
with their parents, although this varies a lot by whether the students have attended the
first basic course or not. Students have, on average, ten days of school during the first
two weeks, corresponding to full school weeks, excluding weekends. Further, on average,
students have 5 hours of classes, excluding breaks, each day of which they are absent
for around half an hour. During the first two weeks, 43 percent of students have zero
hours of absence. Seventy percent of the students in our sample completed within seven
months, and this pattern is similar for students with and without the first basic course.
Thirty-two percent of the students in our analysis sample have attended the first basic
course.

Comparing the students with a prior first basic course in Column (2) to students who
start directly at the second basic course in Column (3), we see that they are more likely
to be males (96 compared to 86 percent) and on average younger (17 years compared
to 22 years). Students with a prior first basic course are also more likely to be natives
(94 percent) compared to students without (89 percent), where the difference mainly is
in the share of 1st generation immigrants (1 compared to 7 percent) while the share of
second-generation immigrants is similar.

Beyond the individual student characteristics, we also include parents’ education and
employment status, presented in Table 2. Most noticeably, 46 percent of students have
9This is an end of sample restriction made at the time we started the project.
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a parent where Vocational training is their highest education. In addition, a little over
70 percent of students have mothers and fathers who are employed, around 7 percent
have mothers or fathers registered as unemployed, 17 percent have mothers or fathers
who are out of the labor force, and 4-5 percent have mothers or fathers with missing
observations.

2.4.1 Pattern in Absences
We next turn to describe the patterns of absence in our data. Table 3 shows the weekly
patterns of absences for the first three weeks of school. In panel A, we see that the
percentage of absent students increases over the three weeks, with 27, 41, and 48 percent
absent for at least one hour during weeks 1, 2, and 3. The average hours of absence also
increase over the first three weeks, both unconditionally and conditionally on having
some absence, while the scheduled number of hours per week remains the same. When
we analyze the effect of absence on completion, we use absence in percent of scheduled
hours, which is presented in Panel B. Also here, we see that the students increase their
absence in percent over the first three weeks, both conditionally and unconditionally
on having some absence during a given week, although the increase from week 2 to 3,
conditionally on having positive hours, is smaller than from week 1 to 2. In panel C, we
see how the individuals’ absences correlate over weeks. The first row in Panel C presents
the weekly probability of having some absence for students who had some absence in
week 1. For these students, the probability of absence during week 1 is 100 percent by
definition. For weeks 2 and 3, they are 43 percent and 38 percent. Comparing these
percentages to the overall sample in row 1 of panel A, we can see that when we condition
on students with some absence in week 1, the share of students with some absence in
week 2 is similar to the unconditional share, while the share of students with some
absence in week 3 is lower than the unconditional share. This pattern is different for
students with some absence during weeks 2 and 3, presented in rows 2 and 3 in Panel C.
For both these types of students, having some absence in either week two or week three
is associated with a higher share of students with some absence than the unconditional
share in the other two weeks. These statistics suggest that the absences during week 1
are more random than the absences during week two and week three, which seems to be
more individual-specific.

We use average absence during the first two weeks as our variable of interest when
we analyze the effect of absence on completion. We saw from Table 1 that 43 percent
of students have zero absences during the first two weeks. In order to investigate the
heterogeneity in absence across students, we consider the distribution of average absence
within the first two weeks of class. In Figure 1 we show the distribution of average
individual absences during the first two weeks in bins of 10 percentage point absences.
Figure 1 shows some heterogeneity in student absence. Approximately 65 percent of
students are absent for 0 to 10 percent of the hours during the first two weeks, 18
percent of students are absent for 10 to 20 percent of the hours, 8 percent of students
are absent for between 20 to 30 percent of the hours, and few students are absent for than
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Table 1: Descriptive student characteristics

Full First Basic Course No First Basic Course
Mean (SD) Mean (SD) Mean (SD)

Male 0.890 0.959 0.858
(0.312) (0.198) (0.349)

Age 20.635 16.967 22.337
(5.261) (0.740) (5.580)

log(distance (km)) 2.408 2.505 2.363
(1.104) (0.909) (1.181)

Native 0.901 0.942 0.883
(0.298) (0.233) (0.322)

Immigrant 0.050 0.013 0.068
(0.219) (0.111) (0.252)

2nd gen. immigrant 0.048 0.045 0.050
(0.214) (0.208) (0.217)

Lives with parents (< 25) 0.590 0.955 0.421
(0.492) (0.207) (0.494)

Unemployed 0.016 0.000 0.024
(0.126) (0.000) (0.152)

In school 0.617 1.000 0.440
(0.486) (0.000) (0.496)

Other 0.123 0.000 0.180
(0.328) (0.000) (0.384)

Employed 0.203 0.000 0.298
(0.402) (0.000) (0.457)

Benefits recipient 0.040 0.000 0.059
(0.197) (0.000) (0.236)

9th grade danish score 4.358 4.245 4.419
(2.724) (2.145) (2.990)

9th grade math score 4.760 4.701 4.793
(3.081) (2.603) (3.314)

Daily hours (2 weeks) 5.189 5.198 5.184
(0.465) (0.466) (0.464)

Daily hours absence (2 weeks) 0.390 0.354 0.406
(0.652) (0.570) (0.686)

Days school (2 weeks) 9.924 9.972 9.901
(0.338) (0.208) (0.381)

Absence> 0 (2 weeks) 0.527 0.529 0.526
(0.499) (0.499) (0.499)

GF1 0.317 1.000 0.000
(0.465) (0.000) (0.000)

Graduated within 7 months 0.695 0.712 0.687
(0.460) (0.453) (0.464)

Observations 5782 1833 3949
Note: The tabel reports mean characteristics and standard deviations in parentheses for the
full sample and the sample split by whether the students have a prior spell in the first basic
course (second column), or not (third column). We do not observe 9th grade Danish and
Math grades for all students, the reasons for this are that the grades were not recorded in the
register before 2002 and also some students have not attended 9th grade in Denmark.
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Table 2: Descriptive parental characteristics

Full First Basic Course No First Basic Course
Mean (SD) Mean (SD) Mean (SD)

Highest completed parental education
Missing 0.053 0.017 0.069

(0.223) (0.131) (0.253)
Primary school 0.249 0.259 0.244

(0.432) (0.438) (0.430)
Highschool 0.036 0.027 0.040

(0.185) (0.163) (0.195)
Vocational school 0.465 0.556 0.422

(0.499) (0.497) (0.494)
Short track HE 0.051 0.056 0.049

(0.220) (0.229) (0.216)
Prof. BA 0.097 0.063 0.112

(0.295) (0.244) (0.315)
BA 0.006 0.003 0.007

(0.075) (0.057) (0.082)
MA/PhD 0.045 0.017 0.058

(0.208) (0.131) (0.234)
Fathers employment status
Employed 0.729 0.806 0.693

(0.444) (0.395) (0.461)
Unemployed 0.065 0.063 0.065

(0.246) (0.244) (0.247)
Out of the labor force 0.171 0.124 0.192

(0.376) (0.330) (0.394)
Missing 0.035 0.006 0.049

(0.185) (0.077) (0.216)
Mothers employment status
Employed 0.707 0.785 0.671

(0.455) (0.411) (0.470)
Unemployed 0.075 0.065 0.080

(0.264) (0.247) (0.271)
Out of the labor force 0.162 0.136 0.175

(0.369) (0.343) (0.380)
Missing 0.055 0.014 0.074

(0.229) (0.118) (0.263)
Observations 5782 1833 3949

Note: The tabel reports mean characteristics and standard deviations in parentheses for the full
sample and the sample split by whether the students have a prior spell in the first basic course
(second column), or not (third column).
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Table 3: Descriptive patterns in student absence

Panel A Week 1 Week 2 Week 3
Mean(SD) Mean(SD) Mean(SD)

Hours absence> 0 0.268 0.413 0.484
(0.443) (0.492) (0.500)

Hours absence 1.335 2.531 2.979
(3.268) (4.650) (4.783)

Hours absence (cond. > 0) 4.983 6.130 6.156
(4.658) (5.505) (5.264)

Hours 25.705 25.790 25.741
(2.603) (2.842) (3.033)

Panel B Week 1 Week 2 Week 3
Mean (SD) Mean (SD) Mean (SD)

Pct. absence 0.052 0.098 0.116
(0.127) (0.181) (0.187)

Conditional pct. absence 0.194 0.238 0.240
(0.181) (0.214) (0.206)

Panel C: Conditoinal on hours absence> 0 Share Share Share
Week 1 Week 2 Week 3

Week 1 1.000 0.428 0.388
Week 2 0.659 1.000 0.588
Week 3 0.702 0.689 1.000
Observations with positive absence 1549 2387 2798

Note: Panel A reports means and standard deviations in parentheses for different
measures of absence and hours for the first three weeks of the second basic course.
Panel B reports means and standard deviations in parentheses for weekly pct. absence
and weekly pct. absence conditional on having positive absence. Panel C reports the
conditional fractions of observations with positive weekly absence split by the three first
weeks. The rows indicate which week is conditioned on and the columns indicate which
week the fraction is for. Panel C also reports the number of observations with positive
absence in a given week. The table is based on the analysis sample containing 5782
observations.
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30 percent the hours. Figures 2 and 3 show the distribution of hours by education and
by whether the student had prior enrollment in the first basic course. Both Figures show
the same patterns as Figure 1, such that there does not seem to be much difference in
the absence distribution within the first two weeks across education or prior enrollment
in GF1.

Figure 1: Distribution of hours absent as a share of total hours for the first two weeks

Note: The figure has the share of students on the second axis and the percent hours absent on
the first axis. The first bare only includes students with zero absence.

We use the individual weekly variation in absences for the panel data instrument.
Table 3 describes the average weekly variation, and Figure 4 shows the daily absences
for all students and students with some absence during the day. In order to avoid
selection issues, the sample consists of students that have scheduled class every day
Monday through Friday during the first four weeks (20 weekdays). Figure 4 shows that
the unconditional daily absence increases over the first 20 days, although at a decreasing
rate. On the first day of school, around 4 percent of students are absent, and on day 20,
this has increased to around 17 percent. The percent of daily hours absent for students
with some absence during the day stays somewhat constant at around 65 percent of
daily absence, meaning the average student who is absent is so for around 4 out of 6
hours during the day.

The patterns in daily absence are much the same across all educations as illustrated
in Figure 5. However, when we look at the absence by whether the student has a prior
enrollment in the first basic course or not, Figures 1.6(a) and 1.6(b) show that the older
students starting directly on the second basic course grow to have a higher percent daily
absences and more absence on the days where they have some absence. So on days
the older students are absent, they tend to be absent for more hours than the younger
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Figure 2: Distribution of hours absent as a share of total hours for the first two weeks by
education

Note: The figure consists of 7 panels, one for each of the educations in our analysis sample.
The panels all have the share of students on the second axis and the percent of hours absent
on the first axis. The first bar in each panel only contains students with zero absence.

students illustrating that just using an indicator for daily absence may not capture this
type of heterogeneity in hours of daily absence. The last curiosity is that the percent
of daily absence conditional on having some absence varies over the days. The daily
absences are higher around days 1, 5, 10, 15, and 20. To the extent that students start
on a Monday, this shows that students who have some absence during the day have more
hours absent on Mondays and Fridays.

Finally, Figure 7 shows the relationship between the average absence during the first
two weeks of school and the completion of the second basic course. We see that the
relationship is very strong. Approximately 75 percent of the students with no or a very
low level of absence complete the education, whereas the number is approximately 55
percent for those with an absence level of 20 percent (corresponding to two full days of
absence during the first two weeks if the hours are equally distributed across weekdays).
Part of this relationship can most likely be explained by the fact that students with high
ability, effort, motivation, etc., are more likely to perform well in their courses and, in
the end, complete the second basic course and are more likely to attend class. Therefore,
we expect only part of the relationship to be a causal effect of absence on completion.
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Figure 3: Distribution of hours absent as a share of total hours for the first two weeks by
whether the students come from the first basic course or not

Note: The figure consists of two panels, the first is for students who start directly on the
second basic course and the second is for students from the first basic course. The panels both
have the share of students on the second axis and the percent of hours absent on the first axis.
The first bar in each panel only contains students with zero absence.
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Figure 4: Daily percent absence

Note: The figure has the daily percent absence on the second axis and days since the matriculation
date on the first axis.
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Figure 5: Daily percent absence by education

Note: The figure consists of 7 panels, one for each of the educations in our analysis sample.
The panels have daily percent absence on the second axis and days since the matriculation
date on the first axis.
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(a) Unconditional

(b) Conditional on positive daily absence

Figure 6: Daily percentage of absence by prior GF1 or not

Note: The figure consists of two panels. Both panels have days since initial enrollment on
the first axis and daily percent of absence on the second axis. Panel (a) displays the daily
unconditional percent of absence for students with a prior first basic course (red line) and
without a prior first basic course (blue line). Panel (b) displays the daily conditional percent
absence for students with a prior first basic course (dark grey line) and without a prior first
basic course (light gray line).
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Figure 7: Relationship between total absence during the first two weeks and completion ap-
proximated by polynomial regression

Note: The figure has the share of students completed within seven months on the second axis
and the percent of absence during the first two weeks on the first axis. The line is from the
kernel weighted polynomial regression of absence on completion.
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2.5 Empirical strategy
In this section, we describe our empirical strategy. According to human capital theory,
being present in class and participating in class activities is an important determinant
of human capital formation, and therefore, the causal effect of absence on educational
performance is of interest. In the previous section, we saw a strong correlation between
being absent from class within the first two weeks and the likelihood of completing the
second basic course. We expect part of the correlation between absence and course
completion to be confounded by underlying unobserved individual-specific factors such
as student ability and motivation, as it is likely that high-ability and high-motivation
students are more likely to come to class and to complete the course. Therefore, in order
to identify the causal effect of absence from class on the likelihood of completing the
second basic course, we consider two identification strategies:

a) Exogenous instruments based on meteorological measurements of weather condi-
tions

b) A panel data instrument for absence
We explain the strategies in detail below.

2.5.1 IV methodology using weather
Our main identification strategy relies on instruments based on daily meteorological
measurements of weather conditions at the vocational school locations. We use measures
of precipitation and wind in the first two weeks of the course to match the period for
which we measure absence. These precipitation and wind measures vary with year and
month (January and August weeks) and with the location of the school as well as with
the exact starting dates of the course (some start Monday in a given week, others start
Wednesday, and some start the week after). In addition, we control for year, month,
location, and education group fixed effects. Controlling for the combination of fixed
effects rules out the case where weather variations affecting all students’ absence in only
one year or month (or location or education) are driving the results.

To identify the effects of absence on graduation, we make use of a standard IV setup,
where we will use different specifications of weather during the first two weeks of the
second basic course as instrumental variables; hence we will run a 2SLS regression model
to estimate the effect of absence during the first two weeks of the second basic course
on the probability of graduating with the following first- and second-stage equations

āi = δ0 +Ziδ1 +Xiδ2 +λm +λy +λs +λe + vi (2.1)

yi = β0 + β1āi +Xiβ2 +γm +γy +γs +γe + ϵi , (2.2)

where yi is completion of the second basic course for individual i at the end of
the course. The explanatory variable of interest is āi , which is the individual-level



82 2 Absence and Completion among students in Vocational Education

average absence within the first two weeks of the course. We are mainly interested in
the parameter β1, which is the marginal effect of absence on completion. Xi is a vector
of exogenous covariates such as age, gender, immigrant status, parental education, and
parental labor market attachment Finally, γm, γy , γs, and γe are respectively month,
year, school, and education fixed effects.

Equation 2.2 is our equation of interest. We use this equation for the OLS regressions
and the second stage with instrumented average absence. For the instrument, we use
exogenous variation in the average weather, Zi , during the first two weeks of school to
predict average absence. More specifically, using weather during the first two weeks
of school, we use the percentage of days with precipitation above 3 mm as our first
instrument and the percentage of days with wind above 11 m/s for a 10 minute interval
as our second instrument. We use the instruments separately and together, as well as
interacted. We show that our result is robust to different definitions (cut-off values) of
the weather variables. This is explained in more detail in section 2.6.2.

2.5.2 Panel data instrument
In addition to the main identification strategy in Section 2.5.1, we supplement our anal-
ysis with instruments based on the availability of repeated observations over time of
individual absences (on a daily or weekly basis). The idea is that under specific as-
sumptions, we can remove the individual-specific fixed effects from absence, and then
under the assumption that there is no remaining correlation with the error term in
the regression equation, this provides an instrument for a more aggregated measure of
absence, e.g., the difference in weekly absence as an instrument for biweekly average
absence. Altogether, the underlying assumptions are stronger than those required in
the case with panel data observations of both the dependent and explanatory variables.
This type of assumption is well-known from the dynamic panel data literature, where
it is used to estimate the autoregressive parameter in a dynamic panel data model with
individual-specific fixed effects. In that setting, the estimation is done by using lagged
first-differences as instruments for the equation in levels. The assumption is known as
mean-stationarity and introduced in Arellano and Bover, 1995.

We consider the following regression model:

yiT = β0 + β1āi +Xiβ2 + ηi +uiT (2.3)
where yi is completion of the second basic course for individual i at the end of the

course after T time periods (20 weeks of school). Note that equation 2.3 is similar to
equation 2.2 except for notation where we have omitted the fixed effects in the notation
(they are included in the vector of exogenous covariates, Xi) and the error term is now
split in two parts.

The regression error consists of the two terms ηi and uiT . Note that we cannot
distinguish the two error terms from each other in the cross-section setting. We assume
that average absence āi is independent of uiT but can be correlated with ηi . The
first error term ηi captures individual-specific fixed effects such as student ability and
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the part of student motivation that is constant over time. The term ηi affects both
absence and the completion of the second basic course. The second error term uiT
captures all other unobserved parts of completion that, by assumption, are independent
of average individual absence within the first two weeks. The term uiT can contain both
individual-specific time-constant effects and individual time-varying shocks that happen
to the learning process during the 20 weeks of the course (for example, teacher quality
and things going on in and outside the class). Part of the identifying assumption is that
there is no reverse effect from learning process shocks to absence, i.e., āi is independent
of uiT , and this is also the reason for considering absence during the first two weeks of
class. We conjecture that after some time in class, we are more likely to find reverse
causality in the sense that shocks to the teaching/learning process that impact the gains
from the teaching in the class also has an impact on the likelihood of coming to class in
later weeks. We find it plausible that this reverse effect is not present within the first two
weeks of class, where students are finding out what the course is about and attendance
is possibly less influenced by realizations of gains from attending class. Another part of
the identifying assumption is that the effect of absence in weeks one and two is the same
such that there is only one endogenous variable in the regression equation of interest.

Letting ait be absence within a week, t, we assume

ait = ãit +αi (2.4)

where ãit and αi are independent of each other with mean zero and ãit is independent
of the regression errors ηi and uiT . The individual-specific effects αi and ηi can depend
on each other, and the dependency between absence and the regression error happens
through this term. Altogether this implies that the first-differences ∆ai2 = ai2 − ai1 =
ãi2 − ãi1 are independent of ηi such that E [∆ai2(ηi +uiT )] = 0. In addition we have
that E [(ai1 + ai2) (ai2 − ai1)] = E(ã2i2) − E(ã

2
i1) such that ∆ai2 is a valid instrument for

(ai1 + ai2) if the second order moments of ãit are not constant over time. We can test
whether this holds in the first-stage regression. In addition, any function of ∆ai2 can be
used as instrument for (ai1 + ai2), for example ∆a2i2 (this requires assumptions on third
order moments) or |∆ai2|. Note that ãi1 and ãi2 can be dependent over time. Altogether
the assumption on absence ait means that ait must be additive in the individual-specific
effect αi such that we can remove the term by subtracting the individual-specific mean.
As mentioned above, this assumption is referred to as mean-stationarity in the panel data
literature, see Arellano and Bover, 1995. The assumption rules out that low- and high-
ability students can have different trends in absence over time, and therefore it cannot
be the case that low-ability students increase absence over time more than high-ability
students but they can have permanent high level of absence. In the situation with more
than two observations over time of absence that are exogenous except for the αi-part,
the instruments will be the individual-mean corrected absences (or first differences of
absences) at the different periods. The approach requires that absence is a continuous
variable such that it can be expressed in a linear additive form as in equation 2.4. We
discuss this in more details in the next section.
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2.6 Results
This section presents our results regarding the effect of absence during the first two weeks
of school on the probability of completing the second basic course. We first present the
baseline OLS estimates of equation 2.2. Second, we present the results from using our
chosen instruments based on meteorological observations, presented in section 2.5.1, and
include first-stage estimates as well. In all the estimations, we use the average percent
of hours absent during the first two weeks of school as our variable of interest and an
indicator of whether the student has completed the second basic course within 7 months
after graduation as our outcome variable. We also show the results are robust to using
percent days with some absence rather than percent hours absent during the first two
weeks.

Third, we support our results from the main specifications with the panel data in-
strument from section 2.5.2. We see that the results are qualitatively similar to our
main results, using meteorological weather observations as instruments. We include the
first-stage estimates and robustness checks where we condition the sample on students
with some absence.

2.6.1 OLS results
Table 4 shows the OLS results from estimating the effect of absence within the first two
weeks on completion from equation 2.2. The table presents results for three different
groups where panel A includes the full sample, panel B only includes students with a
prior spell in the first basic course and panel C only includes students without a prior
spell in the first basic course. The table’s columns show how the coefficient on absence
changes as we add controls and fixed effects sequentially. The relationship between
absence during the first two weeks and completion probability is highly significant and
stable around a coefficient of approx −1 for all three groups. In column (7), we see that
including all the controls and month, year, education group, and school fixed effects,
the OLS estimates for all students indicate that a 10 percentage point increase in hours
absent (corresponding to one full day of absence) during the first two weeks is associated
with a 9.1 percentage point lower probability of completing within seven months.

In appendix table 2.A.1 we present the raw OLS results for percent days with some
absence instead of percent hours of absence. The estimates are similar in magnitude
and size as the ones for percent hours of absence in table 4 and they remain stable as
we include more control variables.

The censoring of absence at zero is a concern for our panel data instrument because it
introduces a non-linearity in absences. Therefore, we also present all results conditional
on students with some absence in at least two weeks, leaving us with approximately 18
percent of the sample. Table 5 presents the OLS estimates for absence within the first
two weeks as explanatory variable when we condition on only including students with
some absence in both weeks. In table 5, we see that the association between completion
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Table 4: The Effect of pct. Hours Absence during the first two weeks on Graduation: OLS
results

Graduated Graduated Graduated Graduated Graduated Graduated Graduated
(1) (2) (3) (4) (5) (6) (7)

Panel A: All
Pct. absence -1.039*** -0.916*** -0.906*** -1.037*** -1.032*** -1.030*** -0.909***

(0.046) (0.047) (0.048) (0.047) (0.048) (0.049) (0.047)
Observations 5782 5782 5782 5782 5782 5782 5782
R-squared 0.081 0.144 0.154 0.081 0.095 0.096 0.174
Panel B: With GF1
Pct. absence -1.030*** -0.902*** -0.908*** -1.033*** -1.061*** -1.065*** -0.948***

(0.132) (0.119) (0.119) (0.132) (0.134) (0.135) (0.119)
Observations 1833 1833 1833 1833 1833 1833 1833
R-squared 0.062 0.133 0.146 0.063 0.087 0.088 0.183
Panel C: Without GF1
Pct. absence -1.039*** -0.909*** -0.898*** -1.036*** -1.001*** -0.997*** -0.883***

(0.055) (0.061) (0.061) (0.056) (0.055) (0.056) (0.061)
Observations 3949 3949 3949 3949 3949 3949 3949
R-squared 0.088 0.159 0.169 0.091 0.104 0.107 0.189
Student controls No Yes Yes No No No Yes
Parent controls No No Yes No No No Yes
Year/Month FE No No No Yes No Yes Yes
School/Education FE No No No No Yes Yes Yes

Notes: The table shows the raw OLS estimates for pct. absence during the first two weeks on graduation (0/1). The bottom panel
indicates if student controls (age, immigration status, log distance, male, 9th grade danish score, 9th grade math score, and labour market
attachment prior to enrolment), parent controls (highest completed parental education, mothers and fathers labour market attachment),
year and month fixed effects, and school and education fixed effects are included in the model in the respective column. Panel A uses the
full sample, Panel B only uses students with a prior GF1, and Panel C only uses students with no prior GF1. Standard errors clustered
on the school by start date level are reported in parentheses. Significance levels are reported as *** p<0.01, ** p < 0.05, * p < 0.1.

and absence within the first two weeks is lower when we condition on some absence than
the unconditional absence in table 4. As we saw in table 4, the point estimate in table
5 is only slightly smaller (towards zero) when we include control variables.

The fact that all the estimates are robust to the inclusion of the different control
variables suggests that the students only, to a small extent, select into being absent
based on observed characteristics. However, the OLS effect of absence on completion
might still suffer from potential bias due to unobserved omitted factors, in particular
unobserved individual heterogeneity that is constant over time, which is why we continue
with our strategy for the panel data instrument.

2.6.2 Weather Instrument Results
2.6.2.1 First-stage Results, Weather Instrument
Table 6 shows the first-stage estimates for the different weather instruments in column
(1) percent days with over 3 mm precipitation during the first two weeks, in column (2)
percent days with average wind speeds above 11 ms for 10 minutes, in column (3) the
two instruments jointly, and in column (4) the two instruments jointly along with their
interaction. Panel A reports the first-stage estimates for the full analysis sample. We
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Table 5: The Effect of pct. Hours Absence during the first two weeks on Graduation, condi-
tional on two weeks positive absence: OLS results

Graduated Graduated Graduated Graduated Graduated Graduated Graduated
(1) (2) (3) (4) (5) (6) (7)

Panel A: All
Pct. absence -0.642*** -0.635*** -0.605*** -0.629*** -0.624*** -0.614*** -0.587***

(0.08) (0.08) (0.08) (0.08) (0.08) (0.08) (0.08)
Observations 1021 1021 1021 1021 1021 1021 1021
R-squared 0.050 0.160 0.192 0.055 0.069 0.073 0.224
Panel B: With GF1
Pct. absence -0.761*** -0.829*** -0.800*** -0.763*** -0.812*** -0.832*** -0.873***

(0.19) (0.18) (0.19) (0.19) (0.19) (0.20) (0.19)
Observations 341 341 341 341 341 341 341
R-squared 0.047 0.141 0.166 0.051 0.081 0.087 0.234
Panel C: without GF1
Pct. absence -0.577*** -0.571*** -0.547*** -0.578*** -0.530*** -0.531*** -0.515***

(0.09) (0.08) (0.08) (0.09) (0.09) (0.09) (0.08)
Observations 680 680 680 680 680 680 680
R-squared 0.045 0.189 0.229 0.053 0.073 0.078 0.268
Student controls No Yes Yes No No No Yes
Parent controls No No Yes No No No Yes
Year/Month FE No No No Yes No Yes Yes
School/Education FE No No No No Yes Yes Yes

Notes: The table shows the raw OLS estimates for pct. absence during the first two weeks, conditional on some absence in both weeks,
on graduation (0/1). The bottom panel indicates if student controls (age, immigration status, log distance, male, 9th grade danish
score, 9th grade math score, and labour market attachment prior to enrolment), parent controls (highest completed parental education,
mothers and fathers labour market attachment), year and month fixed effects, and school and education fixed effects are included in the
models in the respective column. Panel A uses the full sample, Panel B only uses students with a prior GF1, and Panel C only uses
students with no proir GF1. Robust standard errors are in parentheses. Significance levels are reported as *** p<0.01, ** p < 0.05, *
p < 0.1.

see that wind is separately significant on the 5% significance level, while precipitation
separately and their interaction is significant on the 10% level for the full sample. We see
the same pattern, although with larger and more significant coefficients and F-values, in
panel C, which contains the estimates for the students who did not attend the first basic
course before their enrollment in the second basic course. In panel B, which reports
estimates for the students who attended the first basic course before their enrollment in
the second basic course, we see insignificant coefficients for all columns. Further, all the
columns have very low F-values indicating that our weather measures are not suitable
candidates as instruments for the students who attended the first basic course prior to
their enrollment in the second basic course. The fact that none of the coefficients are
significant leads us to conclude that the weather instruments are only appropriate for the
students without a prior enrollment in the first basic course, and we, therefore, primarily
focus on this group in our main analyses.10 The first-stage results for panel C all point

10A potential reason why the older students react more to weather conditions is that they have been
out of school for a number of years and many of them have also not held a job prior to enrolling in
vocational school. Because they are less used to getting out the door in the morning, the marginal
student may be more likely to be affected by the weather relative to the younger students who have
not tried anything but attending school every day. This may also be true for the students who live
without their parents relative to students not yet having moved away from their parents. We will
analyze these heterogeneous effects in Section 2.6.2.4.
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in the expected direction, namely that students are more absent over the first two weeks
when there are more days with precipitation or high wind speeds.

Table 6: First-stage estimates for the different specifications of weather instruments, percent
hours absent used as outcome (2 weeks)

Pct. hours absent Pct. hours absent Pct. hours absent Pct. hours absent
(1) (2) (3) (4)

Panel A: All
Pct. days with precipitation > 3mm 0.032 0.022 0.004

(0.020) (0.022) (0.019)
Pct. days with wind>11ms 0.039** 0.034** 0.029*

(0.015) (0.017) (0.017)
Precipitation X wind 0.076

(0.057)
Observations 5782 5782 5782 5782
F 2.42 6.51 3.82 3.06
Panel B: With GF1
Pct. days with precipitation > 3mm -0.035 -0.033 -0.033

(0.029) (0.028) (0.037)
Pct. days with wind>11ms 0.023 0.018 0.018

(0.028) (0.026) (0.036)
Precipitation X wind 0.000

(0.092)
Observations 1833 1833 1833 1833
F 1.49 0.70 0.88 0.68
Panel C: Without GF1
Pct. days with precipitation>3mm 0.082*** 0.058** 0.019

(0.026) (0.027) (0.023)
Pct. days with wind > 11ms 0.09*** 0.073*** 0.063***

(0.020) (0.021) (0.021)
Precipitation X wind 0.172*

(0.090)
Observations 3949 3949 3949 3949
r2
F 9.76 19.51 12.59 11.27

Notes: The table shows the first-stage estimates for the different specifications of the weather instruments on our endogenous measure of
interest, pct. hourss absent during the first two weeks. All models contain additional controls (age, immigration status, log distance, and
male), year and month fixed effects, and school and education fixed effects. Panel A uses the full sample, Panel B only uses students with
a prior GF1, and Panel C only uses students with no prior GF1. F-tests for joint significance are reported for each panel. Standard errors
clustered on the school by start date level are reported in parentheses. Significance levels are reported as *** p<0.01, ** p < 0.05, * p < 0.1.

To show that these first stage estimates are not only occurring for our particular
values of precipitation and wind, tables 2.A.3 and 2.A.5 respectively show the first-stage
estimates for a range of precipitation and wind specifications for the students without
a prior GF1 spell. Table 2.A.3 shows that for any cutoff of precipitation, the first stage
estimates are significant at the 1 percent level however, the F-values for the first stage
are higher for smaller values of the precipitation cutoff. The F-value is highest when we
count days with above 1 mm of precipitation. For days with wind speed above a certain
cutoff, table 2.A.5 also shows significant first stage estimates for a range of different
wind speeds and with F-values from 10 to 19 for wind speeds from 10 ms to 13 ms.

To further explore the variation in precipitation and wind, figures 2.A.2 and 2.A.3
show the share of students exposed to the different cutoff values. Figure 2.A.2 shows that,
respectively, 65 and 80 percent of students without and with GF1 experience at least one
day with precipitation above 1 mm. For our chosen value of 3 mm these numbers are 70
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and 50 percent of students without and with GF1. The share of students experiencing
high winds are somewhat higher with around 97 and 98 percent of students without and
with GF1 experiencing at least one day with wind above 11 ms.

2.6.2.2 Main Results: Weather Instruments
Table 7 contains our main results, the IV estimates of the effect of being absent during the
first two weeks on the probability of graduating based on our second-stage specification
in equation 2.2 with the weather instruments. As mentioned in section 2.6.2.1, we only
report results for students without a prior spell in the first basic course, as the first-stage
check showed that our weather instruments are not suitable for the group with a prior
spell in the first basic course. Therefore, we display the second-stage estimates for the
joint analysis sample and students with a prior spell in the first basic course in appendix
table 2.A.2.

Column (1) of table 7 reports the second-stage estimate for precipitation as an in-
strument for percent hours absent. We see that students are estimated to be 1.95
percentage points less likely to graduate when they are 1 percentage point more absent
in hours; This roughly corresponds to a 20 percentage point decrease in the probability
of graduating when they have one additional day of absence during the first two weeks
of courses.11 The pattern for columns (2)-(4) are similar, although the estimated co-
efficients are slightly smaller in absolute size, with 1.06 − 1.36 percentage points. The
coefficient in column (2), with our measure of wind as an instrument, is not significant,
although when coupled or interacted with precipitation in columns (3) and (4) the coeffi-
cient on absence is significant. Further, the first-stage F-values range from 9.76−19.51,
and we can reject the null on the 1% significance level for the Anderson Rubin wald test
for column (1) and at the 5% significance level for column (3) and (4) .

We can again explore how the estimates vary over the precipitation and wind cutoff
values. In tables 2.A.4 and 2.A.6 we show the second-stage estimates for different pre-
cipitation and wind specifications and in table 2.A.7 we show a matrix of second-stage
estimates for the different joint precipitation and wind specifications. Table 2.A.4 show
that the second-stage estimates are significant for counting days with 1, 3, 4 and 5 mm
precipitation and that our chosen specification of 3 mm has the highest significance level
at 5 percent. The coefficients that are significant at the 10 percent level vary 1.69 to
2.19, such that our chosen specification with a 2SLS estimate of 1.95 is somewhere in the
middle. For different specifications of wind, table 2.A.6 shows that other cutoffs than
11 ms, indeed have significant second-stage estimates, such that future research should
perhaps focus on using a cutoff of 12 or 13 ms rather than the 11 that we chose in the
main specification. Table 2.A.7 shows the ranges of second-stage estimates when both
precipitation and wind are included. Also here we see that we can reject the null at a
lower significance level for the Anderson Rubin wald test if we use a cutoff of 12 ms or

11To roughly translate the interpretation of the coefficient from a 1 percentage point increase in absence
to one more day of absence, we can multiply the estimated coefficients with 10, which table 2.4 shows
is the average number of school days during the first two weeks.
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Table 7: Effect of absence on probability of graduation: 2SLS with weather as
IV for absence (2 weeks)

Graduated Graduated Graduated Graduated
(1) (2) (3) (4)

Pct. hours absent -1.952** -1.059 -1.404** -1.357**
(0.928) (0.817) (0.636) (0.611)

Observations 3949 3949 3949 3949
First-stage F 9.76 19.51 12.59 11.27
AR p-value 0.004 0.205 0.018 0.045
Precipitation > 3mm Yes No Yes Yes
Wind > 11ms No Yes Yes Yes
Precipitation×Wind No No No Yes
The table reports second-stage estimates. The dependent variable is a dummy indicating
if the student has graduated within 7 months (0/1). The bottom panel contains indicators
for which instruments have been used in the first-stage estimation. The instruments used
are pct. of days with over 3 mm of precipitation within the first two weeks, pct. days
with average windspeed above 11 ms for a 10 min. interval, and the interaction of these
two instruments. All models further include the log distance from students parish to
the schools parish, age dummies, a dummy for males, dummies for first and second
generation immigrants, and year, month, school, and education fixed effects. Standard
errors clustered on the school by start date level are reported in parentheses and the
reported F-values are from the first-stage. AR p-values are from the Anderson-Rubin
wald test. Significance levels are reported as *** p<0.01, ** p<0.05, * p<0.1.

13 ms for 3 mm of precipitation. If we use days with 13 ms wind and days with 3 mm
precipitation, the 2SLS coefficient is 1.69 and is significant at the 1 percent level with
an F-value of 13.26.

2.6.2.3 Robustness Results: Weather Instrument
Our results are robust to the definition of absence. We run the same estimations with
percent days with some absence rather than percent of hours absent. The idea being
that days with precipitation and wind will affect either being late for school or being
absent the entire day. Categorizing percent days with any absence during the first two
weeks of school is a variable from zero to 100, where being absent half an hour or the full
day, will give the students 10 percentage point (1 day out of ten) more absence. This
is the same way we define the instruments. Table 2.A.8 shows the first-stage estimates
for students without GF1 when we use percent days with positive absence. We see that
both days with precipitation and days with wind are significant at the 5 percent level
although with lower F-statistics than when we use percent hours absence. Using both
instruments does not give any additional significance. Together the results show that
days with precipitation and wind better predict variation in percent hours of absence
rather than days with any absence. This could be explained, for example, if students
have a tendency to miss the first class on all days, independent of the weather but that
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bad weather makes the students miss the entire day. This would give a higher percentage
absence on the days with bad weather and would therefore make the weather variable
have higher correlation with percent hours of absence rather than days with some absence.
Using absence in percent days, table 2.A.9 shows the second-stage estimates of students
without a prior GF1 enrollment. The estimates are significant at the 10 percent level
and have slightly higher point estimates than when we use percent hours absent. This
is such that 10 percentage point more absence (e.g. 1 day more absent during the first
10 days of school) translate into 20 percentage point lower probability of completing the
GF2 course.

2.6.2.4 Heterogeneous effects: Weather Instrument
The fact that the weather instrument only affects percent hours absent for the students
without a prior GF1 enrollment can be due to many different reasons. As we saw in
section 2.4 the two groups with and without a prior GF1 are different on many observable
characteristics. Two of these characteristics are the fact that only 42.1% percent of the
students without a GF1 do not live with their parents (compared to 95.5% of students
with a GF1) and that one quarter have neither worked nor been enrolled in school the
year prior to enrollment. In this section, we show how the results vary across these two
characteristics for the students without a GF1. The idea being that we want to check
if weather affects absence more for students who do not live with their parents (who
can encourage them to go to school even if it rains) and students who are not used to
having a time to start the day because they have not been in school or at work the
year prior to enrollment. Besides differing between students with and without GF1, our
hypothesis is that these two characteristics are also likely to correlate with students who
are more likely to be affected by weather conditions when they decide to go to school
in the morning. We will test this below. Finally, we show heterogeneous results across
math grades from 9th grade to test if weather is a stronger instrument for students with
low or high grades.

The results on the heterogeneous effects are presented in tables 2.A.10, 2.A.11, and
2.A.12. The first row in each table presents the second stage estimates, the second
row the OLS estimates and row three and four the first stage estimates for the two
instruments. When we divide students by living with or without parents, in table 2.A.10,
we see that the OLS estimates do not differ much across the groups. However, for the
precipitation instrument, the results are driven by students not living with their parents.
For this group the first-stage coefficients are much larger than for the group of students
living with their parents. Further, the F-statistic is 24 for the precipitation instrument,
which is also much larger than for the group of students living with their parents who
only have an F-statistic of 1. Together, the results from table 2.A.10 show that our
hypothesis holds for students not living with their parents as weather is a stronger
predictor for their absence, which affects completion.

For students with and without a prior stable attachment (prior enrollment in school or
employed), shown in table 2.A.11, the OLS estimates are larger for the group of students
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without a prior stable attachment indicating that the correlation between absence and
completion is stronger for the group of students with no stable attachment. The first
stage estimates show that weather predicts absence for both groups but the correlation
is stronger for the group of students with no stable attachment. In this sense our
hypothesis seems to also hold for students without a prior attachment, although there
is no significant effect on completion for students without a prior attachment, most
likely due to the smaller sample size. The first-stage estimates translate into significant
second-stage estimates for the group with a stable prior stable attachment, although
with higher point estimates. We consider this as work in progress, and will look further
into this in the future.

Finally, when dividing the sample by high and low math grades from 9th grade,
table 2.A.12 shows that the OLS estimates are almost the same for high and low grade
students. In the first-stage we see that the weather is more correlated with absence for
the low grade students, but the second stage estimates are insignificant. For the high
grade students, the second-stage estimates are significant and around twice as large in
magnitude as our main results, but the F-statistics of these regressions are low and we
therefore do not want to interpret further on these estimates.

2.6.3 Panel Data Instrument Results
2.6.3.1 First-stage Results, Panel Data Instrument
To support our main analysis using different weather measures as an instrument, we
implement the same analysis using our panel data instruments.

The panel data instrument is the first difference in average absence between two weeks
and functions of the first difference that are the difference squared, the first difference
and the difference squared together, and the absolute difference.

Table 8 shows the first-stage estimates from the four different specifications of our
instrument for average absence during the first two weeks. The table reports the results
for the full sample in panel A, students with a prior first basic course in panel B, and
students without a prior first basic course in panel C. All of the instrument specifications
correlate significantly with average absence, and if we focus on panel A, the reported
F-tests are all above 100. However, a significant driver of the high F-values is that more
than 80 pct. of the observations have at least one week out of two with zero absence
resulting in a perfect correlation between average absence and the absolute value of the
first difference for these observations. The model does not take the censoring of absence
into account.

Therefore, we also perform the first stage estimation on the sample conditional on
some absence. In this regression, we include students with absences in the first and
second weeks of school. The results are presented in table 9 and show similar results,
with all first-stage estimates significant and relatively high F-values. As before, we know
that the high F-values, especially for the instrument using the absolute value of the first
difference, are partly driven by many observations, with absence in either week one or
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week two being close to zero. Further, although the conditioning on positive values of
absence may eliminate some of the bias from using a censored variable, it introduces a
negative correlation between ãit and ηi in equation 2.4 such that the two are no longer
independent and the instrument is therefore not valid. Even though this is the case,
we proceed with a description of the results and afterwards briefly discuss a potential
avenue of future research to the setup of the panel data instrument.

Table 8: First-stage estimates for the different specifications of the panel data instrument, percent
weekly hours absence for the first two weeks used as outcome

Pct. hours absent Pct. hours absent Pct. hours absent Pct. hours absent
(1) (2) (3) (4)

Panel A: All
Diff. pct. absence 0.232*** 0.041***

(0.015) (0.010)
Diff. pct. absence sq. 0.766*** 0.731***

(0.028) (0.028)
Abs. diff. pct. absence 0.577***

(0.011)
Observations 5782 5782 5782 5782
F 255.63 740.30 374.71 2836.75
Panel B: With GF1
Diff. pct. absence 0.201*** 0.042**

(0.033) (0.019)
Diff. pct. absence sq. 0.755*** 0.723***

(0.041) (0.040)
Abs. diff. pct. absence 0.564***

(0.017)
Observations 1833 1833 1833 1833
F 37.44 337.72 175.97 1089.87
Panel C: Without GF1
Diff. pct. absence 0.242*** 0.041***

(0.016) (0.012)
Diff. pct. absence sq. 0.764*** 0.728***

(0.034) (0.034)
Abs. diff. pct. absence 0.580***

(0.013)
Observations 3949 3949 3949 3949
F 227.40 514.78 265.52 2076.57

Notes: The table shows the first-stage estimates for the different specifications of the panel instrument on our
endogenous measure of interest, pct. hours absent during the first two weeks. All models contain additional
controls (age, immigration status, log distance, and male), year and month fixed effects, and school and
education fixed effects. Panel A uses the full sample, Panel B only uses students with a prior GF1, and Panel
C only uses students with no proir GF1. F-tests for joint significance are reported for each panel. Standard
errors clustered on the school by start date level are reported in parentheses. Significance levels are reported
as *** p<0.01, ** p < 0.05, * p < 0.1.
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Table 9: First-stage estimates for the different specifications of the panel data instrument, percent
weekly hours absence for the first two weeks used as outcome. Sample condtioned on two weeks
positive absence

Pct. hours absent Pct. hours absent Pct. hours absent Pct. hours absent
(1) (2) (3) (4)

Panel A: All
Diff. pct. absence 0.147*** 0.0486***

(0.0257) (0.0173)
Diff. pct. absence sq. 0.613*** 0.579***

(0.0379) (0.0367)
Abs. diff. pct. absence 0.475***

(0.0240)
Observations 1021 1021 1021 1021
F 32.86 261.4 130.4 391.1
Panel B: GF1
Diff. pct. absence 0.210*** 0.0643**

(0.0495) (0.0316)
Diff. pct. absence sq. 0.758*** 0.697***

(0.0791) (0.0797)
Abs. diff. pct. absence 0.537***

(0.0438)
Observations 341 341 341 341
F 18.03 91.76 47.79 150.6
Panel C: without GF1
Diff. pct. absence 0.117*** 0.0354*

(0.0295) (0.0209)
Diff. pct. absence sq. 0.560*** 0.538***

(0.0440) (0.0427)
Abs. diff. pct. absence 0.444***

(0.0308)
Observations 680 680 680 680
F 15.62 162.0 81.19 207.9

Notes: The table shows the first-stage estimates for the different specifications of the panel instrument
on our endogenous measure of interest, pct. hours absent during the first two weeks, conditional on some
absence in both weeks. All models contain additional controls (age, immigration status, log distance, and
male), year and month fixed effects, and school and education fixed effects. Panel A uses the full sample,
Panel B only uses students with a prior GF1, and Panel C only uses students with no proir GF1. F-tests for
joint significance are reported for each panel. Standard errors clustered on the school by start date level are
reported in parentheses. Significance levels are reported as *** p<0.01, ** p < 0.05, * p < 0.1.
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2.6.3.2 Results: Panel instrument

As mentioned, to support our main results based on the weather measurement instru-
ments, we present the second stage of the IV-estimation, using the panel data instrument
for the first two weeks of absence, unconditionally and conditionally on positive absence
during both of the two weeks. The results come with the caveat from section 2.6.3.1
that the high F-values are to a large extent driven by a high number of observations
with zero absence in either of the the two weeks. Table 10 contains the second stage
estimates of the effect of being absent during the first two weeks on the probability of
completion based on the four functional forms of ∆ai2 = ãi2 − ãi1 from equation 2.4. All
columns have completion within seven months as the outcome variable and contain our
endogenous variable of interest, absence, measured as percent hours of absence during
the first two weeks. We include all controls and month, year, education group, and
school fixed effects in all estimations. The bottom panel indicates, for each column,
which specification of the first difference in percent hours absent during the first two
weeks has been used as the instrument in the associated first-stage regression presented
in section 2.6.3.1. We further report first-stage F test values as a measure of the strength
of our instruments and p-values for the Anderson-Rubin Wald test, which is robust to
weak instruments (Anderson & Rubin, 1949).

In panel A of table 10, which reports results for the full sample, we find that an
increase of a 10 percentage point in hours of absence results in a decrease of 7− 10.07
percentage points in the probability of completing, and this roughly corresponds to
being absent for one additional day during the first two weeks of school, decreases the
probability of completing with 7−10.07 percentage points. These second-stage estimates
are close to the OLS estimate of −1.03, including all control variables and fixed effects;
this is most likely caused by the high mechanical correlation between average absence
and the first differences in absence when absence in one week is zero. Moving on, we
see that panel B, conditional on students with a prior spell in the first basic course, and
panel C, conditional on students with no prior spell in the first basic course, show similar
results. For panel B, we find that an additional day of absence reduces the probability
of completing with 5−10 percentage points, and for panel C, we find that an additional
day of absence reduces the probability of completing with 7.6 − 10 percentage points.
Again all estimates in panels B and C are highly significant, with high F values and low
Anderson-Rubin p-values.

We also perform the second-stage regressions for the absence during the first two
weeks, conditional on some absence in both weeks. We present the results in Table 11.
Unfortunately, the large drop in the number of observations results in a large loss of
power, such that none of the estimated coefficients are significant, and their magnitude
is much smaller.
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Table 10: Effect of absence during the first two weeks on probability
of graduation: 2SLS with the panel instrument as IV for absence

Graduated Graduated Graduated Graduated
(1) (2) (3) (4)

Panel C: All
Pct. hours absent -1.068*** -0.701*** -0.720*** -0.861***

(0.172) (0.071) (0.073) (0.059)
Observations 5782 5782 5782 5782
First-stage F 255.63 740.30 374.71 2836.75
AR p-value 0.000 0.000 0.000 0.000
Panel B: With GF1
Pct. hours absent -1.022*** -0.495*** -0.521*** -0.746***

(0.311) (0.161) (0.162) (0.132)
Observations 1833 1833 1833 1833
First-stage F 37.44 337.72 175.97 1089.87
AR p-value 0.007 0.008 0.005 0.000
Panel A: Without GF1
Pct. hours absent -1.035*** -0.757*** -0.772*** -0.889***

(0.186) (0.088) (0.090) (0.080)
Observations 3949 3949 3949 3949
First-stage F 227.40 514.78 265.52 2076.57
AR p-value 0.000 0.000 0.000 0.000
∆absence Yes No Yes No
(∆absence)2 No Yes Yes No
|∆absence| No No No Yes

Notes: The dependent variable is a dummy indicating if the student has
graduated within 7 months (0/1). The bottom panel contains indicators
for which instruments have been used in the first-stage estimation. The
instruments used are the first difference in weekly absence, the first dif-
ference in weekly absence squared, and the absolute difference in weekly
absence. All models further include the log distance from students parish
to the schools parish, age dummies, a dummy for males, dummies for first
and second generation immigrants, and year, month, school, and education
fixed effects. Standard errors clustered on the school by start date level are
reported in parentheses and the reported F-values are from the first-stage.
AR p-values are from the Anderson-Rubin wald test. Significance levels are
reported as *** p<0.01, ** p<0.05, * p<0.1.
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Table 11: Effect of absence during the first two weeks on probability
of graduation. Sample condtioned on two weeks positive absence: 2SLS
with the panel instrument as IV for absence

Graduated Graduated Graduated Graduated
(1) (2) (3) (4)

Panel A: All
Pct. hours absent -0.400 -0.174 -0.192 -0.310*

(0.370) (0.174) (0.172) (0.160)
Observations 1021 1021 1021 1021
First-stage F 32.86 261.4 130.4 391.1
AR p-value 0.298 0.337 0.475 0.0631
Panel B: GF1
Pct. hours absent -0.711 -0.262 -0.308 -0.409

(0.565) (0.325) (0.321) (0.310)
Observations 341 341 341 341
First-stage F 18.03 91.76 47.79 150.6
AR p-value 0.237 0.466 0.489 0.226
Panel C: Without GF1
Pct. hours absent -0.274 -0.177 -0.182 -0.321*

(0.530) (0.210) (0.209) (0.193)
Observations 680 680 680 680
First-stage F 15.62 162.0 81.19 207.9
AR p-value 0.627 0.427 0.704 0.118
∆absence Yes No Yes No
(∆absence)2 No Yes Yes No
|∆absence| No No No Yes
The dependent variable is a dummy indicating if the student has graduated
within 7 months (0/1). The bottom panel contains indicators for which instru-
ments have been used in the first-stage estimation. The instruments used are the
first difference in weekly absence, the first difference in weekly absence squared,
and the absolute difference in weekly absence. All models further include the
log distance from students parish to the schools parish, age dummies, a dummy
for males, dummies for first and second generation immigrants, and year, month,
school, and education fixed effects. Standard errors clustered on the school by
start date level are reported in parentheses and the reported F-values are from
the first-stage. AR p-values are from the Anderson-Rubin wald test. Significance
levels are reported as *** p<0.01, ** p<0.05, * p<0.1.
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2.7 Discussion
As mentioned above, the panel data instrument suffers from being censored in week 1
and week 2 and therefore gives improbable high correlation between the average absence
during week 1 and 2 and the first difference in absence from the two weeks. We try to
abate this issue by only analyzing first difference in absence for students with positive
absence in both weeks however, this instead introduces a negative correlation between
ãit and ηi , such that the two are no longer independent and the instrument is therefore
not valid. In future work, we plan to include absence during the last year of compulsory
school (grade 9). This way, we can create an instrument that is the average absence
during the first two weeks subtracted by the average absence during the 9th grade. We
would need to condition on positive absence during the first two weeks of vocational
school, but would most likely not need to do any conditioning on 9th grade absence, if
all students have at least one hour of absence during the year. This way we would avoid
the censoring and break the negative correlation between between ãit and ηi .

Another planned extension is to wait for Statistics Denmark to release new population
data on vocational school absence. We believe this data will be released some time in
2023. With population data, instead of data from 8 schools, we will have more variation
in starting dates and more geographical variation that can hopefully strengthen our
weather instrument and give more robust second stage estimate from this instruments.

2.8 Conclusion
To conclude, we find that absence during the first weeks of the second basic course can
account for many of the students who drop out. Our preferred estimate entails that one
day of additional absence for students in the second basic course with no prior spell in
the first basic course are 19.5 percentage points less likely to graduate the second basic
course within seven months. We find no significant results for the full sample or the
sample of students with a prior spell in the first basic course. Our estimated coefficient
is larger in magnitude than the OLS estimate.

We find that weather is stronger correlated with the groups of students who we
expect to be more on the margin between attending school or not when the weather
is bad, namely the students who do not live with their parents and student with no
previous labor market attachment or school enrollment. This indicates that these are
the group of students driving our first stage results and the identification of our results.

We check the robustness of our results with a second approach to identify the causal
effect of absence on the probability of graduating, namely a new panel instrument. We
find estimates which are close to the OLS estimates and lower than the results using
weather measurements as instruments. These results are driven by the fact that our
panel data instruments are generated from weekly observations of absence, which, to a
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high degree, are bottom censored. In future research, we aim to explore other suitable
absence measures for students who do not suffer from as severe bottom censoring.
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Appendices
2.A Additional tables and figures
Table 2.A.1: The Effect of pct. days with some absence during the first two weeks on
graduation: OLS results

Graduated Graduated Graduated Graduated Graduated Graduated Graduated
(1) (2) (3) (4) (5) (6) (7)

Panel A: All
Pct. days absence -0.997*** -0.885*** -0.875*** -0.996*** -0.981*** -0.979*** -0.867***

(0.048) (0.050) (0.050) (0.049) (0.053) (0.053) (0.050)
Observations 5782 5782 5782 5782 5782 5782 5782
R-squared 0.059 0.129 0.139 0.060 0.071 0.072 0.157
Panel B: With GF1
Pct. days absence -1.004*** -0.882*** -0.881*** -1.011*** -1.010*** -1.020*** -0.914***

(0.137) (0.110) (0.112) (0.142) (0.142) (0.149) (0.114)
Observations 1833 1833 1833 1833 1833 1833 1833
R-squared 0.042 0.119 0.131 0.044 0.064 0.065 0.167
Panel C: Without GF1
Pct. days absence -0.992*** -0.869*** -0.858*** -0.985*** -0.949*** -0.942*** -0.834***

(0.058) (0.066) (0.066) (0.059) (0.061) (0.061) (0.067)
Observations 3949 3949 3949 3949 3949 3949 3949
R-squared 0.065 0.143 0.154 0.068 0.081 0.084 0.172
Student controls No Yes Yes No No No Yes
Parent controls No No Yes No No No Yes
Year/Month FE No No No Yes No Yes Yes
School/Education FE No No No No Yes Yes Yes

Notes: The table shows the raw OLS estimates for pct. days with some absence during the first two weeks on graduation (0/1). The
bottom panel indicates if student controls (age, immigration status, log distance, male, 9th grade danish score, 9th grade math score,
and labour market attachment prior to enrolment), parent controls (highest completed parental education, mothers and fathers labour
market attachment), year and month fixed effects, and school and education fixed effects are included in the models in the respective
column. Panel A uses the full sample, Panel B only uses students with a prior GF1, and Panel C only uses students with no prior GF1.
Standard errors clustered on the school by start date level are reported in parentheses. Significance levels are reported as *** p<0.01,
** p < 0.05, * p < 0.1.
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Table 2.A.2: Effect of absence on probability of graduation: 2SLS with
weather as IV for absence (2 weeks)

Graduated Graduated Graduated Graduated
(1) (2) (3) (4)

Panel A: All
Pct. hours absent -3.644 -1.068 -1.898* -1.841**

(3.085) (1.438) (1.104) (0.911)
Observations 5782 5782 5782 5782
First-stage F 2.42 6.51 3.82 3.06
AR p-value 0.050 0.493 0.109 0.159
Panel B: With GF1
Pct. hours absent -1.952** -1.059 -1.404** -1.357**

(0.928) (0.817) (0.636) (0.611)
Observations 3949 3949 3949 3949
First-stage F 9.76 19.51 12.59 11.27
AR p-value 0.004 0.205 0.018 0.045
Precipitation > 3mm Yes No Yes Yes
Wind > 11ms No Yes Yes Yes
Precipitation×Wind No No No Yes
The dependent variable is a dummy indicating if the student has graduated
within 7 months (0/1). The bottom panel contains indicators for which instru-
ments have been used in the first-stage estimation. The instruments used are
pct. of days with over 3 mm of precipitation within the first two weeks, pct.
days with average windspeed above 11 ms for a 10 min. interval, and the in-
teraction of these two instruments. All models further include the log distance
from students parish to the schools parish, age dummies, a dummy for males,
dummies for first and second generation immigrants, and year, month, school,
and education fixed effects. Standard errors clustered on the school by start
date level are reported in parentheses and the reported F-values are from the
first-stage. AR p-values are from the Anderson-Rubin wald test. Significance
levels are reported as *** p<0.01, ** p<0.05, * p<0.1.

Table 2.A.3: Precipitation specification table, first-stage (2 weeks), without GF1

1 mm 2 mm 3 mm 4 mm 5 mm 6 mm 7 mm 8 mm 9 mm
Precipitation 0.065*** 0.075*** 0.082*** 0.075** 0.087** 0.047 0.108*** 0.129*** 0.101***

(0.013) (0.022) (0.026) (0.032) (0.037) (0.029) (0.040) (0.041) (0.038)
F 25.00 11.73 9.76 5.44 5.53 2.54 7.41 9.89 7.18

Notes: The reported estimates are the first-stage estimates from a regression with pct. hours of absence during the first two weeks
with precipitation as instrument, using from 1 to 9 mm of precipitation as cutoffs for the instrument. Standard errors clustered on
the school by start date level are reported in parentheses and F-tests for joint significance are reported as well. Significance levels
are reported as *** p<0.01, ** p < 0.05, * p < 0.1.
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Table 2.A.4: Precipitation specification table, 2SLS (2 weeks), without GF1

1 mm 2 mm 3 mm 4 mm 5 mm 6 mm 7 mm 8 mm 9 mm
Pct. hours absent -1.687* -0.942 -1.952** -1.705* -2.193* -5.900 -1.615 -1.652 -1.718

(0.906) (0.809) (0.928) (1.009) (1.243) (4.443) (1.228) (1.106) (1.449)
Observations 3949 3949 3949 3949 3949 3949 3949 3949 3949
F 25.00 11.73 9.76 5.44 5.53 2.54 7.41 9.89 7.18
AR p-value 0.039 0.226 0.004 0.026 0.048 0.019 0.138 0.139 0.225

Notes: The reported estimates are the second-stage estimates from a regression with pct. hours of absence as endogenous
variable while the dependent variable is a dummy indicating if the student has graduated within 7 months (0/1). The
instrument used is precipitation, using from 1 to 9 mm of precipitation as cutoffs for the instrument. Standard errors
clustered on the school by start date level are reported in parentheses and F-tests for joint significance from the first-stage
are reported as well. Significance levels are reported as *** p<0.01, ** p < 0.05, * p < 0.1.

Table 2.A.5: Wind specification table, first-stage (2 weeks), without GF1

10 ms 11 ms 12 ms 13 ms 14 ms 15 ms 16 ms 17 ms 18 ms
Wind 0.071*** 0.090*** 0.082*** 0.082*** 0.084** 0.108*** 0.119** 0.142 0.166*

(0.022) (0.020) (0.021) (0.019) (0.034) (0.028) (0.052) (0.090) (0.096)
F 10.11 19.51 15.06 19.33 6.11 14.74 5.33 2.47 2.99

Notes: The reported estimates are the first-stage estimates from a regression with pct. hours of absence during the
first two weeks with high wind as instrument, using from 10 to 18 ms of wind speed as cutoffs for the instrument.
Standard errors clustered on the school by start date level are reported in parentheses and F-tests for joint significance
are reported as well. Significance levels are reported as *** p<0.01, ** p < 0.05, * p < 0.1.

Table 2.A.6: Wind specification table, 2SLS (2 weeks), without GF1

10 ms 11 ms 12 ms 13 ms 14 ms 15 ms 16 ms 17 ms 18 ms
Pct. hours absent -1.828* -1.059 -1.614* -1.346* 0.316 -0.534 -1.612 0.960 1.755

(0.945) (0.817) (0.850) (0.749) (1.039) (0.862) (1.269) (1.747) (1.404)
Observations 3949 3949 3949 3949 3949 3949 3949 3949 3949
F 10.11 19.51 15.06 19.33 6.11 14.74 5.33 2.47 2.99
AR p-value 0.025 0.205 0.048 0.075 0.758 0.549 0.221 0.601 0.193

Notes: The reported estimates are the second-stage estimates from a regression with pct. hours of absence as endogenous
variable while the dependent variable is a dummy indicating if the student has graduated within 7 months (0/1). The
instrument used is high wind speed, using from 10 to 18 ms of wind speed as cutoffs for the instrument. Standard errors
clustered on the school by start date level are reported in parentheses and F-tests for joint significance from the first-stage
are reported as well. Significance levels are reported as *** p<0.01, ** p < 0.05, * p < 0.1.
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Figure 2.A.1: Pathways through the Danish VET system
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Note: The figure is taken from the web-page of the Danish Ministry of Children and Education,
where a description of the Danish VET system can also be found (TheDanishMinistry of
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Figure 2.A.2: Share of students who have experienced at least one day with precipitation above
a given number of mm

Note: The figure has the share of students who have experienced at least one day with a given number
of mm or precipitation or more on the second axis and mm of precipitation on the first axis.

Figure 2.A.3: Share of students who have experienced at least one day with wind above a given
speed of ms

Note: The figure has the share of students who have experienced at least one day with wind speed of
a given ms or more on the second axis and ms of wind on the first axis.
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Table 2.A.7: Interaction of precipitation and wind specification matrix table, 2SLS (2 weeks),
without GF1

1 mm 2 mm 3 mm 4 mm 5 mm 6 mm 7 mm 8 mm 9 mm
10 ms -1.741** -1.390* -1.888** -1.792** -1.940** -1.920** -1.770* -1.778** -1.815*

(0.826) (0.760) (0.806) (0.853) (0.879) (0.958) (0.922) (0.885) (0.942)
F 11.54 7.46 7.00 5.63 5.85 5.33 6.50 7.25 5.44
AR p-value 0.042 0.072 0.010 0.031 0.052 0.021 0.069 0.062 0.075
11 ms -1.352* -1.013 -1.404** -1.210* -1.340* -1.104 -1.130 -1.138 -1.068

(0.725) (0.664) (0.636) (0.708) (0.736) (0.817) (0.825) (0.819) (0.821)
F 17.20 12.54 12.59 10.00 10.51 9.95 10.97 11.12 9.90
AR p-value 0.113 0.303 0.018 0.085 0.110 0.062 0.309 0.291 0.391
12 ms -1.655** -1.309* -1.767** -1.641** -1.794** -1.799** -1.614* -1.623* -1.626*

(0.795) (0.719) (0.694) (0.736) (0.750) (0.844) (0.858) (0.830) (0.865)
F 15.58 11.03 11.53 8.27 8.90 7.93 9.16 9.35 7.89
AR p-value 0.083 0.129 0.008 0.043 0.044 0.024 0.134 0.120 0.139
13 ms -1.605** -1.101 -1.691*** -1.489** -1.700** -1.564** -1.446* -1.465** -1.439*

(0.786) (0.671) (0.654) (0.676) (0.731) (0.777) (0.788) (0.712) (0.746)
F 17.36 12.14 13.26 10.15 10.10 10.58 10.68 14.75 11.97
AR p-value 0.093 0.177 0.011 0.074 0.079 0.054 0.160 0.137 0.179
14 ms -1.307* -0.539 -1.113* -0.625 -0.903 -0.375 -0.544 -0.573 -0.325

(0.771) (0.649) (0.607) (0.684) (0.712) (0.908) (0.795) (0.792) (0.887)
F 13.10 7.26 7.39 4.18 5.13 5.20 6.89 9.73 6.22
AR p-value 0.046 0.411 0.014 0.063 0.116 0.050 0.267 0.267 0.384
15 ms -1.397* -0.778 -1.333** -1.012 -1.235 -0.934 -0.962 -0.989 -0.878

(0.780) (0.665) (0.665) (0.694) (0.782) (0.899) (0.768) (0.743) (0.800)
F 14.82 9.90 11.44 8.26 8.91 9.38 11.46 15.81 11.75
AR p-value 0.097 0.463 0.015 0.081 0.140 0.064 0.316 0.301 0.430
16 ms -1.684* -1.049 -1.867** -1.670* -1.991** -2.436* -1.614* -1.636* -1.662*

(0.897) (0.777) (0.835) (0.897) (0.995) (1.346) (0.962) (0.893) (1.007)
F 12.97 7.15 7.52 4.52 5.46 5.51 8.06 11.50 7.72
AR p-value 0.115 0.329 0.013 0.073 0.125 0.066 0.231 0.174 0.242
17 ms -1.739* -0.897 -1.564** -1.180 -1.647* -2.007 -1.115 -1.032 -0.858

(0.913) (0.801) (0.763) (0.768) (0.985) (1.736) (1.116) (1.035) (1.238)
F 13.08 6.84 7.01 5.39 5.56 4.17 5.42 11.63 7.50
AR p-value 0.027 0.301 0.017 0.079 0.114 0.052 0.235 0.270 0.385
18 ms -1.786* -0.937 -1.614** -1.208 -1.702* -1.604 -0.996 -1.049 -0.769

(0.927) (0.807) (0.779) (0.787) (1.023) (1.674) (1.021) (0.974) (1.152)
F 13.82 7.46 7.41 5.71 5.59 3.59 5.35 8.01 6.29
AR p-value 0.017 0.135 0.014 0.056 0.063 0.034 0.137 0.125 0.180

Notes: The reported estimates are the first-stage estimates from a regression with pct. hours of absence during the first
two weeks with the precipitation instrument interacted with the high wind instrument, using from 1 to 9 mm of precipitation
(columns) and 10 to 18 ms of wind speed (rows) as cutoffs for the instrument. Standard errors clustered on the school by start
date level are reported in parentheses and F-tests for joint significance are reported as well. Significance levels are reported as
*** p<0.01, ** p < 0.05, * p < 0.1.
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Table 2.A.8: First-stage estimates for the different specifications of weather instruments,
percent days absent used as outcome (2 weeks), without GF1

Pct. days absent Pct. days absent Pct. days absent Pct. days absent
(1) (2) (3) (4)

Pct. days with precipitation>3mm 0.073** 0.052 0.014
(0.036) (0.038) (0.036)

Pct. days with wind>11ms 0.066*** 0.046** 0.025
(0.023) (0.022) (0.024)

Precipitation X wind 0.179
(0.111)

Observations 3949 3949 3949 3949
F 4.05 8.29 5.60 4.51

Notes: The table shows the first-stage estimates for the different specifications of the weather instruments on our endogenous measure
of interest, pct. days absent during the first three weeks. All models contain additional controls (age, immigration status, log distance,
and male), year and month fixed effects, and school and education fixed effects. F-tests for joint significance are reported for each
panel. Standard errors clustered on the school by start date level are reported in parentheses. Significance levels are reported as ***
p<0.01, ** p < 0.05, * p < 0.1.

Table 2.A.9: Effect of absence on probability of graduation: 2SLS with
weather as IV for absence (2 weeks)

Graduated Graduated Graduated Graduated
(1) (2) (3) (4)

Pct. days absent -2.195* -1.481* -1.848** -1.809**
(1.120) (0.871) (0.828) (0.793)

Observations 3949 3949 3949 3949
F 4.05 8.29 5.60 4.51
AR p-value 0.001 0.079 0.003 0.004
Precipitation > 3mm Yes No Yes Yes
Wind > 11ms No Yes Yes Yes
Precipitation×Wind No No No Yes
The dependent variable is a dummy indicating if the student has graduated
within 7 months (0/1) and the endogenous variable is pct. days absent during
the first two weeks. The bottom panel contains indicators for which instru-
ments have been used in the first-stage estimation. The instruments used are
pct. of days with over 3 mm of precipitation within the first two weeks, pct.
days with average windspeed above 11 ms for a 10 min. interval, and the in-
teraction of these two instruments. All models further include the log distance
from students parish to the schools parish, age dummies, a dummy for males,
dummies for first and second generation immigrants, and year, month, school,
and education fixed effects. Standard errors clustered on the school by start
date level are reported in parentheses and the reported F-values are from the
first-stage. AR p-values are from the Anderson-Rubin wald test. Significance
levels are reported as *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.A.10: Heterogeneity in terms of living with parents: 2SLS with weather
as IV for absence (2 weeks)

Does not live with parents Lives with parents

(1) (2) (3) (4)
Second stage estimates
Pct. hours absent -1.765** -1.832 -2.386 -0.061

(0.850) (1.173) (3.405) (1.178)
OLS estimates
Pct. hours absent -0.899*** -0.847***

(0.077) (0.089)
First stage estimates
Pct. days with precipitation>3mm 0.093*** 0.021

(0.019) (0.019)
Pct. days with wind>11ms 0.094*** 0.073***

(0.031) (0.027)
Observations 2287 2287 1662 1662
F 24.11 9.03 1.16 7.25
AR p-value 0.023 0.110 0.437 0.960
Precipitation > 3mm Yes No Yes No
Wind > 11ms No Yes No Yes
All columns only include students without the first basic course. The first two columns
only include students who do not live with their parents, while the third and fourth columns
include students who live with their parents. The top panel is the second-stage estimates
from a regression where the dependent variable is a dummy indicating if the student has
graduated within 7 months (0/1) and the endogenous variable is pct. hours absent during
the first two weeks using the instruments marked in the bottom panel. The second panel
shows the OLS estimates from running the same regression without instruments. The third
panel reports the first-stage estimates using pct. hours absent as dependent variable and
the instruments marked in the bottom panel as explanatory varibles. The instruments
used are pct. of days with over 3 mm of precipitation within the first two weeks, pct. days
with average windspeed above 11 ms for a 10 min. interval, and the interaction of these
two instruments. All models further include the log distance from students parish to the
schools parish, age dummies, a dummy for males, dummies for first and second generation
immigrants, and year, month, school, and education fixed effects. Standard errors clustered
on the school by start date level are reported in parentheses and the reported F-values are
from the first-stage. AR p-values are from the Anderson-Rubin wald test. Significance
levels are reported as *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.A.11: Heterogeneity in terms of a prior stable attachment: 2SLS with
weather as IV for absence (2 weeks)

Work or in school No stable attachment

(1) (2) (3) (4)
Second stage estimates
Pct. hours absent -2.253** -1.351 -1.334 -0.758

(0.915) (0.830) (1.112) (1.282)
OLS estimates
Pct. hours absent -0.760*** -0.760*** -1.118*** -1.118***

(0.075) (0.075) (0.077) (0.077)
First stage estimates
Pct. days with precipitation>3mm 0.057*** 0.096***

(0.011) (0.024)
Pct. days with wind>11ms 0.081*** 0.115***

(0.019) (0.044)
Observations 2912 2912 1037 1037
F 27.10 18.89 15.56 6.71
AR p-value 0.005 0.117 0.245 0.584
Precipitation > 3mm Yes No Yes No
Wind > 11ms No Yes No Yes
All columns only include students without the first basic course. The first two columns
only include students who where working or in school before their enrolment, while
the third and fourth columns include students without a stable attachment before
their enrolment. The top panel is the second-stage estimates from a regression where
the dependent variable is a dummy indicating if the student has graduated within 7
months (0/1) and the endogenous variable is pct. hours absent during the first two
weeks using the instruments marked in the bottom panel. The second panel shows the
OLS estimates from running the same regression without instruments. The third panel
reports the first-stage estimates using pct. hours absent as dependent variable and
the instruments marked in the bottom panel as explanatory varibles. The instruments
used are pct. of days with over 3 mm of precipitation within the first two weeks, pct.
days with average windspeed above 11 ms for a 10 min. interval, and the interaction of
these two instruments. All models further include the log distance from students parish
to the schools parish, age dummies, a dummy for males, dummies for first and second
generation immigrants, and year, month, school, and education fixed effects. Standard
errors clustered on the school by start date level are reported in parentheses and the
reported F-values are from the first-stage. AR p-values are from the Anderson-Rubin
wald test. Significance levels are reported as *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.A.12: Heterogeneity in terms of grades: 2SLS with weather as IV for
absence (2 weeks)

High grade Low grade

(1) (2) (3) (4)
Second stage estimates
Pct. hours absent -3.163** -4.241** -0.918 1.715

(1.504) (2.091) (1.218) (1.436)
OLS estimates
Pct. hours absent -0.855*** -0.838***

(0.073) (0.089)
First stage estimates
Pct. days with precipitation>3mm 0.049** 0.069***

(0.019) (0.027)
Pct. days with wind>11ms 0.055** 0.117***

(0.025) (0.035)
Observations 1942 1942 1297 1297
F 6.33 4.87 6.66 11.09
AR p-value 0.007 0.007 0.423 0.164
Precipitation > 3mm Yes No Yes No
Wind > 11ms No Yes No Yes
All columns only include students without the first basic course. The first two
columns only include students who had a 9th grade Math grade of 4 or below, while
the third and fourth columns include students who had a higher 9th grade Math grade.
The top panel is the second-stage estimates from a regression where the dependent
variable is a dummy indicating if the student has graduated within 7 months (0/1)
and the endogenous variable is pct. hours absent during the first two weeks using
the instruments marked in the bottom panel. The second panel shows the OLS
estimates from running the same regression without instruments. The third panel
reports the first-stage estimates using pct. hours absent as dependent variable and
the instruments marked in the bottom panel as explanatory varibles. The instruments
used are pct. of days with over 3 mm of precipitation within the first two weeks, pct.
days with average windspeed above 11 ms for a 10 min. interval, and the interaction
of these two instruments. All models further include the log distance from students
parish to the schools parish, age dummies, a dummy for males, dummies for first
and second generation immigrants, and year, month, school, and education fixed
effects. Standard errors clustered on the school by start date level are reported in
parentheses and the reported F-values are from the first-stage. AR p-values are from
the Anderson-Rubin wald test. Significance levels are reported as *** p<0.01, **
p<0.05, * p<0.1.
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Abstract

This paper investigates how university peers affect the divergence in career
trajectories of male and female students to top-earning jobs in the labor market.
We use university records covering 21 cohorts of incoming students randomly as-
signed to peer groups in a large Business Economics program in Denmark and
merge it with high-quality administrative register data on students’ careers. This
setup allows us to estimate the effect of peer ability on students’ labour market
outcomes many years post matriculation.
We find that male students assigned to high-achieving peers are largely unaffected.
On the other hand, we find that female students assigned to peers of higher ability
suffer severe earnings losses, have weaker labour market attachment, are less likely
to work in positions with management responsibilities, and are less likely to reach
the top of the earnings distribution.
The negative effect on female careers is more pronounced for high-ability female
students and driven by exposure to high-achieving male peers. To explore potential
reasons for the negative effect, we investigate how peer ability affects educational
outcomes and family investment.

3.1 Introduction
Over the last decades, developed countries have made significant progress in improving
the labour market positions of women (Goldin, 2014, Olivetti and Petrongolo, 2016, Blau
and Kahn, 2017, Petrongolo and Ronchi, 2020). Nevertheless, women remain strongly
underrepresented in high-paying managerial positions (Bertrand, 2018). In S&P 500
companies, while representing around 45% of the workforce, females hold only 5.8% of
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CEO positions, and only 11% of top earners and 21.2% of board members are female
(Catalyst, 2020). In developed economies, typically less than one-third of the members
of the highest decile of the income distribution are females, and the number reduces to
less than one fifth for the top 1% (Atkinson et al., 2018).

A growing literature on peer effects suggests that social interactions in educational
institutions determine educational choices and the academic success of students (Feld
and Zölitz, 2017, Brenøe and Zölitz, 2020). Moreover, peers seem to affect male and
female students differently (Feld and Zölitz, 2018, Mouganie and Wang, 2020, Fischer,
2017). Given that peers influence educational choices, do they also matter for the career
outcomes of potential top earners? Furthermore, given that peers have differential effects
on male and female students, do peers in university contribute to the gender difference
in top-earning jobs?

Answering such questions poses several challenges to both data and research design.
First, data on peer groups and students’ careers must be available. Most importantly,
the peer group assignment needs to be uncorrelated with unobservable factors that also
affect career outcomes.

To address these challenges, we link information on 21 cohorts of Business Economics
students at Copenhagen Business School to Danish register data, which provides rich
information on the students’ careers. Furthermore, we can identify the causal effect of
peer ability on male and female careers by utilizing a unique feature of our data: before
matriculation, the students in our sample were randomly assigned to peer groups of
around 35 peers.

Denmark, among other Scandinavian countries, is often considered a frontrunner in
gender equality (number 14 according to the Global Gender Gap Report 2020 country
ranking in ”overall gender equality”). At the same time, Denmark scores low in the
share of women working as lawmakers, senior officials, and managers (as low as 102nd
in the same country ranking). Therefore, Denmark offers a compelling case for studying
if peers contribute to gender differences at the top of the income distribution.1

Our findings suggest that peer ability composition has a lasting effect on labour
market outcomes: while we find little evidence that the career success of males is de-
termined by peer ability, female students’ careers are severely negatively affected by
exposure to peers of higher average ability. Women exposed to high-achieving peers
experience a substantial earnings penalty: increasing their peers’ average ability by one
standard deviation decreases females’ earnings by around 9%. Furthermore, exposure
to higher-ability peers decreases females’ propensities to work in jobs with management
responsibilities and to reach the top of the income distribution. The career penalty for
female students is driven by exposure to high-achieving male peers and female students
with high ability are more adversely affected than female low ability students.

We explore potential reasons that might explain the negative impact of higher-ability
peers on female careers.First, we investigate if peers adversely affect female students’
1Gallen et al. (2019) investigate the dynamics of the gender gap in Denmark over the last 30 years.
For a discussion of gender gaps at the top of the career ladder in Denmark, see Smith et al. (2011),
and Datta Gupta et al. (2006). Albrecht et al. (2003) investigate gender gaps in another Scandinavian
country, Sweden.
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human capital formation. Female students exposed to peers of higher ability graduate
with significantly worse GPA’s than their graduating cohort peers. Further, they are
also less likely to continue their education and graduate with a master degree.

Second, we inspect if changing family formation behavior explains female students’
adverse labour market outcomes. Although we do not detect any effect on the decision
to have children, we find that female students exposed to high-achieving peers change
their fertility timing by having their first child at a younger age.

The remainder of the paper is organized as follows. Section 3.2 gives an overview
of the related literature. Section 3.3 describes the institutional settings at CBS during
our period of interest. Section 3.4 describes the data and our analysis sample. Section
3.5 describes our empirical strategy. Section 3.6 shows our results. Last, section 3.7
concludes.

3.2 Related Literature
Our study relates to two main research areas. We address the extensive literature on
gender gaps in the labour market by providing evidence that the social environment in
higher education matters for differences in career outcomes of male and female students.
Particularly, as many students in our sample join the top of the Danish income distribu-
tion, we contribute to the literature on gender gaps among top earners (Bertrand, 2018,
Boschini et al., 2020, Fortin et al., 2017).

Experimental studies have investigated competitiveness as one of the many expla-
nations behind the gender gap. These papers find that females tend to shy away from
competition (e.g., Niederle and Vesterlund (2007), Vandegrift and Yavas (2009) and
Datta Gupta et al. (2013)). Similarly, women tend to avoid competitive negotiations
(Babcock & Laschever, 2009) and apply less for competitive jobs (Flory et al., 2015).
When exposed to competitive environments, females do not increase their performance
as men do (Gneezy et al., 2003). Leadership, top level and managerial positions are
often associated with competitiveness (see, for example,Niederle and Vesterlund (2007)).
This paper do not speak directly to any mechanism. However, the finding that higher
ability peers hurts female outcomes can be interpreted in the light of this literature on
competitiveness. We contribute to this literature by showing that a competitive envi-
ronment, as indicated by high-achieving peers, in a non-experimental setting in a higher
education study program has long-lasting effects through students careers.

Second, we contribute to the large literature on the role of peers for the returns
to educational programs (e.g., Chetty et al., 2011, Abdulkadiroglu et al., 2014). Re-
cent studies have shown that peer ability matters for educational outcomes, and that
responses are heterogeneous with respect to gender. Fischer (2017) investigates a quasi-
random assignment process of first-year college students to chemistry classes and finds
that females paired with higher ability peers are less likely to graduate in a STEM
field. Using within-school across-cohort variation, Cools et al., 2019 proxy peer abil-
ity by their mothers’ education and report that a higher share of high achieving male
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peers in high school hurts female students in a range of academic outcomes, lowers their
labour market participation and increases fertility. Mouganie and Wang, 2020 utilize
the same identification strategy to study peer effects in STEM enrollment and report
adverse enrollment effects of higher ability male peers on females, but positive effects of
high-achieving females. We contribute to this growing literature on ability peer effects
in education by focusing on gender differences in labour market outcomes.

Our paper is also related to the literature that shows that peer gender composition
matters. Several studies find that exposure to female-dominated environments moves
females towards more gender-stereotypical choices. For example, Zölitz and Feld, 2018
find that females in business school sections with higher shares of females choose less
male-populated university majors. Brenøe and Zölitz, 2020 find that a higher share of
females in Danish high school cohorts decreases female STEM enrollment, having lasting
effects on occupations and wages. Last, Anelli and Peri, 2017 document a positive
effect of high male shares in high schools in Milan on the probability to choose a male-
dominated college major for male students, but do not document any lasting effects on
income and occupations. We cannot address the gender share composition due to the
stratification of the randomization in our setting. However, our results suggest that for
female outcomes, the ability composition of the male peers matters.

The peer effects literature exploits various types of explicit random assignments to
peers of different abilities in educational contexts (such as dormitories, courses or co-
horts) (Feld and Zölitz, 2017, Bietenbeck, 2020, Sacerdote, 2001, Carrell et al., 2009).
However, only a few papers combine both explicit randomization and a focus on labour
market outcomes. Ribas et al., 2020 utilize a cohort assignment cut-off in a large Brazil-
ian university and find that female students who are assigned to a cohort with peers of
lower ability are more likely to work in management positions. Closest to the setting
in our paper are a study by Feld and Zölitz, 2018, who combine data on randomized
peer groups at Maastricht University with a labour market survey for recent graduates,
and a study by M. Skibsted and Bjerge, 2016 who study the same institutional setting
as we do, and look at the impact on starting wages. M. Skibsted and Bjerge, 2016 find
that peers have limited adverse consequences for the students’ starting wages. Feld and
Zölitz, 2018, on the other hand, find that female students are severely hurt by higher
ability peers of the opposite gender in terms of early labour market outcomes. We use
detailed administrative data following the students’ careers, and especially emphasize
career achievements at the top of the income distribution that materializes many years
post matriculation.

3.3 Business Economics at CBS in
1986-2006

Copenhagen Business School (CBS) is a large public Business School in Denmark’s
capital, Copenhagen. In this paper, we focus on CBS’s largest study program; a three-
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year-long degree in Business Economics. The program has been offered since 1929 at
CBS. In the beginning, the program was a two-year full-time study with a high practical
focus. However, at the start of our sample period it was a well-established three-year-
long program with the objective to provide students with a theoretical background for
solving economic, managerial, legal and organizational problems in the field of business
economics with some aspects of the national economy as well. It was still oriented
towards the private sector.
In 1993, as part of the Bologna process in Europe, students who graduated from the
Business Economics program were officially awarded a Bachelor of Science degree (B.Sc.).
Throughout the majority of the period we study, a degree from the Business Economics
program was equated with a Bachelor degree from the US. E.g. a degree in Business
Economics could be used for admission into a Master program. In 1986, for example,
80-90% of the students who graduated from the business economics program continued
to either a Master of Science in Economics and Business Administration or a Master of
Science in Business Economics and Auditing; both of these programs were equivalent to
a Master of Science offered at universities in Denmark.2
Like other study programs in Denmark, the Business Economics program was free of
charge. Students were eligible for a government paid stipend. However, the generosity
of the stipend varied over the period we study.
In the sample period, CBS enrolled around 600-700 students in the program each year.
Applications and admission were handled by the centralized admission system together
with all applications to higher education in Denmark.

The institutional features of the Business Economics program is well suited for study-
ing peer effects. Most importantly, incoming students were not allowed to chose their
peers, they where assigned to peer groups of around 35-40 students.
The peer groups were assigned before the start of the first semester and allocated based
on the only information available to the CBS administration - the social security number.
From the social security number three criteria can be generated: gender, age, and if the
student is a Danish citizen.3 The CBS administration aimed at balanced groups based
on gender and foreign citizenship, while older students were assigned together in specific
groups. The peer group assignment was therefore (conditionally) as good as random.

We use this information on initial peer group assignment. The peer groups stayed
together for the entire length of the program and, importantly, it was almost impossible
for students to change their peer group assignment. Exceptions required a valid cause
(e.g., overlap with scheduled medical treatment). In addition, the composition of the
peer groups might also change due to resource allocation - around one-third of students
did not continue in their initial peer group to graduation. In case of a significant drop-
out, peer groups were occasionally merged but this only happened after the first year of
study.

2In 2007 CBS became one of Denmark’s 8 university institutions.
3Non-Danes who apply from abroad were given a pseudo social security number in their application.
This differs from the regular social security number in a recognisable way.
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Throughout the study, we refer to students who were initially assigned to the same peer
group as ”group peers”, while we refer to students from the same matriculation cohort
as ”cohort peers”.

The Business Economics program primarily consisted of mandatory courses in the
three main subjects; national economics, business economics, and academic tools, such as
statistics. Teaching was mostly organized as classroom teaching within the peer groups
- similar to the usual teaching style known from high school.4
The first semester was sixteen weeks long, of which the first two weeks were introduction
weeks. These two weeks were used as an general introduction to CBS but also to become
acquainted with the other students in the peer group. In general, CBS highly encouraged
a good atmosphere within the peer groups, and the study guidelines in 1986, for example,
mentions that ”the group is your fixed point of reference throughout the study”.
Within the peer groups, students were also encouraged to form smaller reading groups.
The study regulation for Business Economics at CBS from 1986 continues ”within most
groups, reading groups are formed during the fall of the first year. Reading groups [...]
in general consist of 3-5 other students with whom you solve assignments, discuss the
syllabus, exchange notes, etc. [ ...].” Further, it continues, ”in addition, studying, and
collaborating on home assignments and the like, can be more enjoyable and beneficial
when the relationship is good”.
Teaching was standardized across the different groups, and students faced the same
exams and the same requirements. Teachers were assigned without taking any peer
composition into account.

The semester had 7 mandatory courses and each week had around 20 classroom
hours. The number of weekly classroom hours declined a bit for the later semesters to
around 15 hours. Students were expected to spend 40 hours a week in total on their
studies.
The amount of in-class teaching was relative stable over the period we study. In 1986,
it was a total of 470 teaching hours in the first academic year, and in 1995 is was 459
teaching hours.

Elective courses were a new teaching style that was implemented in the beginning of
the 80s and only few electives were offered. In 1986 elective courses were offered for 150
of the teaching hours (around 25%) in the final part of the studies; starting from the
4th semester.

3.4 Data
We combine administrative data on peer groups from CBS with register data hosted by
Statistics Denmark.

Through the CBS administration, we have access to official records for 21 matricula-
tion cohorts in Business Economics who were enrolled between 1986 and 2006. The
4The first year was exclusively based on this classroom teaching, while some of the courses during the
second and third year were combined into a format more associated with lectures.
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data provided by CBS contains information on the students’ matriculation and ex-
matriculation dates, admission GPA, citizenship, gender, age, and most notably the
information on the peer group assignment.
Throughout our analysis, we keep student observations regardless of what happens post
matriculation - e.g. irrespective of graduation status - and we estimate intention-to-treat
peer effects.

From the registers at Statistic Denmark we collect information on the students back-
ground characteristics; this includes their prior educational attainment and work expe-
rience, their current place of residence, and their parents educational and income status.
We measure all background variables in the year prior to matriculation at CBS.
We also use the registers to define our outcome variables of interests. Our main variable
of interest is the annual wage earned in wage-employment for the highest paid job in a
given year. This is constructed using the Danish linked employer-employee data. We
follow this information over the students’ career post matriculation. This means that
we capture the potential immediate wage benefit if a student chooses to drop out from
the Business Economics program.
We also use information on labor market attachment, employment status, occupation
(specifically, management positions using the DISCO classification), as well as informa-
tion on employers and workplaces. We use the latter to construct measures using the
entire population of Danish workers. E.g. we calculate an occupation’s average daily
wage, its average daily hours, and define occupations as being dominated by males or
females.
Further, we construct measures irrespective of wage-employment status. This includes
disposable income and top income status defined as being part of the top 1% or top 10%
of the income distribution of all Danish taxpayers in a given year.
We construct variables to address educational outcomes based on the graduation status
in the Business Economics program, and graduation status post matriculation for any
program in the Danish educational system. Finally, we construct information on family
investment based on marital status in a given year, and information on children.

3.4.1 Sample Selection and Peer Groups
We restrict our sample to the students’ first spell in the Business Economics program.
The sample includes 12716 students covering the cohorts from 1986-2006, and 360 ran-
domized peer groups.5 Our main variable of interest is the admission GPA that we use
to construct the peer ability measure. Due to a data break in 1992, the CBS data does
not contain this information. However, we can recover 74% of this missing information
from the registers at Statistics Denmark (these are for students in academic high school
track in Denmark).6

5For some years, CBS allocated students with a background in marketing in the same groups. These
were not part of the randomization process and we have therefore excluded them from our sample.

6Our results are not sensitive to whether we exclude the cohort of 1992
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Table 1 shows the sample information at the cohort level. The average group size is
36 students with a standard deviation of 6 students. The group size has changed over
the years with a tendency that group sizes increased over time. The explanation for the
standard deviation within cohort is that the randomization was conducted before the
students started at CBS, and some students, despite accepting a program offer, never
show up. These students are not part of our sample.

Table 1: Cohorts and Peer Groups

Cohort Students in cohort Share of female Share with no Number of Students in peer group
students admission GPA peer groups - average (sd)

1986 629 40% 5% 24 26 (2)
1987 569 43% 1% 23 25 (3)
1988 657 47% 5% 20 33 (3)
1989 635 45% 3% 20 32 (4)
1990 646 42% 2% 20 32 (3)
1991 615 32% 4% 20 31 (3)
1992 617 35% 26% 20 31 (1)
1993 734 32% 5% 20 37 (2)
1994 646 29% 3% 18 36 (3)
1995 608 30% 2% 17 36 (3)
1996 569 28% 1% 18 32 (3)
1997 521 27% 2% 14 37 (2)
1998 557 33% 2% 14 40 (2)
1999 553 34% 2% 14 40 (3)
2000 584 31% 2% 14 42 (2)
2001 604 36% 1% 14 43 (2)
2002 581 35% < 1% 14 42 (3)
2003 581 31% < 1% 14 42 (2)
2004 577 30% 1% 14 41 (2)
2005 622 28% < 1% 14 44 (4)
2006 611 30% < 1% 14 44 (3)
All 12716 34% 3% 360 36 (6)

3.4.2 Summary Statistics
Table 2 shows summary statistics for the pre-program information we have on the stu-
dents in our sample. The table shows averages by male and female students.
The students in our sample are, on average, 21-22 years of age at matriculation and 95%
are students with a Danish citizenship. Admission GPA is slightly higher for female
students.
More than half of the sample took the academic high school track and another one-third
took the business high school track. The students enter the Business Economics program,
on average, 1.7 years after they graduated from high school. In the period between high
school and the Business Economics program, 5% graduated from a higher education,
and the students have accumulated around one year of work experience before entering
the Business Economics program.
The students are from remarkably wealthy backgrounds; in the year prior to matricula-
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Table 2: Summary Statistics: Background Variables

Male Female Total
Age at matriculation 21.49 21.40 21.46

(2.332) (2.401) (2.356)
Danish citizenship 0.955 0.951 0.953

(0.208) (0.216) (0.211)
Admission GPA 8.364 8.466 8.399

(0.803) (0.722) (0.778)
Academic high school track 0.568 0.593 0.576

(0.495) (0.491) (0.494)
Business high school track 0.349 0.335 0.344

(0.477) (0.472) (0.475)
Other high school track 0.0834 0.0724 0.0796

(0.276) (0.259) (0.271)
Gap years prior to matriculation 1.728 1.711 1.722

(2.001) (1.981) (1.994)
Higher degree prior to matriculation 0.0426 0.0579 0.0479

(0.202) (0.234) (0.214)
Work experience prior to matriculation 1.027 0.957 1.003

(1.136) (1.118) (1.130)
Father’s income rank 86.07 86.50 86.22

(20.56) (20.12) (20.41)
Mother’s income rank 71.19 71.27 71.22

(22.62) (22.31) (22.51)
Farther in top 10% 0.634 0.635 0.634

(0.482) (0.482) (0.482)
Mother in top 10% 0.216 0.222 0.218

(0.411) (0.416) (0.413)
Father’s years of education 13.64 13.59 13.62

(2.777) (2.805) (2.787)
Mother’s years of education 12.98 12.65 12.87

(2.679) (2.741) (2.705)
Father with a Master degree 0.176 0.165 0.172

(0.381) (0.371) (0.378)
Mother with a Master degree 0.0711 0.0545 0.0654

(0.257) (0.227) (0.247)
Father with a Bachelor degree 0.187 0.191 0.188

(0.390) (0.393) (0.391)
Mother with a Bachelor degree 0.262 0.226 0.249

(0.440) (0.418) (0.433)
Observations 8349 4367 12716

Mean summary statistics by male and female students. Standard devi-
ations are reported in parenthesis.
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tion the fathers of the students were on average ranked in the 86th income percentile
within the Danish income distribution. The mothers of our students were ranked 71th.
63% of fathers and 22% of mothers had an income in the top 10% of the distribution.
The parents had, on average, 13-14 years of education at the time our students started
the Business economics program.

Figure 1 shows the GPA distribution for males and females. We see that the distri-
bution for female students stochastically dominates the distribution for male students
except for at the top (above approximately 1.5 scaled GPA).
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Males
Females

Figure 1: Standardized GPA distribution

Notes: The figure shows the standardized GPA distribution by gender.

Figure 2 sheds light on the differences in labor market outcomes for our male and
female sample post matriculation. Figure 2 [a] shows that average annual wages are
higher for the male sample compared to the female sample, and the increase in gender
differences in earnings over time is particularly evident in the top of the distribution.
The 90th percentile of the male sample strikingly outgrows the corresponding percentile
of the female sample, and the mean wage of the male sample exceeds the 90th percentile
of the female sample 10 years post matriculation.
Figure 2 [b] shows the differences in income by illustrating the share of the students
that are top earners in a given year post matriculation, as defined by being in the top
10 or top 1 of the Danish income distribution. While 35% of female students reach the
90th percentile 10 years after matriculation, around 50% of the male students pass this
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threshold within 10 years of matriculation. The gap between male and female students
persists over the 25 years post matriculation.
Last, figure 2 [c] illustrates the share of students in management positions post-matriculation.
The male students are more likely to work as managers, a difference that increases over
time. For top-management positions, the same pattern is observed.

Table 3: Summary Statistics: Outcome Variables

(1) Male (2) Female (3) Total
In wage employment 0.810 0.813 0.814

(0.392) (0.390) (0.389)
Annual wage 419510.9 325265.3 385169.8

(456779.9) (287576.2) (406987.8)
Hourly wage 322.6 251.9 298.2

(1750.0) (232.8) (1399.5)
Disposable income 472554.7 373394.2 437031.1

(930191.4) (1108625.4) (998919.1)
Labor market experience 7.413 7.665 7.451

(6.092) (6.221) (6.146)
Management position 0.107 0.0602 0.0906

(0.310) (0.238) (0.287)
Top management position 0.0233 0.00803 0.0180

(0.151) (0.0893) (0.133)
Top 10% income distribution 0.382 0.289 0.349

(0.486) (0.453) (0.477)
Top 1% income distribution 0.0678 0.0191 0.0503

(0.251) (0.137) (0.219)
Observations 170213 94734 268346

Table 3 shows summary statistics for the post-matriculation outcomes
for the students in our sample; Column (1) reports separately for male
students, (2) separately for female student, and (3) combined.

Table 3 shows summary statistics for the pooled years post matriculation. 81% are
in wage employment in a given year. The male sample earnings are almost 100.000
DKK more a year compared to the female sample. Large differences are also observed
in disposable income and hourly wages. These statistics are despite that the male and
female sample have similar accumulated work experience.

The students work in managerial positions in 9% of the yearly observations, and in
around 2% of the yearly observations they work in top management positions. Again,
we observe large gender differences. Our male sample work as managers in around 11%
of the observations and for the female sample it is 6%. For top-management positions,
the shares are 2.3% for the male sample, and only 0.8% for the female sample. A similar
pattern is observed for top income shares. The careers in our sample represent the high
end of the income distribution in Denmark - 35% of the disposable income observations
in our panel are in the top 10% of the Danish income distribution, and 5% are in top
1%. However, females are 9.3 percentage points less likely to be observed in the top 10%
and 3.5 times less likely to be observed in the top 1%.
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Figure 2: Outcome Variables by Gender Post Matriculation

Notes: The figure shows the following statistics for the sample of students by years after
matriculation: In the top figure is the mean and 90th percentile annual wage, in the middle
figure is the share of students at the top 1% and top 10% of the income distribution, and in
the bottom figure is the share of students in management and top management positions.
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3.4.3 Admission GPA
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Figure 3: Admission GPA

Notes: The figure shows the mean of admission GPA across cohorts. The right-scale shows
the mean using the Danish grading scale, and the left-scale the mean standardized by the
academic high school cohort. The black line shows the high school mean for reference with the
dotted lines indicating the +/- 2 standard deviations from the mean

We measure peer ability using the pre-determined GPA that the students used in the
admission process. At the time of our sample period, the grading scale in Denmark had
10 steps with a numerical range from 0-13. Figure 3 shows the mean of the admission
GPA over the cohorts using the Danish grading scale on the left axis. We standardize
admission GPA using the distribution of all (academic) high school students in Denmark
corresponding to the matriculation year at CBS7. Figure 3 shows in solid (dashed) black
the mean (+/- 2 standard deviation) of the Danish academic high school students. The
average high school GPA is relative stable around 8.1-8.3. In the right axis, the figure
shows the mean of the standardized GPA for the CBS students. Around 1993 CBS
increased the number of available spots in Business Economics and the average GPA
declined for the subsequent cohorts. Before this period the average was in the high end
of the Danish high school GPA distribution, and the average has again increased for the
7We only use the distribution for academic high school tracks due to lack of information from other
high school tracks in the beginning of our sample period
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later cohort to around the Danish average.

3.5 Empirical Strategy
The identification of peer effects is impeded by a set of well-known challenges (Manski
(1993)). First, in real-world settings, students often choose their peer groups, which leads
to a problem of self-selection. Second, outcomes within peer groups might be subject to
common shocks. Last, the reflection problem emerges since peers mutually affect each
others’ outcomes. A typical solution for the reflection and the common shocks problem
is to use predetermined peer characteristics as a treatment, and we use a predetermined
peer ability measure. To address concerns regarding endogenous sorting into peer groups
based on unobservables, a broad set of studies have examined students that are randomly
assigned to their peers (Sacerdote (2001), Feld and Zölitz (2017)). In our context, CBS
randomizes students to their initial peer groups within cohorts. Therefore, conditional
on a set of stratification variables, the initial composition of peer groups is considered
as good as random.

3.5.1 Empirical Specification
Our analysis relies on the natural random variation in peer group ability across the
assigned peer groups within a given cohort. Figure 4 shows the variation that we use.
It is standard in the peer effects literature to model peer ability by the leave-one-out
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Notes: The figure shows the identifying variation. In the first figure is the variation that we
use for our main specification. It shows the mean ability variation within cohort, across the
randomized groups. The second figure shows the same variation by male and female peers.
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mean:

GPA−i,g =
1

Ng − 1

Ng∑
i

GPA−i , (3.1)

where Ng is the number of peers in student i’s peer group g and GPAi is student i’s
admission GPA.
It is also standard to include students own ability measure in the model to avoid bias
from the mechanical negative correlation between own ability and the construction of
peer ability. This is known as exclusion bias (Caeyers & Fafchamps, 2016).

We are interested in the possible differential impact of peer ability on male and female
students, and for our main specification we use the following linear-in-means regression
model8:

yi,gc,t = α1:mMalei ×GPA−i,g +α2:mMalei ×GPAi

+ α1:f Femalei ×GPA−i,g +α2:f Femalei ×GPAi

+ γ ′Xi +λc +ψt + εi,gc,t , (3.2)

where yi,gc,t is the outcome variable of interest for student i in peer group g within
cohort c in year t after matriculation. We focus on intention-to-treat estimation and all
years post matriculation are included in the pooled regression. All regressions include
controls for the stratification covariates; age, gender, and an indicator for Danish citizen-
ship, in Xi . We include cohort fixed-effects, λc, and year after matriculation fixed-effects,
ψt. All standard errors are clustered at the level of the randomization; cohorts.9

The main parameters of interests are α1:m and α1:f of the leave-one-out mean peer
ability. They are identified from the (conditional) random variation into peer groups.
We test the validity of the randomization in the next section.

3.5.2 Test of random assignment
The identification of our parameters of interest crucially depends on the variation in
peer GPA to be uncorrelated with other observed (and unobserved) determinants of
students’ careers. The literature has suggested several tests to check if peer groups are
indeed assigned ”at random” (see, for example, Caeyers and Fafchamps (2016) for an
overview). Usually, such tests try to demonstrate that a given predetermined leave-one-
out peer group characteristic - here GPA−i,g - is uncorrelated with a set of the students

8Given the focus of our study is on the long term aspect of assignment to peer ability, our main
specification is the standard leave one-out-mean. We will return to other moments of the ability
distribution in section 3.6.4.

9Due to the small number of clusters (G = 21), we report both cluster robust standard errors, and
wild cluster bootstrapped p-values for the key parameters of interest (Cameron et al., 2008, Roodman
et al., 2019).
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pre-determined covariates; Xi:pre. To provide evidence in favour of this exogeneity, we
follow three approaches for balancing and sorting tests.

The first approach - the balancing test - checks directly if the variation in peer GPA
is correlated with any observed predetermined characteristics of the students. The test
takes the same form as in Eq.3.2, but substitutes outcomes yict with individual-level
variables that are determined prior to matriculation. The intuition of the test is that if
peer groups are randomized they should not predict pre-determined characteristics since
any correlation should be broken by the randomization.

Xi:pre = αb1:mMalei ×GPA−i,g +αb2:mMalei ×GPAi

+ αb1:f Femalei ×GPA−i,g +αb2:f Femalei ×GPAi

+ γ ′Xi +λc + εi,gc , (3.3)

Table 4 describes the results of the test. While - as expected - student’s own high
school GPA is correlated with many of the student’s background characteristics, all of
the variables except one appear to be (conditionally) uncorrelated with the treatment
variable; male-peer GPA or female-peer GPA. The one variable which is marginally
significant on the 5% level is Father in Top 10%. We see that females with high achieving
peers are slightly more likely to have a father in the top 10% of the danish income
distribution. With the large number of variables we test, there is a good chance that we
would find one significant variable by chance.

The second approach tests if similar students are sorted into the same peer groups.
The absence of significant correlations between peer and individual characteristics is
then interpreted as a sign of randomness in the group assignment process. A set of
simple regression of the leave-one-out peer characteristic on the pre-determined indi-
vidual covariates is commonly referred to as a ”naive” test, as such a test ignores a
potential mechanical negative correlation between the peer-group variable, Peer GPAi ,
and the student’s individual GPA (further explained below). We start with the naive
approach and check for conditional correlation between students’ own predetermined
variable values and a leave-one-out average value for peer GPA.

According to Table 5, the ”naive” test detects no sorting (neither positive nor neg-
ative). Still, the coefficients might be negatively biased, and the null hypothesis of the
absence of positive sorting might be mistakenly declined. As noted by Guryan et al.
(2009), even under random assignment into peer groups, it will be the case that the
student’s individual GPA’s are negatively correlated with his/her group’s leave-one-out
statistic Peer GPAi . This phenomenon occurs as students cannot be assigned to them-
selves - if a student with an extreme realization, e.g. very high GPA, is assigned to a
peer group, the pool of remaining students that might be assigned as his peer peers will
have lower GPA’s. This negative correlation results in a negative bias, which is known
as exclusion bias.
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Table 4: Balancing Test

Male×Peer GPA Female×Peer GPA Male×GPA Female×GPA
High School -0.000 -0.020 -0.012 0.016

(0.992) (0.689) (0.255) (0.311)
Business High School -0.011 0.020 -0.005 -0.031*

(0.761) (0.700) (0.677) (0.073)
Other HS equivalent 0.011 -0.000 0.016*** 0.015***

(0.468) (0.991) (0.000) (0.000)
Gap Years 0.002 0.088 0.005 -0.046

(0.990) (0.512) (0.909) (0.365)
Post-HS degree -0.028 -0.010 0.010*** 0.001

(0.191) (0.652) (0.003) (0.870)
Work Experience -0.032 -0.028 -0.035*** -0.038***

(0.242) (0.382) (0.000) (0.000)
Captial region -0.023 -0.004 -0.043*** -0.035***

(0.483) (0.925) (0.000) (0.002)
Father’s Income Rank -1.113 -0.987 1.412*** 2.348***

(0.487) (0.616) (0.001) (0.000)
Mother’s Income rank -0.805 -2.346 0.797* 0.849

(0.574) (0.332) (0.053) (0.210)
Father in Top 10% -0.045 -0.075 0.019*** 0.051***

(0.301) (0.115) (0.007) (0.002)
Father in Top 1% 0.029 0.065** 0.017*** 0.014*

(0.320) (0.044) (0.002) (0.063)
Mother in Top 10% 0.017 0.045 0.015** 0.021**

(0.383) (0.102) (0.048) (0.032)
Mother in Top 1% -0.000 0.001 0.003 -0.001

(0.991) (0.948) (0.229) (0.649)
Father’s Education -0.023 -0.143 0.104* 0.104

(0.908) (0.562) (0.059) (0.261)
Mother’s Education 0.180 -0.004 0.180*** 0.192***

(0.355) (0.986) (0.004) (0.003)
Each row in the table represents a balance test using the specification in equation 3.3, e.g. the first row uses a
dummy for a post-high school degree as the (predetermined) dependent variable. The columns report the estimated
coefficients for αb’s from equation 3.3. P-values in parenthesis are calculated with the wild cluster bootstrap (5000
replications) on the cohort level. All specifications include cohort fixed effects, and the stratification variables;
gender, Danish citizenship, and age. *** p<0.01, ** p<0.05, * p<0.1.
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Table 5: Sorting Test

”Naive” Test Split-Sample Test
High School 0.003 0.004

(0.285) (0.945)
Business High School 0.003 0.003

(0.228) (0.957)
Other HS equivalent 0.001 0.002

(0.640) (0.984)
Gap Years -0.007 -0.009

(0.266) (0.488)
Post-HS degree 0.001 0.001

(0.788) (0.994)
Work Experience 0.005 0.006

(0.104) (0.939)
Captial region 0.004 0.003

(0.168) (0.946)
Father’s Income Rank -0.004 -0.003

(0.154) (.)
Mother’s Income Rank 0.001 0.001

(0.773) (.)
Father in Top 10% 0.002 0.002

(0.444) (0.969)
Father in Top 1% -0.003 -0.003

(0.338) (0.960)
Mother in Top 10% -0.001 -0.001

(0.577) (0.987)
Mother in Top 1% 0.003 0.004

(0.281) (0.983)
Father’s Education 0.004 0.005

(0.270) (0.509)
Mother’s Education 0.001 0.002

(0.871) (0.819)
The first column of the table reports results of the ”naive” sorting test -
the coefficients from a regression of leave-one-out mean of a peers’ back-
ground variable on the corresponding own background variable. The
second column represents coefficients and p-values calculated using the
split-sample method developed by Stevenson (2015). P-values in paren-
thesis are calculated with the wild cluster bootstrap on the matricula-
tion cohort level. All specifications include cohort fixed effects, and the
stratification variables; gender, Danish citizenship, and age. It was not
possible to get p-values for the split-sample estimator for the variables
Father’s Income Rank and Mother’s Income Rank due to an issue which
can arise when peer groups are large (Stevenson, 2015). *** p<0.01, **
p<0.05, * p<0.1.
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The third approach implements a split-sample randomization test as suggested in
Stevenson (2015) to handle the exclusion bias.10 The idea of the test is to break the
mechanical correlation by splitting the sample. Stevenson (2015) recomends randomly
sampling one student from each peer group to use in the estimation, but notes that as
peer groups grow in size it becomes more difficult to estimate the variance of the split
sample estimator. To get around the difficulties with estimating the variance one can
include more students from each peer group, but this does however introduce some bias.
Stevenson (2015) finds that the introduced bias is small in her simulations. As our peer
groups are large in size we implement the procedure in the following way. First, we pick
five students per group randomly, then calculate group averages using the other students
and finally calculate conditional correlations. The resulting coefficients should be less
mechanically biased, but less precisely estimated due to the reduced size of the estimation
sample. Therefore we repeat the same procedure 5,000 times and aggregate the estimates
using the formulas provided by Stevenson (2015). As we see from the second column of
the Table 5, correcting for exclusion bias does not change the conclusion from the naive
test, although we are not able to estimate variances for the split sample estimator for
father’s and mother’s income rank.11 Even though the coefficients from the split-sample
procedure tend to be higher, none of them are significant at the 10% level. We therefore
conclude that students do not appear to be sorted into groups.

3.6 Results
This section starts with our main results on key labour market outcomes in section 3.6.1;
the section looks at labor market earnings, labor supply, and the effect of high-achieving
peers on achieving ”top positions” - such as earning incomes in the top 1% and 10% of
the income distribution or working in a position with management responsibilities.
In section 3.6.2 we decompose our peer measure into the mean peer ability of male and
female students, respectively, and in section 3.6.3 we look more into heterogeneity by the
students own pre-determined ability measure. In section3.6.4 we examine other parts of
the peer ability distribution in addition to the mean.
Last, in section 3.6.5, we shed light on two potential reasons for our negative findings
on female careers; we explore educational outcome and family investment.

3.6.1 Effects on Labour Market Outcomes
Table 6 presents results for the causal effect of leave-one-out mean peer ability on log
annual earnings. Column (1) presents our preferred specification that includes con-
trols for the stratification variables; Danish citizenship, gender and age, the students
10Stevenson (2015) shows that the properties of her suggested split-sample test dominate the more
common exclusion bias correction in Guryan et al. (2009).

11We have tried to increase the number of randomly selected students and to increase the number of
repetitions, but have not been able to solve the problem.
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Table 6: Labour Market Earnings with Specification Checks

(1) (2) (3) (4)
Annual
earnings

Annual
earnings

Annual
earnings

Annual
earnings

Male×GPA−i,g (α̂1:m) -0.020 -0.001 -0.022 -0.023
(0.030) (0.037) (0.030) (0.040)

Female×GPA−i,g (α̂1:f ) -0.094** -0.089** -0.096** -0.085*
(0.035) (0.037) (0.035) (0.044)

Male×GPAi (α̂2:m) 0.070*** 0.068*** 0.070*** 0.069***
(0.005) (0.005) (0.005) (0.005)

Female×GPAi (α̂2:f ) 0.038*** 0.044*** 0.038*** 0.037***
(0.010) (0.012) (0.010) (0.010)

Specification
Stratification controls ✓ ✓ ✓ ✓
Cohort + year after matriculation FE ✓ ✓ ✓ ✓
Individual controls ✓
Peer controls ✓
Gender interaction with FE ✓
Mean dependent variable
Male students 12.445 12.445 12.445 12.445
Female students 12.285 12.285 12.285 12.285
Bootstrapped p-value for H0:
α̂1:m = 0 0.527 0.974 0.485 0.585
α̂1:f = 0 0.018 0.023 0.016 0.071
α̂1:m = α̂1:f 0.057 0.054 0.060 0.335
Observations 212,683 177,346 212,683 212,683
R-squared 0.503 0.514 0.503 0.504

The dependent variable in all columns is the natural logarithm of annual earnings based on
the highest paid job in the given year. Annual earning are adjusted by inflation. Stratification
controls include age, gender and Danish citizenship. Furthermore, all specifications includes
cohort and year-after-matriculation fixed effects. Standard errors clustered at the cohort
level are in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Column (2) adds individual controls
including all the background variables reported in Table 2. Column (3) adds peer controls
including gender share and size of peer group. Column (4) interacts gender with the fixed-
effects. The second to last panel in the table shows wild cluster bootstrapped p-values for
the effect of peer ability on males and females under the null hypothesis of no effects and a
test for whether those they are statistically different from each other.



3.6 Results 133

own admission GPA interacted with gender, as well as the set of cohort and year-after-
matriculation fixed effects. As the identifying variation is as good as random conditional
on the stratification controls within cohort our estimates should not be sensitive to the
inclusion of additional controls. We have included the other specifications to illustrate
how our estimates are affected by including additional controls. In columns (2) - (4), we
gradually add more controls to the model. Column (2) adds additional individual con-
trols and column (3) peer group controls. Column (4) includes gender interactions with
the fixed effects. Adding controls does not affect the sife of the estimated parameters
much, which again confirms the random assignment. The coefficients are relatively sta-
ble, and a one standard deviation increase in mean peer ability reduces female students
earnings by 9-10%. The estimate for male students are close to zero and insignificant
in all specifications. Note, that one standard deviation increase is large relative to the
natural variation that we have from the randomization (see Figure 4).
In addition, the GPA controls show that male students see larger returns on their own
admission GPA compared to female students.

Table 7 shows the effect of peer ability on other outcomes of interest in the labour
market. All five columns are based on our preferred specification, column (1) in table 6.
Our measure of annual wage earnings is conditional on wage employment. Column (1)
looks at peer effects on the probability of wage employment in a given year. Around 81%
of the students in our sample are observed in wage employment and we find a negative
peer effect for female students: a one standard deviation higher peer ability decreases the
probability of wage employment by 3.5 percentage points or a 4.3% reduction compared
to the baseline level.12 We find no effect for male students. Column (2) shows no effect
on the number of days employed, conditional on being wage-employed.
Column (3) replicates the finding in column (1) in Table 6, and in column (4) we only
look at annual wages after the students have graduated from their highest observed
degree. Column (5) shows the result for disposable income. This outcome measure
is not conditional on wage employment. The results on disposable income mirror the
results on earnings and with a sizeable increase in magnitude. An increase in peers’
average ability by one standard deviation decreases female income by almost 20%. Note
that the effect on income potentially reflects various margins of adjustment, including
the margin of employment, self-employment and non-labour income. Last, column (6)
shows the effect on hourly wages. Our results are not sensitive to how and when we
measure wages.

Table 8 reports the effects of having high-achieveing peers on what we call top out-
comes for male and female students. Column (1) and (2) show the impact of peer
ability on the probability of being in a management or top management position, and
column (3) and (4) show the impact on being in the top 10% or top 1% of the Danish
income distribution. The estimates in column (1) and (2) say that a one standard de-
viation increase in mean peer ability decreases the likelihood to work as a manager by
4.1 percentage points for female students, e.g. 68.3% compared to baseline, and by 1.8

12Out of wage-employment is a combined state of non-employment, self-employment, unemployment or
in education
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Table 7: Labour Market Outcomes

(1) (2) (3) (4) (5) (6)
Wage
em-

ployed

Days
em-

ployed

Annual
earn-
ings

Annual
earn-
ings*

Income Hourly
wage

Male×GPA−i,g (α̂1:m) -0.013 -4.053 -0.020 -0.022 -0.050 0.005
(0.011) (2.700) (0.030) (0.032) (0.034) (0.022)

Female×GPA−i,g (α̂1:f ) -
0.035***

-3.411 -
0.094**

-
0.085**

-
0.190***

-
0.062***

(0.011) (2.519) (0.035) (0.038) (0.031) (0.019)
Male×GPAi (α̂2:m) 0.002 1.888*** 0.070*** 0.077*** 0.072*** 0.074***

(0.002) (0.537) (0.005) (0.005) (0.006) (0.004)
Female×GPAi (α̂2:f ) 0.005* 0.590 0.038*** 0.043*** 0.038*** 0.049***

(0.003) (0.836) (0.010) (0.010) (0.010) (0.004)
Specification
Stratification Controls ✓ ✓ ✓ ✓ ✓ ✓
Cohort and year after matriculation FE ✓ ✓ ✓ ✓ ✓ ✓
Mean dependent variables
Male students 0.813 311.728 12.445 12.509 12.609 5.611
Female students 0.815 310.284 12.285 12.354 12.522 5.466
Bootstrapped p-value for H0:
α̂1:m = 0 0.245 0.159 0.521 0.502 0.173 0.796
α̂1:f = 0 0.005 0.177 0.021 0.033 0.000 0.004
α̂1:m = α̂1:f 0.038 0.814 0.062 0.085 0.002 0.006
Observations 260,780 207,255 212,683 181,048 234,500 164,210
R-squared 0.103 0.071 0.503 0.503 0.350 0.354

The dependent variables in the order of the columns are; an indicator for being wage-employed in a given
year, number of days in employments, the natural logarithm of annual earnings, the natural logarithm of
annual earnings after graduation from highest degree, the natural logarithm of annula income, and the natural
logarithm of hourly wage. All specifications includes cohort and year-after-matriculation fixed effects as well
as the stratification controls age, gender and Danish citizenship. Standard errors clustered at the cohort
level are in parenthesis. The table also reports means of the dependent variables by gender. The second to
last panel shows wild cluster bootstrapped p-values for the effect of mean peer ability on males (α̂1:m) and
mean peer ability on females (α̂1:f ) under the null hypothesis of no effects, and a test of whether those two
effects are statistically different under the null that α̂1:m = α̂1:f . *** p<0.01, ** p<0.05, * p<0.1.

percentage points for the top management positions, e.g. 225% compared to baseline.13

In column (3) and (4) we show the effect on being in the top of the income distribution
among all Danish tax payers. Females with higher ability peers are less likely to reach
the top of the income distribution: a one standard deviation increase in peer ability
decreases female students’ prospects of entering the 90th income percentile by 4.6 per-
centage points, e.g. 15.9% compared to baseline. Similarly, female students are 3.9
percentage points less likely to join the top 1% of earners in Denmark, which translates
into 205.3% compared to the baseline estimate of 1.9%.

Figure 5 illustrates the effect of high-achieving peers on male and female by year
post matriculation. We see that the adverse effects of peers on female careers appear
after some years in the labour market.

13Note that the linear probability model might provide a misleading intuition of the magnitude. A
future version will include estimates from Logit models as well.



3.6 Results 135

Table 8: Top Outcomes

(1) (2) (3) (4)
Manager Top

Manager
Top 10% Top 1%

Male×GPA−i,g (α̂1:m) 0.011 0.008 -0.016 0.007
(0.012) (0.007) (0.014) (0.010)

Female×GPA−i,g (α̂1:f ) -0.041*** -0.018** -0.046*** -0.039***
(0.012) (0.008) (0.015) (0.009)

Male×GPAi (α̂2:m) 0.007** 0.004*** 0.054*** 0.026***
(0.002) (0.001) (0.004) (0.002)

Female×GPAi (α̂2:f ) 0.005 0.003* 0.050*** 0.006***
(0.003) (0.002) (0.005) (0.002)

Specification
Stratification Controls ✓ ✓ ✓ ✓
Cohort and year-after-matriculation FE ✓ ✓ ✓ ✓
Mean dependent variables
Male students 0.108 0.024 0.382 0.068
Female students 0.060 0.008 0.289 0.019
Bootstrapped p-value for H0:
α̂1:m = 0 0.374 0.260 0.274 0.492
α̂1:f = 0 0.006 0.052 0.008 0.000
α̂1:m = α̂1:f 0.003 0.008 0.047 0.001
Observations 170,649 170,649 236,055 236,055
R-squared 0.068 0.035 0.340 0.095

The dependent variables in the order of the columns are; an indicator for being in a management
position, in a top management position, the natural logarithm of disposable income in a given year, an
indicator of being in the top 10% of the Danish income distribution in a given year, and an indication
of being in the top 1% of the Danish income distribution in a given year. Stratification controls
include age, gender and Danish citizenship. Furthermore, all specifications includes cohort and year-
after-matriculation fixed effects. Last, the table shows wild cluster bootstrapped p-values for the effect
of peer ability under the null hypothesis of no effects, and a test if those two effects are statistically
different from each other. Standard errors clustered at the cohort level are in parenthesis. *** p<0.01,
** p<0.05, * p<0.1

3.6.2 Gender Decomposed Peer Ability:
Two recent papers, Feld and Zölitz (2018) and Cools et al. (2019), suggests that the
gender-composition of the peer ability distribution matters for outcomes of male and
female students. In this section, we decompose our measure of peer ability into the
average ability of a student’s male peers and average ability of a student’s female peers
and run the specification:

yi,gc,t = αm1:mMalei ×GPAm
−i,g +α

f
1:mMalei ×GPAf

−i,g +α2:mMalei ×GPAi

+ αm1:f Femalei ×GPAm
−i,g +α

f
1:f Femalei ×GPAf

−i,g +α2:f Femalei ×GPAi

+ γ ′Xi +λc +ψt + εi,gc,t , (3.4)

where GPAm
−i,g is constructed as the leave-one-out mean of student i’s male peers
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Figure 5: Peer ability effect by year post matriculation

Notes: The figure shows the coefficients from our preferred specification with the mean peer
ability interacted with year after matriculation.

leaving student i out, and GPAf
−i,g is the leave-one-out mean of student i’s female peers

leaving student i out.

Overall we find that high-achieving male peers drive the negative effects for female
students. Table 9 summarizes the results on a range of our outcome measures. In the
first column we see that a one standard deviation increase in male peer-ability decreases
males likelihood of being wage employed by 1.8% points and females likelihood by 2.1%
points, whereas exposure to high-achieving female peers has no effect on neither females
nor males. The size of the effect for males is close to what we estimated in table 7,
although it was not significant there. Given all the other results an explanation could
be that having high achieving male peers causes males to be more likely to enter into
self-employment. In the second column we find that a one standard deviation increase
in male peer-ability decreases female wages by 7.9%, whereas exposure to high-achieving
female peers has no effect on neither females nor males. These results are in alignment
with findings in Feld and Zölitz (2018) who also report severe negative effects for females
of being assigned to higher ability males in terms of early labour market outcomes. In
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Table 9: Gender-Decomposed Peer Ability

(1) (2) (3) (4) (5)
Wage
employ-
ment

Annual
earnings

Income Manager Top 10%

Male Peers:

Male×GPAm
−i,g (α̂m1:m) -0.018** -0.008 -0.044 0.004 -0.009

(0.008) (0.025) (0.030) (0.010) (0.014)
Female×GPAm

−i,g (α̂m1:f ) -0.021** -
0.079***

-
0.144***

-
0.036***

-0.020

(0.009) (0.026) (0.021) (0.010) (0.013)
Female peers:

Male×GPAf
−i,g (α̂f1:m) 0.008 -0.005 0.010 0.011 -0.006

(0.007) (0.019) (0.016) (0.007) (0.011)
Female×GPAf

−i,g (α̂f1:f ) -0.012 -0.003 -0.029 0.001 -0.022**
(0.009) (0.027) (0.023) (0.009) (0.010)

Specification
Stratification Controls ✓ ✓ ✓ ✓ ✓
Cohort and year after matriculation FE ✓ ✓ ✓ ✓ ✓
Mean dependent variables
Male students 0.813 12.445 12.609 0.108 0.382
Female students 0.815 12.285 12.522 0.060 0.289
Bootstrapped p-value for H0:
Male peers:
α̂m1:m = 0 0.039 0.786 0.175 0.711 0.529
α̂m1:f = 0 0.025 0.011 0.000 0.002 0.131

Female peers:
α̂
f
1:m = 0 0.277 0.808 0.554 0.167 0.600
α̂
f
1:f = 0 0.191 0.915 0.254 0.956 0.039

Observations 260,780 212,683 234,500 170,649 236,055
R-squared 0.103 0.503 0.350 0.068 0.340

The dependent variables in the order of the columns are; an indicator for being wage-employed in a
given year, the natural logarithm of annual earning, the natural logarithm of disposable income, an
indicator for being in a management position, and an indicator for being in the top 10% of the Danish
income distribution. All specifications includes cohort and year-after-matriculation fixed effects and
stratification controls age, gender and Danish citizenship. Standard errors clustered at the cohort level
are in parenthesis. The table also reports the mean dependent variables by gender. Last, the table
shows wild cluster bootstrapped p-values for the effect of mean peer ability on males (α̂1:m) and mean
peer ability on females (α̂1:f ) under the null hypothesis of no effects, and a test if those two effects are
statistically different under the null that α̂1:m = α̂1:f . *** p<0.01, ** p<0.05, * p<0.1.
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contrast to Feld and Zölitz (2018), we do not find any significant and positive effects of
increasing the average ability of male peers on males for labour market outcomes.
The pattern is consistent for the other outcomes measuring disposable income, and
management positions. The exception is the effect on being in top 10 of the Danish
income distribution. The effect on female students of an increase in either male or
female peer ability are in magnitude associated with a 2.2 percentage point decline.
However, it is only the part driven by female peers that is significant on the 5% level.

3.6.3 Heterogeneity by student’s own pre-determined
ability measure

Studies have shown that in a competitive environment it is often females in the high end
of the ability distribution that are most negatively affected. In this section, we examine
if the estimated peer effects on male and female students are heterogeneous with respect
to the student’s own ability.
We investigate if higher ability peers differentially affect students with different pre-
determined ability. To do so, we interact our peer effect specification with an indicator
if a student is above or below the median of the distribution of admission GPAs’ within
his or her cohort. The results of this exercise can be found in Table 10.

Separating low and high ability males does not produce any new insights. For both
groups of males, we do not find evidence in support of the hypothesis that peer ability
matters for outcomes except for a positive effect on being in a management position
for male students in the lower end of the ability distribution and negative effects on
earnings and the likelihood of full time employment for males in the upper end of the
ability distribution, although both estimates are only significant on the 10% level.
For female students, the previous results are reinforced. For a range of outcome variables,
the effect of increasing peer-ability is sizeable and negative for female students of both
high and low ability. Further we find that the adverse effects for high-ability females
are more pronounced: they experience a wage penalty of -14.1% for a one standard
deviation increase in peer ability. This is significantly higher than the wage decrease
for low ability females of -5.1% (insignificant). For the other outcome variables, such as
reaching the Top 10% of the income distribution, or working as a manager, the effect
on high-ability females is larger as well. The exception is the effect on being in wage
employment, where the negative effect is larger in magnitude for the lower end of the
ability distribution.

3.6.4 Other peer ability moments
In our previous specifications, we have assumed that peer effects operate through the
linear-in-mean ability specification. Given that the literature suggests other non-linear
peer effects in the educational contexts (e.g. Anelli and Peri (2017), Mouganie and
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Table 10: Peer Effects by Students Own Ability Type

(1) (2) (3) (4) (5)
Wage
employ-
ment

Annual
earnings

Income Manager Top 10%

Student GPA below median within cohort:

Male×GPA−i,g (α̂below1:m ) -0.021 0.023 -0.039 0.033* -0.001
(0.013) (0.038) (0.038) (0.016) (0.017)

Female×GPA−i,g (α̂below1:f ) -
0.042***

-0.051 -
0.163***

-0.034** -0.015

(0.014) (0.045) (0.037) (0.014) (0.019)

Student GPA above median within cohort:

Male×GPA−i,g (α̂above1:m ) -0.005 -0.064* -0.064 -0.011 -0.034*
(0.013) (0.034) (0.043) (0.015) (0.017)

Female×GPA−i,g (α̂above1:f ) -0.028** -
0.141***

-
0.216***

-
0.048***

-
0.073***

(0.013) (0.041) (0.033) (0.015) (0.019)
Specification
Stratification Controls ✓ ✓ ✓ ✓ ✓
Cohort and year after matriculation FE ✓ ✓ ✓ ✓ ✓
Mean dependent variables
Female students below median 0.811 12.270 12.514 0.058 0.259
Male students below median 0.812 12.393 12.566 0.103 0.342
Female students above median 0.824 12.298 12.534 0.064 0.315
Male students above median 0.822 12.489 12.658 0.116 0.422
Bootstrapped p-value for H0:
α̂below1:m = 0 0.137 0.560 0.332 0.056 0.957
α̂below1:f = 0 0.007 0.272 0.002 0.026 0.465
α̂above1:m = 0 0.735 0.089 0.171 0.463 0.070
α̂above1:f = 0 0.044 0.006 0.000 0.008 0.003

α̂below1:m = α̂above1:m 0.309 0.126 0.358 0.113 0.176
α̂below1:f = α̂above1:f 0.031 0.017 0.000 0.020 0.007
Observations 260,780 212,683 234,500 170,649 236,055
R-squared 0.103 0.503 0.350 0.068 0.340

The dependent variables in the order of the columns are; an indicator for being wage-employed in
a given year, the natural logarithm of annual earning, the natural logarithm of disposable income,
an indicator of being in a management position, and an income of being in top 10% of the Danish
income distribution. All specifications includes cohort and year-after-matriculation fixed effects and
the stratification controls age, gender and Danish citizenship. Standard errors clustered at the cohort
level are in parenthesis. The table also reports the means for the dependent variables by gender and
whether a student is below or above the median GPA. The second to last panel shows wild cluster
bootstrapped p-values for the effect of mean peer ability on males (α̂1:m) and mean peer ability on
females (α̂1:f ) under the null hypothesis of no effects, and a test if those two effects are statistically
different under the null that α̂1:m = α̂1:f . *** p<0.01, ** p<0.05, * p<0.1.
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Wang (2020)), we go beyond the linear peer effects model in this section.

We use ability shares instead of a parametric distribution. We follow Mouganie and
Wang (2020) and classify students within the cohort in three groups; we classify ”high-
ability” as students with an admission GPA in the top 20% of the cohort distribution,
”low-ability” as students in the bottom 20 of the cohort distribution, and ”median-ability”
as student in the range in between. Based on this classification, we construct peer-ability
measures using the leave-on-out proportion within each classification.

Table 11: Non-Linear Effects

(1) (2) (3) (4) (5)
Wage
employ-
ment

Annual
earning

Income Manager Top 10%

Male×Share Low Ability (α̂low1:m) 0.007 0.145 0.022 0.027 0.046
(0.068) (0.088) (0.031) (0.036) (0.035)

Female×Share Low Ability (α̂low1:f ) -0.047 0.109 0.019 0.059 0.019
(0.120) (0.101) (0.036) (0.043) (0.046)

Male×Share High Ability (α̂high1:m ) -0.038 0.008 -0.022 0.030 0.009
(0.081) (0.098) (0.020) (0.036) (0.038)

Female×Share High Ability (α̂high1:f ) -0.155* -0.165 -0.026 0.022 -0.052
(0.086) (0.109) (0.034) (0.037) (0.045)

Specification
Stratification Controls ✓ ✓ ✓ ✓ ✓
Cohort and year after matriculation FE ✓ ✓ ✓ ✓ ✓
Mean dependent variables
Female students 12.285 12.525 0.818 0.061 0.290
Male students 12.443 12.614 0.817 0.109 0.383
Bootstrap p-value H0:
α̂low1:m = 0 0.919 0.125 0.497 0.466 0.210
α̂low1:f = 0 0.700 0.298 0.596 0.204 0.685
α̂
high
1:m = 0 0.642 0.937 0.300 0.429 0.801
α̂
high
1:f = 0 0.110 0.163 0.445 0.593 0.280
α̂low1:f = α̂low1:m 0.931 0.147 0.615 0.309 0.372
α̂
high
1:f = α̂high1:m 0.271 0.401 0.272 0.625 0.497

Observations 212,683 234,500 260,784 171,159 236,055
R-squared 0.502 0.350 0.106 0.066 0.340

Notes: The dependent variables in the order of the columns are; an indicator for being wage-employed
in a given year, the natural logarithm of annual earning, the natural logarithm of disposable income,
an indicator of being in a management position, and an income of being in top 10% of the Danish
income distribution. All specifications includes cohort and year-after-matriculation fixed effects and
the stratification controls age, gender and Danish citizenship. Standard errors clustered at the cohort
level are in parenthesis. The table also reports means for the dependent variables by gender. The second
to last panel shows wild cluster bootstrap p-values for the effect of peer ability on males and females
under the null hypothesis of no effects and a test if those two effects are statistically different from each
other. Standard errors clustered at the cohort level are in parenthesis. *** p<0.01, ** p<0.05, * p<0.1
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The results for this exercise are depicted in Table 11. We find no evidence supporting
the hypothesis that the negative labour market returns for females are driven by a
higher share of high-ability peers in their respective peer group for any of the dependent
variables.

3.6.5 Educational and Family Investment
In the previous sections, we have shown that high-achieving peers have a severely nega-
tive impact on female students’ careers. Several life investments that potentially explain
these adverse effects come to mind. First, female students who are assigned to higher
ability peers might do worse in the labour market because those same peers affect their
human capital accumulation; higher ability peers might harm female performance and
their graduation rates (Feld and Zölitz (2018), Mouganie and Wang (2020)), leading to
fewer women entering top jobs (Frederiksen & Kato, 2018).

Second, females who are exposed to high achieving peers might decide to prioritize
having a family over a career if exposure to many higher ability male peers reinforces
traditional gender roles (Brenøe and Zölitz, 2020, Cools et al., 2019). Exposure to male
peers of higher ability might also reduce search frictions in partnership formation and
accelerate family investments for females (Skyt Nielsen & Svarer, 2009).
Fertility in itself is an interesting outcome measure for two reasons: first, if high achieving
peers lead females to shy away from entering the contest for top jobs, a higher rate of
fertility might be a natural byproduct as many of these jobs are less compatible with
having children. Otherwise, peers might alter females’ preferences towards motherhood,
and the negative effects of peers on labour market outcomes might be explained by
female students having (more) children (Lundborg et al. (2017), Kleven et al. (2019)).
Previous studies in different educational contexts suggest that classroom composition
might have effects on female fertility: Cools et al. (2019) find that more male peers of
higher ability increase female fertility at the intensive margin at age 26-32, whereas more
high achieving female peers decrease male’s fertility. Brenøe and Zölitz (2020) reports
that a higher share of female peers in high school changes females’ timing of the first
child as well as their number of children.

Table 12 investigates how peer ability is related to educational outcomes. Conditional
on graduating from the program, female students who are exposed to peers of higher
ability finish the Business Economics program with lower GPA: an increase of peer
admission GPA by one standard deviation decreases female students final study program
GPA by around 11.8% of a standard deviation.
We do not find any significant effects og having high achieving peers on graduating from
the business economics program, although the estimated coefficient is large (-10.9%) and
corresponds in sign and magnitude to findings in M. K. Skibsted (2016), who investigates
the effect of peer ability on graduation rates in the same study program for a subset of
our sample.
For graduating with any bachelor degree we do not find any effects on female students.
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Table 12: Education

(1) (2) (3) (4) (5)
University

GPA
Graduate Bachelor Master Male

Dominated
Male×GPA−i,g (α̂1:m) -0.022 0.052 -0.053* 0.001 0.018

(0.028) (0.075) (0.030) (0.034) (0.026)
Female×GPA−i,g (α̂1:m) -0.118*** -0.109 0.005 -0.111*** -0.107***

(0.032) (0.089) (0.026) (0.036) (0.029)
Male×GPAi (α̂2:m) 0.085*** 0.664*** -0.013** 0.098*** 0.020

(0.009) (0.017) (0.005) (0.010) (0.013)
Female×GPAi (α̂2:f ) 0.076*** 0.601*** -0.037*** 0.097*** 0.044***

(0.012) (0.030) (0.010) (0.011) (0.011)
Specification
Stratification Controls ✓ ✓ ✓ ✓ ✓
Cohort FE ✓ ✓ ✓ ✓ ✓
Mean dependent variables
Female students 0.649 0.017 0.267 0.517 0.466
Male students 0.679 -0.009 0.238 0.501 0.524
Bootstrap p-value for H0:
α̂1:m = 0 0.443 0.501 0.086 0.966 0.501
α̂1:f = 0 0.001 0.246 0.857 0.008 0.002
α̂1:f = α̂1:m 0.005 0.123 0.069 0.001 0.002
Observations 12,293 7,597 10,967 10,967 10,021
R-squared 0.063 0.239 0.033 0.125 0.407

Notes: The dependent variables in the order of the columns are; the standardized final university
GPA, an indicator for whether student graduates from the Business Economics Program at CBS, an
indicator for whether the student ever graduates with any bachelor degree, and indicator for whether
the student ever graduates with any master degree, and an indicator for whether more than 60% of
students in the subsequent educational program are males. All specifications include cohort fixed effects
and the stratification controls age, gender, and Danish citizenship. Further we control for own GPA in
all specifications. The table also reports the mean for all dependent variables by gender. The second
to last panel shows wild cluster bootstrap p-values for the effect of peer ability on males and females
under the null hypothesis of no effects and a test if those two effects are statistically different from each
other. Standard errors clustered at the cohort level are in parenthesis. *** p<0.01, ** p<0.05, * p<0.1.

While we find a negative effect on male students, although it is only significant on the
10% level. We see a large negative effect for female students for graduating with any
master degree: an increase of peer admission GPA by one standard deviation decreases
female students likelihood of graduating with any master degree by 11.1% points. Last,
female students exposed to high achieving peers are also less likely to pursue a male
dominated subsequent education degree.

Table 13 presents results for the effect of peer abilitty on marriage and fertility
outcomes. In columns one and two, we first examine the peer ability effect on marriage
and being in a partnership. For both male and female students we observe a negative
effect of being assigned to highers achieving peers. For female students the effect is only
significant for the extended definition that includes living in a partnership.
Table 13 also examines fertility patterns. In column (3) we find that male students
exposed to high achieving peers are more likely to have children in a given year, but find
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Table 13: Family Investment

(1) (2) (3) (4) (5)
Married Married* Children Child at age

30
Age at First

Child
Male×GPA−i,g (α̂1:m) -0.044** -0.048** 0.031** -0.013 0.001

(0.020) (0.017) (0.013) (0.032) (0.372)
Female×GPA−i,g (α̂1:f ) -0.032 -0.039** 0.012 0.024 -0.829**

(0.020) (0.017) (0.017) (0.029) (0.351)
Male×GPAi (α̂2:m) 0.003 0.008** 0.002 -0.001 -0.100*

(0.003) (0.004) (0.003) (0.004) (0.051)
Female×GPAi (α̂2:m) -0.000 -0.002 0.010* -0.021** 0.121

(0.007) (0.007) (0.005) (0.009) (0.115)
Specification
Stratification Controls ✓ ✓ ✓ ✓ ✓
Cohort FE ✓ ✓ ✓ ✓ ✓
Year-after-matriculation FE ✓ ✓ ✓
Mean dependent variables
Male students 0.311 0.555 0.624 0.218 32.014
Female students 0.381 0.596 0.544 0.325 30.921
Bootstrapped p-value for H0:
α̂1:m = 0 0.033 0.007 0.025 0.678 0.998
α̂1:f = 0 0.131 0.038 0.484 0.425 0.032
α̂1:m = α̂1:f 0.462 0.609 0.070 0.114 0.025
Observations 257,490 257,490 257,490 12,293 8,890
R-squared 0.305 0.082 0.459 0.020 0.044

The dependent variables in the order of the columns are; an indicator for being married in a given year, an
indicator for being married or in a partnership in a given year, an indicator of having children in a given year,
an indicator for having a child by age 30, and the students age when they got their first child conditional on
having a child. Stratification controls include age, gender and Danish citizenship. All specifications includes
cohort fixed effects, and columns (1)-(3) also include year-after-matriculation FE. Further, all specifications
control for own GPA. The second to last panel shows wild cluster bootstrapped p-values for the effect of peer
ability under the null hypothesis of no effects, and a test if those two effects are statistically different from
each other. Standard errors clustered at the cohort level are in parenthesis. *** p<0.01, ** p<0.05, * p<0.1.

no effect for female students. Further, we find no effects on having a child by age 30 for
either male of female students. By conditioning on having a child, column (5) of Table
13 shows that exposure to peers of higher ability reduces a female student’s age at first
childbirth, suggesting that they shift their fertility decisions. While we cannot provide
any conclusive evidence, family investments does not seem to play any major role in the
negative consequence for female students.

3.7 Conclusion
In this paper, we make use of the random assignment of students to peer groups in a
large Danish Business Economics program - covering matriculation cohorts from 1986
to 2006 - to investigate how exposure to higher ability peers contributes to the gender
divergence in the top earning distribution.
We show that females exposed to high-achieving peers tend to be less successful in their
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careers in terms of lower earnings and weaker labour market attachment. The negative
effect is also evident in a lower probability to reach leading positions in firms (manage-
ment or top management positions), and the top of the income distribution (top 1% or
top 10%).

Furthermore, we find that females of higher ability are particularly hurt by exposure
to higher ability peers and by decomposing our measure of peer ability into parts asso-
ciated with male and female peers, we find that higher ability male peers mostly drive
the adverse effects on females.

To shed light on potential reasons for the negative effect, we investigate educational
outcomes and family investment. Female students who are exposed to peers of higher
ability are significantly less likely to graduate from the Business Economics program,
and are less likely to obtain any higher education degree. Conditional on graduation,
they have lower GPA than their cohort peers.
We find limited evidence that the assignment to peers of higher ability leads female
students to change family investments.

Given this, we conclude that our results provide evidence that the composition of
university peers affects labour market outcomes with long lasting consequence. Although
we are not able to fully disentangle the underlying behavioural reasons, our evidence is,
however, consistent with the experimental literature showing that female students are
less competitive. This might affect female students’ when exposed to higher achieving
peers. So before thinking about policy implications of our results, we believe that it is
essential to gain a better understanding of the behavioral aspect for the negative impact.
We hope that documenting the long-lasting consequences will foster more research in
the area.
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CHAPTER 4
Peers and Careers: Labour
Market Effects of Alumni

Networks
with Alexander Fischer, Andrei Gorshkov, and Jeanette Walldorf

Abstract

Are social connections formed among university peers important in shaping
their future careers? We answer this question by using records from the long-
lasting random assignment of Business Economics students to peer groups at
Copenhagen Business School from 1986 to 2006, which we merge to detailed labour
market information from Danish registers. We find that students, randomly as-
signed to the same peer group, tend to have more similar careers than students
from the same cohort, but a different peer group: they tend to work in the same
occupations and industries and are more likely to be hired by the same employer.
The strongest ”excess” similarities of group peers over cohort peers are observed
at the most disaggregated level, the workplace. This effect is strong, persistent
(although decreasing over time), characterized by homophily and pronounced the
most for students from the wealthiest family backgrounds. By comparing the tran-
sitions of students to workplaces with incumbent group peers to workplaces with
incumbent cohort peers, we find that students benefit from their alumni network
by gaining access to more stable and higher-paying jobs.

4.1 Introduction
It is a widely held belief that ”knowing the right people” can have a transformative
effect on one’s career. Joining a network of professionally successful people is often
considered to be an integral part of the value of an education program. Business schools
- whose programs are often characterized as stepping stones into high paying careers -
typically emphasize the importance of alumni peer ties.1 Nevertheless, despite the broad
1Promotional materials of world-leading business schools often explicitly mention career benefits from
networking among students (e.g., University of Chicago Booth (2018)).
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academic interest in educational peer effects and general recognition of their importance
(see Sacerdote (2014) for a review), still very little is known about the role of peers
in shaping career outcomes. Moreover, the interpretation of potential peer effects on
careers is intrinsically ambiguous. Interactions of educational peers could be limited to
their shared period of studies, but still manifest in persistent labour market effects. On
the other hand, peer interactions might extend into their professional lives, where peers
from university form an alumni network, which acts as a source of information on jobs
and career opportunities.

In this paper, we ask if and how social interactions in higher education affect student’s
career choices and if the social ties from university persist into labour market interactions
of former academic peers. Investigating the effects of social interactions is notorious for
its many challenges (see, for example, Manski (1993) and Angrist (2014)). The ideal
research design would need to fulfil several restrictive requirements. Most importantly,
in order to avoid ex-post similarities between a pair of students reflecting only sorting on
ex-ante unobserved similarities, the social ties between students needed to be randomly
assigned and independent of other factors that affect future careers. A second hurdle for
investigating the effects of social interactions in higher education on student’s careers is
that data on labour market outcomes of students needs to be available. Given that it is
difficult to find a setting that simultaneously satisfies both conditions, researchers often
face a trade-off between the credibility of randomization and observability of detailed
career dynamics.

The setting in our paper is characterized by both: arguably credible randomization
and rich data on students’ careers. First, we exploit a policy that randomly assigned
students to peer groups in a Business Economics program at Copenhagen Business School
(from now on abbreviated as CBS) that reaches as far back as 1986. Business Economics
at CBS is a large business education program, and its graduates are typically among
the country’s top earners. Second, we can merge these records to Danish register data,
which offer rich and detailed information on workers and firms in Denmark. Therefore,
we can observe the individual career dynamics of students.

To identify the effect of peers on choices after graduation, we use a dyadic approach
and compare pairs of students that are randomly assigned to the same peer group (group
peers) to pairs of students from the same cohort but who are assigned to a different peer
group (cohort peers). We find that group peers tend to have more similar careers than
cohort peers. Group peers ”excessively” tend to work in the same occupations and in-
dustries and are more likely to be hired by the same firm. The effects are strongest at
the most disaggregated level - the workplace. During their first ten years after gradu-
ation, a pair of group peers is more than 40% more likely to be working in the same
workplace than a pair of cohort peers. These workplace effects are much stronger than
effects on occupation, industry and firm choice. Moreover, they seem to be the driving
force underlying group peers’ career similarities. Conditional on not working at the same
workplace, group peers are not significantly more likely to hold jobs in the same firms or
industries. Moreover, we find no evidence of peer similarities in educational choices that
might mediate the effect, which is consistent with post-graduation network interactions
between students. While our identification strategy addresses the selection problem, our
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empirical design does not rule out that results are driven by common group-level shocks.
Nevertheless, we conclude that overall pattern of our findings suggest that the ”excess”
career similarities between group peers (in comparison to cohort peers) is most likely
indicative of social interactions with academic peers being impactful for students careers
rather than just reflecting common shocks from the shared academic environment.

The social ties formed in university persist over time, but slowly fade out. Right
after graduation, group peers are twice as likely to work together compared to cohort
peers; ten years after scheduled graduation, the effect is attenuated to around 20%.
This pattern is characterized by notable gender and country-of-origin homophily, with
effects being more pronounced for peers with the same gender or country-of-origin and
insignificant for ”dissimilar” peers. Moreover, the most substantial effects are observed
for students with a higher initial ability (measured by high school GPA) and for students
coming from the richest families (as measured by a paternal income in top 1% of the
national income distribution in the year before matriculation).

This evidence suggests that students form active alumni networks after graduation
and use them to gather information on job opportunities. Nevertheless, is joining a group
peer’s workplace also beneficial? To answer this question, we compare events where a
student joins a workplace with one or more incumbent peer group peers to events where
a student joins a workplace with one or more incumbent cohort peers. We find that
such transitions are associated with getting higher wages and more stable jobs in better-
paying firms, industries and occupations. In alignment with the results from the first
part of the analysis, these returns are more pronounced at earlier career stages and for
high-ability students from wealthy families.

This paper aims to contribute to the large and growing literature on peer effects in
education. A prominent branch of research exploits experimental settings with various
types of random assignments in educational context (within dormitories, courses or
cohorts), but mostly focuses on academic outcomes (see, for example, work by Sacerdote
(2001); D. Zimmerman (2003); Lyle (2007); Carrell et al. (2009) and Feld and Zölitz
(2017)). A related paper by Bjerge and Skibsted (2016) studies peer effects on master’s
choice using the same data source and a similar approach as we do, although with a
different sample. They find that peers are more likely to choose the same master’s
degrees.2 A handful of studies attempt to establish a link between academic peers
and long-run outcomes without explicit randomization by using across cohort variation
(as in Hoxby (2000)). For example, Black et al. (2013) investigate how variation in
socioeconomic composition of cohorts in ninth grade in Norway affects students’ various
long-run outcomes (including labour market outcomes). Anelli and Peri (2017) and
Brenøe and Zölitz (2020) study the effects of class gender composition in Italian and
Danish high schools, both with a focus on college major choices and income.

This project adds to a much smaller set of studies that combines both - explicit
randomization of students into peer groups and a focus on labour market outcomes af-

2Our paper distinguishes it self from the paper by Bjerge and Skibsted (2016) as we are not focused
on peer effects, but use higher intensity social interactions during the Business Economics degree to
identify network effects in the labor market.
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ter graduation. For example, using random assignment to sections in Harvard Business
School, Lerner and Malmendier (2013) investigate how peers affect the decision to be-
come an entrepreneur, and Shue (2013) explores the role of peer interaction between
top managers in corporate decision making. Jones and Kofoed (2020) study how peers
affect occupational preferences in the context of a military academy. The most related
to the setting in our study is a paper by Feld and Zölitz (2018), which uses within-course
randomization into classes in a Dutch business school to investigate the effects of peer
GPA on course choices and evaluates labour market outcomes based on survey-based
measures of career success and work satisfaction.

Our study’s contribution to the literature on long-run peer effects is twofold. First,
in contrast to the common interpretation of academic peer influences as being confined
to the shared period of studies, we emphasize the role of contemporaneous alumni inter-
actions in shaping students’ careers by employing a labour market network perspective.
Second, access to detailed administrative labour market data allows us to analyze in de-
tail how academic peers affect each others’ career choices at the industry, occupational,
firm and workplace level.

This paper further contributes to a wide range of studies exploring the importance
of social connections in the labour market. Who you know appears to be important in
different social contexts: neighborhoods (Bayer et al. (2008); Hellerstein et al. (2011);
Schmutte (2015)), former coworkers (Cingano and Rosolia (2012); Glitz (2017); Cald-
well and Harmon (2018); Glitz and Vejlin (2019), Saygin et al. (2019)), family members
(Kramarz & Skans, 2014) and ethnic groups (Edin et al. (2003), Damm (2009), Dust-
mann et al. (2016)). Several studies attempt to assess the importance of labour market
networks among former students. Hacamo and Kleiner (2017) focus on the manage-
rial market and investigate how firms use social connections that their employees gain
through MBA programs to attract talent. Zhu (2018) identifies referral networks among
graduates from community colleges in Arkansas.

Lastly, this study contributes by investigating a specific context in which peers are
considered to be of particular importance for educational returns: business schools (e.g.,
Lerner and Malmendier (2013) and Shue (2013)). Besides identifying significant social
interactions among former students and providing evidence of sizable benefits from such
interactions, we point at significant disparities between students in the size of these ef-
fects. In accordance with (S. D. Zimmerman, 2019), we provide evidence that business
education programs particularly benefit the accumulation of social capital among stu-
dents from advantaged backgrounds. As a consequence, mobility into top incomes for
initially disadvantaged students might be hindered by disproportionate network forma-
tion.

The rest of the paper is organized as follows. The next section discusses the in-
stitutional background of the Business Economics Program at CBS, data sources, and
provides descriptive statistics. In Section 4.3, our strategy to identify peer effects as ”ex-
cess similarities” is outlined, and the main results are presented. Section 4.4 investigates
benefits from alumni interactions. The last section concludes.
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4.2 Data and Institutional Background
4.2.1 Business Economics at CBS 1986-2006
Copenhagen Business School (CBS) is a large public Business School in Denmark’s cap-
ital, Copenhagen. In this paper, we focus on CBS’s largest study program; a three-year-
long degree in Business Economics. The program has been offered since 1929 at CBS. In
the beginning, the program it was a two-year full-time study with a high practical focus.
However, at the start of our sample period it was a well-established three-year program
with the objective to provide students with a theoretical background for solving eco-
nomic, managerial, legal and organizational problems in the field of business economics
with some aspects of the national economy as well. It was oriented towards the private
section.
In 1993, as part of the Bologna process in Europe, students who graduated from the
Business Economic program were officially awarded a Bachelor of Science degree (B.Sc.).
Throughout the majority of the period we study, a degree from the Business Economics
program was equated with a Bachelor degree from the US. E.g. a degree in Business
Economic could be used for admission into a Master program. In 1986, for example,
80-90% of the students who graduated from the business economic program continued
to either a Master of Science in Economics and Business Administration or a Master of
Science in Business Economics and Auditing; both of these programs were equivalent to
a Master of Science offered at universities in Denmark.3
Like other study programs in Denmark, the Business Economics program was free of
charge. Students were eligible for a government paid stipend. However, the generosity
of the stipend varied over the period we study.
In the sample period, CBS enrolled around 600-700 students in the program each year.
Applications and admission were handled by the centralized admission system together
with all applications to higher education in Denmark.

The institutional features of the Business Economics program is well suited for study-
ing peer effects. Most importantly, incoming students were assigned to peer groups of
around 35-40 students.
The peer groups were assigned before the start of the first semester and allocated based
on the only information available to the CBS administration - the social security number.
From the social security number three criteria can be generated: gender, age and if the
student is a Danish citizen.4 The CBS administration aimed at balanced groups based
on gender and foreign citizenship, while older students were assigned together in specific
groups. The peer group assignment was therefore (conditionally) as good as random.

We use this information on initial peer group assignment. These peer groups stayed

3In 2007 CBS became one of Denmark’s 8 university institutions.
4Non-Danes who apply from abroad were given a pseudo social security number in their application.
This differs from the regular social security number in a recognisable way.



154 4 Peers and Careers: Labour Market Effects of Alumni Networks

together for the entire length of the program and, importantly, it was almost impossible
to change the assigned group. The only few exceptions under which the composition
of peer groups might change were either due resource allocation - around one-third of
students do not continue to graduation. In case of a significant drop-out, peer groups
were occasionally merged. Under other circumstances, it was almost impossible for
students to change their peer group assignment. Exceptions require a valid cause (e.g.,
overlap with scheduled medical treatment).
Throughout the study, we refer to students who were initially assigned to the same peer
group as ”group peers”, while we will refer to students from the same matriculation
cohort as ”cohort peers”.

The Business Economics program primarily consisted of mandatory courses in the
three main subjects; national economics, business economics, and academic tools, such as
statistics. Teaching was mostly organized as classroom teaching within the peer groups
- similar to the usual teaching style known from high school.5
The first semester was sixteen weeks long, of which the first two weeks were introduc-
tion weeks. These two weeks were used as an general introduction to CBS but also to
get to know each other within the peer groups. In general, CBS highly encouraged a
good atmosphere within the peer groups, and the study guidelines in 1986, for example,
mentions that ”the group is your fixed point of reference throughout the study”.
Within the peer groups, students were also encouraged to form smaller reading groups.
The study regulation for Business Economics at CBS from 1986 continues ”within most
groups, reading groups are formed during the fall of the first year. Reading groups [...]
in general consist of 3-5 other students with whom you solve assignments, discuss the
syllabus, exchange notes, etc. [ ...].” Further, it continues, ”a good relationship within
your group often has a very direct practical impact, for example, when forming reading
groups.” and ”in addition, studying, and collaborating on home assignments and the
like, can be more enjoyable and beneficial when the relationship is good”.
Teaching were standardized across the different groups, and students faced the same
exams and the same requirement.

The semester had 7 mandatory courses and each week had around 20 classroom
hours. The number of weekly classroom hours declined an bit for the later semesters
to around 15 hours. Students were expected to spend 40 hours a week in total on their
studies.
The amount of in-class teaching was relative stable over the period we study. In 1986,
it was a total of 470 teaching hours in the first academic year, and in 1995 is was 459
teaching hours. In the following year we don’t know the exact number but the total
study requirement did not change.
Elective courses were a new teaching style that was implemented in the beginning of the
80s and only few electives were offered. In 1986 elective courses were offered for 150 of
the teaching hours (around 25%) in the final part of the studies; starting from the 4th
semester.

5The first year was exclusively based on this classroom teaching, while some of the courses during the
second and third year were combined more classes.
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4.2.2 Data Sources and Sample Selection
For this study, we combine administrative data from Copenhagen Business School with
Danish administrative register data from Statistics Denmark.

Our information about peer group composition stems from official records by the CBS
administration for students who were enrolled between 1986 and 2006, and therefore our
sample consists of 21 full cohorts of Business Economics students. The data provided
by CBS contains information on the students’ matriculation and exmatriculation dates,
exmatriculation reasons, high school GPA, high school degree, citizenship, gender, age
and most notably information on the initial peer group assignment by the CBS admin-
istration. Throughout our analysis, we keep all student observations regardless of their
graduation status.

We augment the internal CBS data with Danish register data. In particular, we
receive extensive information on the background and demographic information about
Danish residents (as age, gender, marital status, place of birth, current place of residence,
education) and most importantly annual labour market information on the universe of
firms and workers in Denmark from 1980 to 2016. Additionally, we use the register
data to get information on individuals outside the CBS sample to characterize jobs
(workplaces, firms, occupations, industries) where students from our sample work after
graduation.

The primary register-based data source for this study is the Danish matched employer-
employee data (IDA). The data contains labour market outcomes (employment, occupa-
tion, industry, wages) and identifiers of firms and workplaces. To identify firms, we use
the tax identity of the employer. Throughout the paper, we will use the terms ”firm”
and ”employer” interchangeably. The definition of a workplace is not directly tied to
an employer but corresponds to a physical location, namely the location where employ-
ees work (e.g. their office or a plant). All occupations are defined on the 4-digit level
of the DISCO classification6, and industries - on the 6-digit level of the DB classifica-
tion. We use the annual cross-section of jobs from IDA for the entire period of study
(1980-2016). For the years 2008-2016, we have access to the monthly employer-employee
register (BFL), which we use to construct variables for labour market outcomes in this
time-period (wages, hours and days of employment, industry and occupation codes). To
study the educational trajectories of students in our sample, we use administrative data
on individual education spells in Denmark (KOTRE).

Since this study focuses on studying students’ labour market careers, certain sample
restrictions apply. First, we do not observe student careers outside Denmark. For
example, international students leaving Denmark after their studies or Danish students’
careers abroad are not covered by our data. Second, as our study is focused on labour
market networks, we do not consider observations outside of wage employment, which
we define through the existence of an employment observation with non-zero wages
and a non-missing employer identifier for a given year. As a consequence, we exclude

6When studying occupational similarities, we limit our sample to years with available occupational data
(1994-2016) and consider only observations with non-imputed occupational codes.
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observations of workers in both non-employment and self-employment. Below, we check
if the sample restriction presents a threat to the empirical strategy.

4.2.3 Estimation Sample
We restrict our sample to the students’ first spell in the Business Economics program.
The sample includes 12716 students covering the cohorts from 1986-2006, and 360 ran-
domized peer groups.7 For more details see our companion paper Fischer et al., 2021.

For the main analysis, we construct a career panel that includes labour market in-
formation on the first 15 years after scheduled graduation (and hence 4-19 years after
matriculation).

4.2.4 Summary Statistics
Table 1 shows summary statistics for the background characteristics of male and female
students. Almost two-thirds of the students in our sample are male. On average, the
students in our sample are older than 21 when they start their first spell at CBS. Few stu-
dents (3.5%) are foreign citizens. High school GPA is measured in standard deviations
from the distribution of a student’s high school graduation cohort. On average, students
have slightly higher grades than their high school cohort, and the female students in our
sample have significantly higher high school grades than male students. An average
student has one gap year after high school graduation and before the program start.
Three-quarters of students start with having at least some work experience in Denmark.
On average, they are from remarkably wealthy backgrounds: an average student’s fa-
ther is ranked in the 87th income percentile of the entire Danish income distribution.
Strikingly, around 20% of fathers locate in the top 1% of the income distribution, while
20% of mothers are placed in the top 10%. For an average student, we observe around
35 peer group peers and 600 cohort peers.

Table 2 presents the ten most prominent occupations and industries for students in
our sample. Students work in a wide array of white-collar occupations (finance, sales,
administrative, managerial) and industries (finance, consultancy). Jobs in finance are
dominating both in terms of industries and occupations.

How common is it for students from the same program/cohort/group8 to share the
same occupation, industry, employer or workplace? Table 3 presents how many students
share a labour market ”cell” with a group, cohort and program peer in a given year.
Most importantly, it is not a rare event that workers in our sample share common career
states with their peers. Non-surprisingly, the ”broader” the labour market ”cell”, the
more widespread is ”working together”. For example, 36% of group peers ever work
in the same firm at a given point of time in their careers, while twice as many (73%)

7For some years of our sample period, CBS constructed specific classes for student with a background
in marketing. They were not part of the randomization process and is excluded in our sample

8In this table cohort peers are also program peers and group peers are both - program and cohort peers.
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work at least once in the same industry as their group peers. Secondly, as there are
more cohort peers than group peers (groups are nested), it is much more common to be
observed working with your cohort peer. 21% of students shared a workplace with their
group peer, while almost 68% of students shared a workplace with a cohort peer.

Table 4 shows summary statistics for career outcomes in the career panel. Despite
striking gender differences, both male and female students in our sample spend their
careers at the top of the national income distribution. More than half of all observations
are in the top 10% and a considerable share in top 1% of the income distribution in
Denmark in a given year.9 More than 10% of spells in the career panel correspond to
a student working in a management position and 2.3% to spells in top management
positions. Importantly, students tend to work in large firms.

9This observation is particularly remarkable given the fact that the sample includes early career obser-
vations and observations of students who dropped out of the program.
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Table 1: Descriptive Statistics: Background Vari-
ables

Male Female Total
Danish 0.966 0.962 0.965

(0.181) (0.191) (0.185)

Age 21.47 21.40 21.45
(2.291) (2.394) (2.327)

HS GPA 0.0931 0.223 0.138
(0.792) (0.718) (0.770)

Gap years 0.988 0.958 0.978
(1.346) (1.354) (1.349)

Work experience 0.746 0.745 0.746
(0.435) (0.436) (0.435)

Father’s education 13.65 13.58 13.62
(2.779) (2.806) (2.788)

Mother’s education 13.01 12.67 12.89
(2.687) (2.742) (2.711)

Father’s income rank 86.63 87.12 86.80
(19.03) (18.57) (18.88)

Mother’s income rank 70.90 70.45 70.75
(22.52) (22.52) (22.52)

Father in top 1% 0.206 0.187 0.200
(0.404) (0.390) (0.400)

Mother in top 10% 0.212 0.212 0.212
(0.409) (0.409) (0.409)

Group size 36.11 35.35 35.85
(5.793) (5.989) (5.872)

Cohort size 598.9 602.2 600.1
(50.92) (48.88) (50.25)

Observations 8,218 4,300 12,518

Notes: This table shows mean values for individual
background characteristics of students in the sample.
Standard deviations are in parenthesis. Parental in-
come is measured the year before student’s matricula-
tion.
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Table 2: Descriptive Statistics: Top 10 Most Common Occupations & Industries

Occupation Industry
Share Share

Finance Professionals 14.12 Monetary intermediation 7.494
Financial and Mathematical Associate Professionals 6.937 Computer programming, consultancy and related 5.882
Legal and Related Associate Professionals 5.084 Accounting, bookkeeping, auditing, tax consultancy 4.962
Sales, Marketing and Public Relations Professionals 5.048 Public Administration, the economic and social policy 4.081
General Office Clerks 4.985 Wholesale of household goods 3.988
Sales and Purchasing Agents and Brokers 4.501 Advertising 3.397
Administration Professionals 4.414 Management consultancy activities 3.265
Software and Applications Developers and Analysts 3.710 Other financial service activities 2.498
Sales, Marketing and Development Managers 3.566 Secondary education 2.277
Business Services and Administration Managers 3.474 Pharmaceuticals 2.162
Total 55.84 Total 40.00

Notes: The table shows industry and occupation shares. Occupations are defined on the 3-digit level using the DISCO-08 classification. Industries
are defined on the 3-digit level using the DB07 classification. Shares are calculated on all observations of careers in our sample for the years 2008-2016.

Table 3: Descriptive Statistics: Career Similarities

Group Peers Cohort Peers Program Peers
Same workplace 0.210 0.677 0.911

(0.0451) (0.275) (0.640)
Same firm 0.363 0.817 0.956

(0.0849) (0.398) (0.733)
Same industry 0.731 0.985 0.999

(0.279) (0.810) (0.986)
Same occupation 0.871 0.988 0.999

(0.417) (0.896) (0.992)
Notes: The table reports share of students who have ever worked together with
one of their group/cohort/program peers. Corresponding share of student-years
in parenthesis. Industries are defined at the 6-digit level, occupations - at the
4-digit level.
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Table 4: Descriptive Statistics: Career Panel

Male Female Total
Income rank 85.81 83.20 84.87

(17.69) (16.41) (17.28)

Top 10% 0.582 0.441 0.531
(0.493) (0.496) (0.499)

Top 1% 0.102 0.0281 0.0751
(0.302) (0.165) (0.263)

Log earnings 12.93 12.71 12.85
(0.865) (0.781) (0.842)

Log daily wage 5.718 5.548 5.657
(0.525) (0.390) (0.487)

Manager 0.127 0.0737 0.107
(0.333) (0.261) (0.310)

Top manager 0.0305 0.0101 0.0229
(0.172) (0.1000) (0.150)

Firm size (FTE) 377.4 444.5 401.4
(667.7) (908.4) (763.4)

Observations 91,880 51,691 143,571

Notes: This table shows mean values for career
outcomes in a panel of all available observations for
employed students (from the first year after poten-
tial graduation). Standard deviations are in paren-
thesis.

4.3 Career Similarities & Networks
4.3.1 Identifying ”Excess” Peer Similarities
To identify the effect of social interactions among university peers on their careers after
graduation, we follow a dyadic approach and start with constructing all unique pairs of
students (i, j) within each matriculation cohort c(i, j).10 In this study, we aim to identify
the effect of interaction with group peers ”in excess” of cohort peers. To illustrate
the identification problem and the mechanics of dyadic regressions, let us consider the
propensity of a pair of students (i, j) to work at the same job k at time t.11 Observing
a pair of students in the same job is not indicative of peer interactions per se. Students
from the same cohort are likely to have similar abilities and career goals even before they
10We construct pairs as undirected dyads - (i, j) is equivalent to (j, i).
11Here, a ”job” could be interpreted as an industry, occupation, firm or a workplace.
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start their studies, which in consequence should lead to similar careers. Moreover, yearly
variation in program contents might lead students from the same cohort to have more
similar skill sets ex post . In the end, starting careers under similar (macro-) economic
conditions could itself drive similarities in career paths between students. Therefore, the
propensity of students to be observed at the same job could be expressed as

Fijkt = λc(i,j)kt +αkPij +uijkt ,

where Fijkt is the propensity of a pair (i, j) to work in the same job k at time t,
λc(i,j)kt reflects all factors that shape similarities in career choices of students from the
same matriculation cohort c(i, j) and Pij measures the intensity of social interactions
between two students.

Adding up the propensities for all (mutually exclusive) jobs k ∈ K :

Fijt = λc(i,j)t +αPij +uijt , (4.1)

where α represents a theoretical parameter of interest. Estimation of Eq. 4.1 faces
two major challenges. First, the intensity of social interactions Pij is usually unobserved.
Second, as students might choose to interact with someone who is ex ante more similar to
themselves (a phenomenon which is often referred to as network homophily), it is likely
that Pij and uijt are correlated and the parameter of interest α would be unidentified.
We use the peer group assignment as a proxy for the intensity in social interactions
between students. To estimate the effect of peer interactions on career outcomes, we
leverage both the fact that students are randomly allocated to their peer groups, and
that the structure of the Business Economics program creates variation in time spent
with group peers vs cohort peers.

Our approach of using peer group assignment to identify the effect of social inter-
actions, therefore, relies on two assumptions. First, due to the random assignment, a
given pair is equally likely to end up in the same group as any other pair of students
within a given cohort. The random assignment solves the ”selection problem” (Manski,
1993).12 We provide evidence in favour of exogeneity of group assignment below. A
second assumption is that - conditional on knowing the ”true” intensity of social inter-
actions - the peer group assignment is redundant for predicting Fijt . In other words, we
assume that the group assignment does not contain any useful information about the
determinants of students’ careers besides the compositions of their peer groups. The
existence of group-level common shocks - factors that affect all group peers but are not
the result of peer interactions per se - would violate this assumption. We assume that
the uniformity of curriculum for a given course across the peer groups provides that the
condition is likely to be satisfied. Besides group peers (the effect of which we are inter-
ested in), students in the same peer group are exposed to the same teacher assistants
(TAs). Even though being assigned to the same peer group effectively means having the
same TAs for mandatory courses, the supporting role of TAs and highly standardized

12Note that, since students were assigned randomly conditionally on gender, age and Danish citizenship,
we always compare pairs of students conditioning on these covariates.
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character of peer teaching process suggests that it is unlikely that they would have a
strong and persistent effect on students’ workplace choice. As we discuss below, we
believe that the effect of TAs is unlikely to be consistent with the overall pattern of our
findings. Previous research on the role of TAs suggest that they are unconnected with
students’ future academic outcomes (Feld et al., 2020). Moreover, we believe that using
within cohort peer group randomization is an improvement over studies using between
cohort comparisons. We expect that study conditions are much more similar for students
from the same cohort than for students from two different cohorts. Provided that both
assumptions are not violated, any ”excess” similarities in careers between group peers
over cohort peers can be attributed to the excess interaction within peer groups.

The intuition is formalized in the following simple empirical specification:

Fijt = λc(i,j)t + βIij +γXij + ϵijt , (4.2)

where Fijt is an indicator variable for an event of ”working together” for a pair of
students i and j in the year t; Iij is an indicator of being assigned to the same peer group
at the time of matriculation; λc(i,j)t is a set of cohort/year/year-after-graduation fixed
effects;13 Xij is a vector of dyadic covariates based on students’ gender, age and status
as a Danish citizen at the time of matriculation.14 The causal coefficient of interest is
β. In all dyadic regressions, we cluster on the level of randomization, the cohort. To
address a (potential) threat to conducting inference due to a small number of clusters,
we implement a wild cluster bootstrap.

Three important points need to be made concerning the interpretation of our pa-
rameter of interest, β. First, under the discussed assumptions, the proposed method
allows us to identify not the total effect of group peers, but the effect ”in excess” of
the influence of cohort peers. Pij , the actual level of interaction of a pair of students,
should not be expected to be zero for cohort peers. Nevertheless, although cohort peers
might be influential in shaping labour market outcomes as well, we assume that group
peers interact more and are, on average, more influential. A positive and statistically
significant estimate of β would provide evidence for more intensive interactions with
peer group peers than with cohort peers. However, excluding the extreme case where
students interact only within peer groups, this estimate is only a lower bound for the
total effect of group peers. Second, since we do not observe the real network of social
interactions between students, we effectively estimate an intention-to-treat effect. Not
only is it realistic to assume that students interact between groups, but it is also likely
to be true that not all students interact with the same intensity and quality with all of
13Hereafter, by the number of years after graduation, we mean the number of years after ”scheduled”
graduation - hence the number of years after matriculation plus the duration of the program (3 years).
Therefore, the number of years after graduation becomes a predetermined, ”mechanical” concept in
our setting, which helps us to address the endogeneity of graduation timing.

14For each pair of students, a gender variable is defined specifying whether both students are male,
female or differ in gender. Similarly, we define a variable specifying whether both students at the
time of matriculation are Danish citizens, foreign citizens or mixed. Since age is a continuous variable,
we follow a method described by Fafchamps and Gubert, 2007 for undirected dyads and calculate the
absolute age difference within a student pair, the age sum and the squares of both terms.
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their group peers. Moreover, some students drop-out and some students change groups.
In none of our estimates do we condition on graduation or staying in the same group
throughout the studies. Therefore, β measures the effect of being initially assigned to the
same peer group. Last, since both, Fijt and Iij , are indicator variables, β is a percentage
point difference between frequencies. Given that the magnitude of these differences is
hardly intuitive in the dyadic setting, we also calculate the effect in percents relative to
a baseline measure of similarity. For example, if Fijt equals to 1 for a pair of students
(i, j) having the same occupation at year t, then a pair of students from the same peer
group is β percentage points more likely to be observed with the same occupation than
a pair from the same cohort but different groups. To get a better understanding of the
magnitude, we divide β by the baseline frequency for students from the same cohort but
different groups.

4.3.2 Evaluation of the Empirical Strategy
The conditional random assignment of students to peer group peers is crucial for the
identification of the influence of social interactions on career dynamics. In the absence of
random assignment, if students can choose their peers, a selection problem arises (Man-
ski, 1993). In this case, observed peer similarities in labour market outcomes are driven
by initial similarities between students that are unobservable to the econometrician. As
our identification strategy crucially depends on the conditional random allocation of stu-
dents to peer groups, we demonstrate the balancedness of our sample by showing that
group peers are not initially more similar than cohort peers.

We implement a version of the balancing test based on Eq. 4.2, where future career
states are replaced with a set of predetermined variables:

Fij = λc(i,j) + βIij +γXij + ϵij , (4.3)

where Iij is an indicator of being assigned to the same peer group at the time of
matriculation and λc(i,j) are matriculation cohort fixed effects. Fij , in this case, might
be both an indicator variable reflecting that students belong to the same category or
absolute difference between values of some predetermined variables for a pair of students
(i, j).

For the balancing test, we use 12 characteristics measured at the time of matriculation
- educational background (high school GPA, high school track, non-high school degree
finished), municipality of residence, family background (mother’s and father’s number of
years of education, mother’s and father’s disposable income rank) and previous employ-
ment histories (previous workplaces, firms, occupations and industries). As it is shown in
Table 5, none of the variables appear to be unbalanced on the 5% level. Concerning the
municipality of residence before matriculation, test indicates marginally significant on
the 10% level sorting, which could be due to the number of tests performed. Therefore,
we conclude that the sample is balanced on predetermined similarities between group
and cohort peers.
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Table 5: Dyadic Balancing Test

GPA HS Track Non-HS Degree Municipality
Same group 0.000529 0.0159 -0.00169 0.110*

(0.766) (0.905) (0.317) (0.0900)
Observations 3,308,941 3,166,697 3,749,507 3,749,507

Mother’s Father’s Mother’s Father’s
Education Education Income Income

Same group 0.00382 -0.00266 -0.0329 -0.0335
(0.422) (0.615) (0.444) (0.550)

Observations 3,075,643 2,795,315 3,318,792 3,088,727
Workplace Firm Industry Occupation

Same group 0.0178 0.0236 0.00770 0.0391
(0.122) (0.426) (0.869) (0.165)

Observations 3,749,507 3,749,507 3,749,507 3,749,507
Notes: The table reports the balancing test as specified in Eq. 4.3 for the following
variables measuring predetermined similarities between students: the difference in high
school GPA, the same high school track, both students with non-high school degree,
the same municipality of residence, the difference in years of education of mothers, the
difference in years of education of fathers, the difference in disposable income ranks
of mothers, the difference in disposable income ranks of fathers, worked at the same
workplace, firm, industry and occupation five years before matriculation. *** p<0.01,
** p<0.05, * p<0.1

4.3.3 Results

4.3.3.1 Main Results

We start with estimating the ”excess” similarities formalized in Eq. 4.2. Table 6 explores
the ”excess” similarities between group peers in their choice of industry, occupation, firm
and workplace. For all four outcome variables, we find that pairs of group peers are more
likely to ”intersect” in their career paths than pairs of cohort peers.

Since, as it was discussed above, point estimates measured in percentage points
do not help to gain an intuition for both magnitude and relative importance of the
effects, we also report the effect in percents relative to a baseline, which we define as
the propensity of cohort peers to be observed working together at the same ”cell”. The
observed similarity of point estimates for all outcomes hides large differences in effects
measured in comparison to the baseline. A pair of students is around 4% more likely
to work in the same industry and the same occupation if they were initially assigned to
the same peer group. However, the effect is much larger when less aggregated labour
market ”cells” are considered. For a pair of students, being allocated to the same peer
group leads to a 23% higher probability to work at the same firm and an increase by
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Table 6: Career Similarities: Baseline Regressions

Same Industry Same Occupation Same Firm Same Workplace
Same group 0.0858*** 0.136*** 0.0877*** 0.0779***

(0.00660) (0.000800) (0) (0)
Effect(in %) 3.999 3.967 23.09 40.16
Baseline 2.146 3.430 0.380 0.194
R-squared 0.00188 0.00110 0.000356 0.000446
Observations 20,707,850 12,201,751 25,073,724 20,419,748

Notes: This table shows estimates of the linear probability model as specified in Eq. 4.2.
Coefficients and baselines are multiplied by 100 to reflect percentage points. P-values
calculated using wild cluster bootstrap (5000 replications) on matriculation cohort level
are in parenthesis. *** p<0.01, ** p<0.05, * p<0.1

40% in the probability to work at the same workplace after the graduation.15

So, we see that the effect of peers is concentrated at the most disaggregated level - the
workplace. One might find this to be at odds with both, the idea that peer interactions
are restricted to the period before graduation only and common academic environment as
a major factor behind the excess similarities. Human capital spillovers at the classroom
level, co-formation of career preferences and influences of TAs are naturally expected
to affect general career trajectories which would be proxied by industry and occupation
choices.16 On the other hand, active alumni networks might act as a source of job-related
information, from which, for example, graduates gain knowledge about job-openings or
refer each other to employers. This type of interaction is expected to go in line with the
strong firm and workplace similarities.

To further corroborate this reasoning, we ask whether the workplace effect drives the
effects on the occupation-, industry- and even firm-level. For instance, group peers may
be more likely to choose similar industries just because they are, in the first place, more
likely to work at the same workplaces. To answer this question, we redefine ”working
together” as an event of ”working together (at the same firm, or in the same occupation
or industry), but not at the same workplace”. As it is evident from Table 7, the effects of
working in the same industry and firm lose their statistical significance after the exclu-
sion of workplace similarities. Only for occupational choices, the effect stays significant
on 10% level. We conclude that peer similarities in career outcomes are driven by in-
teractions on the most desegregated level - the workplace. Furthermore, we interpret
this result as suggestive evidence that students form post-graduation networks, and that
post-graduation interaction in the labour market is a key driver of career similarities of
former academic peers.

15The contrast between the point estimates and the recalculated relative effects is caused by the fact
that even though the treatment leads to almost the same increase in frequencies of ”working together”
events in percentage points, the baseline probability of being observed at the same workplace is much
lower than the baseline probability of being observed at the same industry. The latter pattern is also
reflected in Table 3.

16Otherwise, classroom interaction between students would need to affect human capital along firm-
specific/workplace-specific lines and/or influence preferences towards specific firms/workplaces.
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Table 7: Career Similarities: Net of Workplace Effects

Same Industry Same Occupation Same Firm
Same group 0.00936 0.0791* 0.00976

(0.722) (0.0504) (0.249)
Effect(in %) 0.474 2.345 4.598
Baseline 1.974 3.373 0.212
R-squared 0.00161 0.000967 0.000163
Observations 20,417,993 10,278,441 20,419,748

Notes: This table shows estimates of the linear probability model as
specified in Eq. 4.2. Coefficients and baselines are multiplied by 100
to reflect percentage points. P-values calculated using wild cluster
bootstrap (5000 replications) on matriculation cohort level are in
parenthesis. *** p<0.01, ** p<0.05, * p<0.1

4.3.3.2 Timing and Heterogeneity
Does the intensity of post-graduation interaction of former academic peers decrease over
time? Figure 1 illustrates the timing of ”excess” firm and workplace similarities. In both
cases, the effect is strongest a few years after scheduled graduation and diminishes over
time.17 For working for the same firm, the magnitude of the effect decreases more than
twofold over time: from above 40% to less than 20%. At the start of their careers, a
randomly chosen pair of group peers is almost twice as likely to share a workplace as a
randomly chosen pair of cohort peers. Ten years after scheduled graduation, this effect
decreases by four times but is still economically significant - 22%.

Social connections tend to form more intensely between individuals that are more
similar (e.g., Eliason et al., 2019). This phenomenon is usually referred to as network
homophily. In the context of social networks among potential top-earners, an increased
propensity to interact with similar students might potentially exacerbate inequality and
hamper social mobility for less advantaged groups. Therefore, it is of interest to investi-
gate whether the strong peer effects in workplace choices are more pronounced for more
similar students.

We observe the most striking evidence of homophily among gender lines (Figure 2).
We apply the same empirical approach as before, but explore the timing of the effect
separately for pairs of students of the same gender and pairs of students of a different
gender. The observed pattern of peer ”excess” similarity is mostly driven by pairs of
students of the same gender. For different gender pairs, the effect is significant only for
the first two years after graduation and not significantly different from zero afterwards.
On the other hand, for same-gender pairs, the effect is as high as 134% the year after
graduation and still 45% ten years after graduation.

Figure 3 further investigates heterogeneous effects by gender, country of origin, age
and high school GPA. First, we divide same-gender pairs of students into pairs of male
students and pairs of female students. The effect for both types of same-gender dyads
is significantly higher than for mixed dyads (for which the effect is not significantly

17This pattern is broadly consistent with findings in other social contexts (Eliason et al., 2019).
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Figure 1: Same Firm and Same Workplace: Timing of the Effect

Notes: The y-axis represents the effect of being assigned to the same group in percentage
points. The relative effects (in %) are represented on a graph. 5% confidence intervals refer to
point estimates. Standard errors are calculated by wild cluster bootstrap at the matriculation
cohort level (5000 replications)
.
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Figure 2: Same Workplace: Timing of the Effect, by Gender

Notes: The y-axis represents the effect of being assigned to the same group in percentage
points. The relative effects (in %) are represented on a graph. 5% confidence intervals refer to
point estimates. Standard errors are calculated by wild cluster bootstrap at the matriculation
cohort level (5000 replications)

.

different from zero). Although the point estimate for male pairs is slightly higher, we
cannot statistically distinguish the effect for female dyads from the effect on male dyads.
Another dimension of (potentially) important heterogeneity is country of origin. We
investigate if the effect for the student pairs of the same origin is different from the pairs
of different origin. Only a few students in our sample are not Danish citizens and (by
design) the dyad data construction drives the relative share of non-Danish dyads down.
Hence, we cannot investigate Danish dyads separately from dyads of immigrants from
the same source country.18 Consequently, we compare the magnitude of the effect for
pairs of students with the same country of origin (including Danes and non-Danes) to
pairs of students with a different origin. As we see, the effect for same-origin pairs is
significantly higher (on the 5%-level) than for different origin pairs, while the latter is

18The share of dyadic observations constructed from a given group of students is much smaller than
the share of these students in the population. If there are n students of a given type in a cohort of
size N , the share of this type in a cohort is n

N , but the share of dyads constructed from students of
these type will be n(n−1)

N (N−1) .
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not significantly different from zero. This finding suggests that the social interactions in
our sample are characterized not only by gender homophily but also by country-of-origin
homophily.

Furthermore, we look at heterogeneity by age at the time of matriculation and high
school GPA. Since both variables are continuous, we implement a different approach by
interacting the treatment with the absolute difference of matriculation age (GPA) and
the sum of matriculation age (GPA) for a student pair.19 These two types of interactions
are meant to reflect the different characteristics of the effect. The difference-interaction-
term is aimed to capture the homophily of the effect - namely if students of a similar age
and with similar grades tend to interact more. On the other hand, the sum-interaction-
term captures if the effect is different students for older students and students with higher
GPA. As we see, neither the age difference nor the age sum interaction appears to be
statistically significant. The only significant interaction for these variables is GPA-sum.
For a pair of students with one standard deviation higher sum of high school GPA, the
effect of being assigned to one peer group is almost twice as high. This finding suggests
that more able students are more likely to make use of alumni networks.

As we have already highlighted, not only does the typical student from our sample end
up having a career at the top segment of the Danish labour market but also most of the
students stem from affluent families. In a related study, S. D. Zimmerman, 2019 suggests
that a higher tendency of students from a wealthy background to form active labour
market networks after graduation might explain why the returns to ”elite” education
programs are unequally distributed between students with different social backgrounds.
In short, educational returns might be higher for students from a wealthy background
because they accumulate more social capital.

To address this question, we contrast the effects of being assigned to the same peer
group on the probability of working at the same workplace for specific dyads which we
classify by the fathers’ disposable income rank in the year before matriculation (Figure
4). We perform three comparisons, where we are defining ”rich” dyads as pairs of
students where both have fathers in the top 1%, top 10% and top 25% of the disposable
income distribution in Denmark and contrast these effect to the remaining pairs of
students (hence including the pairs where one of the students has a father in top income
group). Even though the classifications based on fathers in the top 10% and top 25%
lead to higher point estimates for the ”rich” dyads, the difference with other dyads is
not statistically significant. However, looking at students with fathers in top 1% shows
that effects for this group of students is more than twice as large (as compared to all
other students) and the difference is statistically significant at the 5% level.20 Therefore,
we conclude that, indeed, the strongest networks tend to emerge among the students
coming from the richest families.

19For the main effects to be comparable to the baseline estimate in Table 6 we standardize the absolute
differences and sums within our sample.

20Looking at pairs of students with fathers at the very top of disposable income distribution leads
to a problem similar that we face with non-Danish students. Even though one-fifth of all students
have fathers in that group, a much lower fraction of resulting dyads has both students in that group
(around 4%). Consequently, at the very top, our estimates are noisier.
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Figure 3: Same Workplace: by Gender, Country of Origin, Age and High School GPA

Notes: The y-axis represents the effect of being assigned to the same group in percentage
points. The relative effects (in %) are represented on a graph. 5% confidence intervals refer to
point estimates. Standard errors are calculated by wild cluster bootstrap at the matriculation
cohort level (5000 replications)

.

4.3.3.3 Robustness Checks
In this section, we address several threats to our interpretation of the results. If peer
interaction in class leads students to either work abroad or to be self-employed, our
estimates might be biased. We, therefore, check if selection out of our sample might in-
validate our results. Next, we ask if subsequent education choices mediate the observed
career similarities. The observed similarities of peers in careers would then not be the
result of labour market interaction, but at least partially a direct result of similar educa-
tion choices. Last, we investigate if the linearity imposed by our baseline specification - a
linear probability model - leads to the quantitatively and qualitatively deceptive results.

Even though the evidence presented in Table 5 supports the assumption of (condition-
ally) random assignment of students to peer groups in our sample, not all of the students
are observed at each year in our career sample. Therefore, for some student pairs, some
dyad-years are missing. There are different reasons why a student is not observed in
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Figure 4: Same Workplace: by Father’s Income Rank

Notes: The y-axis represents the effect of being assigned to the same group in percentage
points. The relative effects (in %) are represented on a graph. 5% confidence intervals refer to
point estimates. Standard errors are calculated by wild cluster bootstrap at the matriculation
cohort level (5000 replications)

.

our sample in a given year. First, some students might leave Denmark temporarily or
permanently (this is particularly relevant for international students). Second, even stu-
dents who stay in Denmark might be out of wage employment (e.g., non-employed or
self-employed). If the peer group assignment process affects students’ decision to leave
the sample, for example, through peer effects in migration, and that decision is corre-
lated with the initial propensity of students to make similar career choices, then missing
dyads might cause our estimates to be biased.

To check whether sample selection could potentially cause bias in our estimates, we
estimate the effect of being assigned to the same peer group on being both observed in
the wage employment sample in a given year (we use the same specification as for the
baseline Eq. 4.2). The first two columns of Table 8 present results of the test using, first,
all available observations in the data and, second, only the first five years after planned
graduation from the program (which is where we observe the most substantial effects
for our main results). As we see, group peers are not significantly more likely to be both
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missing from the sample in comparison to cohort peers (neither overall nor in the first
five years). We further investigate if group assignment affects any of the stages of the
selection process: both being observed as Danish residents (”Population Sample”) and
both being observed in our career sample conditional on being both observed among
Danish residents (”Employment Sample”). Neither of the tests identifies significant
correlations with the group assignment. We, therefore, conclude that sample selection
is unlikely to cause bias to our estimates.

Although in this study, we investigate the effects of peer interactions on careers,
similarities in career choices may arise because peers affect each other’s educational
choices that precede their career start. For example, if peers tend to have similar drop-
out behaviour, this might result in similar jobs even without further post-graduation
interaction in the labour market.21 Table 9 shows regression results for the specification
of Eq. 4.3 to similarities in educational choices on a Bachelor’s level (graduation from the
CBS Business Economics program, graduation from any Business Economics program,
graduation from any Bachelor’s program, switch to a different program) and a Master’s
level (start of any Master’s program, graduate from any Master’s program, start the
same Master’s program, start any Master’s program at the same institution). We do not
observe any significant effects of peer group assignment on educational choices. Hence,
this channel is unlikely to explain our main findings.

Last, we check if using the linear probability model in our baseline specification (Ta-
ble 6) provides misleading results. Given that the outcome variable is distributed highly
unevenly, the linear model might provide a bad approximation. We repeat our baseline
analysis using a logit specification. As we can see, the coefficients in Table 10 have the
same relative order and the same order of magnitude as the coefficients in our baseline
specification - the strongest effects are again observed at the most disaggregated level.
According to this specification, being assigned to the same group increases the probabil-
ity for a pair to work together at the same workplace by 31.6%. The average marginal
21Note that, even in this case, it would be hard to explain how similarities in educational choices
are driving career similarities at the workplace level. Similar educational choices would likely cause
similarities at the level of occupation and/or industry choice.

Table 10: Career Similarities: Logit Specification

Same Industry Same Occupation Same Firm Same Workplace
Same group 3.549** 3.889*** 20.25*** 31.55***

(0.0212) (0.000800) (0) (0)
AME 0.0747 0.129 0.0777 0.0627
Baseline 2.146 3.430 0.380 0.194
Pseudo R-sq 0.00945 0.00377 0.00678 0.0163
Observations 20,707,850 12,201,751 25,073,724 20,419,748

Notes: This table shows estimates from the logit specification of a baseline regression
(Table 6). Average marginal effects and baselines are multiplied by 100 to reflect per-
centage points. P-values calculated using score cluster bootstrap (5000 replications) on
matriculation cohort level are in parenthesis (Kline & Santos, 2012). *** p<0.01, **
p<0.05, * p<0.1
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effects from the logit specification mirror the coefficients in the linear probability model.

4.4 The Effect of Working Together
4.4.1 Empirical Strategy
In the previous section, we have shown that peer interaction leads to a tendency to share
the same workplace with group peers. However, does joining a group peer also improve
labour market outcomes? Does post-graduation interaction with peers benefit workers’
careers?

A key challenge for identifying if joining the firm of an incumbent group peer is
beneficial is the choice of a proper comparison group. For many reasons, comparing
outcomes of ”joiners” to outcomes of ”non-joiners” does not help to answer the question
at hand. First of all, workers joining their peers might ex-ante be different from workers
not joining.22 Second, even without social interactions, (voluntary) job-to-job transitions
tend to be associated with wage increases. Moreover, employers in our sample are far
from being average. Therefore, even by comparing the effect of joining a group peer’s
workplace to job-to-job transitions events does not disentangle the effect of ”working
together” from the effect of working at a specific type of workplace. Finally, workers
who decide to join their peers may be subject to unobserved shocks, which would affect
their careers even in the counterfactual scenario of not joining a group peer’s workplace.

To address these concerns, we employ a Difference-in-Difference type strategy23 and
compare career trajectories of workers who join a workplace with one or more incumbent
group peers with workers who join a workplace with one or more incumbent cohort
peers. Using the event of joining cohort peers as a counterfactual resembles the ”excess”
similarity strategy discussed above. Since real social interactions are unobserved and
may be active across cohort peers as well, the interpretation of the difference between
joining a group peer and cohort peer depends on the assumption that the former is more
likely to be the result of ”networking” among former peers than the latter.

We use within-worker variation (individual fixed effects) to account for systematic
differences between workers hired through social connections and ”formal” channels. The
comparison of group peer ”joiners” to cohort peer ”joiners” addresses the identification
threat from the firm composition. As group peers for one student are cohort peers for
another, there should be no ex-ante systematic difference in the general characteristics
and ”quality” of firms between establishments where group peers or cohort peers work.
Although, this does not mean that it is necessarily the case ex-post. Firms, where

22Relying on previous research (e.g., Kramarz and Skans, 2014), one might expect workers who find
jobs through their social connections to be negatively selected.

23In particular, the identifying variation that we use stems from a Difference-in-Difference type com-
parison. To accommodate statistical power concerns, resulting from the necessity to identify a set of
fixed effects and controls, we use all information about student careers in our sample, not only on the
events of joining a cohort or a group peer.



176 4 Peers and Careers: Labour Market Effects of Alumni Networks

workers join their former group peers, might on average be better or worse than firms
at which they join their cohort peers. Such an ex-post difference would point towards
the fact that alumni networks are used to get access to specific jobs. Even though the
existence of unobserved shocks (correlated with the decision to join a peer’s workplace)
is inherently untestable in our setting, we provide evidence in favour of common trends
between students who join an incumbent peer-group member and students who join an
incumbent cohort member below.

Our empirical strategy differs from the approaches that are commonly employed in
the literature, which studies the effects of referrals on labour market outcomes. Some
studies rely on detailed personnel records and compare workers hired through referrals to
non-referred workers (for example, Brown et al., 2016 and Burks et al., 2015). Another
branch of research deals with the selection problem of workers who are hired through
referrals by using linked employer-employee data and employing both - worker and firm
fixed effects (e.g., Dustmann et al., 2016 and Zhu, 2018). From the point of an employer,
a referral wage premium (or penalty) represents a wage differential between otherwise
similar workers that arises solely from the hiring channel of the worker. However, from
the worker’s perspective, this differential is not the only source of benefits from job
search networks (referrals or information sharing about job openings). Workers could
benefit from getting access to jobs in higher-paying firms (or occupations). Controlling
for firm-fixed effects suppresses these additional benefits of labour market networks for
the worker. As we aim to capture the full picture of potential benefits (or costs) of
labour market networks, we do not control for firm-fixed effects.

Our approach is formalized in the following regression framework:

yijt = λt +µi +α ∗CohortInc ijt + β ∗GroupInc ijt +γXit + ϵict , (4.4)

where yict is the outcome variable of interest for individual i at firm j in year t; λt is
a year fixed effect; µi is an individual fixed effect; CohortInc ijt is an indicator which
equals to 1 if at the time where worker i joins firm j there was at least one cohort peer
(from the same or different group) working at firm j; GroupInc ijt - is an indicator which
equals to 1 if at the time when worker i joins firm j there was at least one group peer
working at firm j; Xit are age and experience third degree polynomials.

Note that β is the parameter of interest, which is identified through a comparison
between events of joining a group peer versus a cohort peer, and captures the benefits
(or costs) of finding a job through the alumni network. On the other hand, α does
not have a similar interpretation, as it compares transitions to cohort peers to all other
observations (including individuals not changing a firm).

4.4.2 Evaluation of the Empirical Strategy
First of all, the validity of the proposed empirical strategy depends on a parallel trend
assumption. The potential outcomes of students who join a group peer should be similar
to those who join a cohort peer. To provide suggestive evidence in favour of this assump-
tion, we look for differences in the pre-trends between the treatment and control groups.



4.4 The Effect of Working Together 177

If students who join their former cohort peers as a comparison group for students who
join their former group peers show similar career dynamics before the event of the job
change, we interpret this as suggestive evidence that the assumption of parallel trends
in potential outcomes holds.24

Table 11: Group Peers vs Cohort Peers

Joiner Non-Joiner
Cohort Wage 6.886 7.004

(0.493) (0.449)

Group Wage 6.885 7.004
(0.513) (0.466)

Cohort Occ. Pay 62.19 63.86
(8.318) (7.724)

Group Occ. Pay 62.19 63.86
(9.632) (9.144)

Cohort Industry Pay 58.01 58.62
(4.406) (3.884)

Group Industry Pay 57.97 58.61
(7.681) (7.169)

Cohort Firm Pay 64.19 64.55
(4.666) (4.095)

Group Firm Pay 64.14 64.55
(7.908) (7.344)

Cohort Firm Size 384.3 395.5
(59.63) (58.23)

Group Firm Size 382.6 395.9
(158.2) (161.4)

Observations 3,348 147,049

Notes: This table shows mean values and stan-
dard deviations for labour market outcomes of
students’ group and cohort peers - for students
who join their peer’s firm and all students in
the sample. Occupation, industry and firm pay
ranks are constructed from the occupation, in-
dustry and firm fixed effects from the multi-
way fixed daily wage regressions with individual
fixed effects, year fixed effects and age polyno-
mials on the whole population of Danish work-
ers (1985-2016).

24Note that the same students could be potentially in treatment and control groups in their careers.
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Figure 5: Wage Dynamics: Group Peer Joiner vs Cohort Peer Joiner

Notes: The y-axis represents real log annual/daily wages, the x-axis - number of years relative
to the job-change event. ”Cohort peer incumbent” line depicts dynamics for students joining
a firm where someone from their cohort works, ”Group peer incumbent” line - dynamics for
students joining a firm where someone from their peer group works. Event time 0 corresponds
to a year when a student joins a firm.
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Figure 5 shows differences in dynamics between students who join a cohort peer and
those who join a group peer for both earnings and daily wages. Most importantly, both
groups show very similar wage dynamics before the job changing event.25 However, after
the event of a job change, workers joining their former group peers experience faster wage
growth. Still, this gap is almost closed the year after the job change. Hence, we conclude
that the treatment group is not selected on the pre-trend (e.g., initially faster-growing
wages).

Another crucial component of our empirical approach is an assumption about the
absence of ex-ante differences between group peers and cohort peers. For example, if
there is no systematic difference between jobs where group peers and cohort peers work,
but joining a group peer leads to superior labour market outcomes, we interpret the
latter effect as a result of tighter social connections to group peers. The effect might
stem from various sources - referral premiums, a higher job arrival rate, a superior job
offer distribution, productivity gains.26 Table 11 supports the assumption that there is
no ex-ante difference between jobs where group peers and cohort peers work.

4.4.3 Results
In this section, we present and discuss our empirical results on whether it is beneficial
to use alumni networks to find a new job.

4.4.3.1 Main Results
We estimate the effect of joining a firm with an incumbent group peer vs an incumbent
cohort peer using the framework formalized in Eq. 4.4. We consider multiple labour
market outcomes. Besides daily wages, we also investigate the effects on job turnover
behaviour. If peers provide information about jobs that match skills and/or preferences
of workers better, we expect workers who join their group peers to stay at the workplace
longer. Moreover, access to better-paying jobs might constitute a part of the benefits
that workers get from alumni networks. To further investigate this point, we construct
pay ranks of firms and occupations. We check if workers tend to join their group peers
at better-paying workplaces/occupations/industries.27

As Table 12 suggests, joining a workplace with an incumbent group peer results in
5.8% higher daily wages than joining a workplace with an incumbent cohort peer. The
probability of leaving the new employer is 5.9 percentage points lower, which means

25As the graphs represent raw means, the difference in levels between the two groups is not informative.
26Alternative interpretation that we are not able to rule out here is that workers have higher reservation
wages when they accept job offers from a place where someone works whom they know. Such behaviour
could be rationalized by a higher weight of socially closer individuals in interpersonal comparisons.

27The pay rank is defined as the rank of a firm fixed effect (occupation fixed effect) in a given year from
a daily wage regression on the entire Danish working population (1985-2016) with individual fixed
effects, year fixed effects and age polynomials. Industry fixed effects are calculated as employment
weighted averages of firm fixed effects. The lowest rank is 1 and the highest is 100.
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Table 12: The Effect of Working Together: Baseline Regressions

Log Daily Wage Firm Change Occupation Pay Rank Industry Pay Rank Firm Pay Rank
Group Peer 0.0578*** -0.0591*** 2.836*** 3.135*** 3.861***

(0.0150) (0.0126) (0.721) (0.906) (0.843)
Cohort Peer 0.0791*** -0.0677*** 2.806*** 5.108*** 6.436***

(0.00667) (0.00607) (0.347) (0.471) (0.471)
R-squared 0.617 0.146 0.502 0.606 0.605
Observations 170,725 139,998 150,114 143,794 143,794

Notes: This table shows estimates from the model as specified in Eq. 4.4. The standard errors are cluster at the
peer group level. Occupation/Firm/Industry Pay Ranks are based on corresponding fixed effects from regressions
on the whole Danish working population with individual fixed effects, year fixed effects and age polynomials. ***
p<0.01, ** p<0.05, * p<0.1

that job matches formed in a treatment group tend to be significantly more stable. Not
all the return to alumni networks to find jobs, therefore, corresponds to within-firm
”referral premiums”, as joining a group peer is associated with joining better-paying
firms, industries and occupations.

4.4.3.2 Heterogeneity
Table 13 investigates heterogeneous returns to joining a group peer in terms of daily
wages. We interact the treatment variable with various predetermined characteristics
of the worker. The results largely mirror the heterogeneity results from Section 4.3.3.2.
Students experience the largest returns of joining a group peer (over joining a cohort
peer) at early stages in their careers. There are no statistically significant gender differ-
ences. Students with a higher ability (measured by high school GPA) and students from
the wealthy background (measured by a father in the top 1% of income distribution in
the year before matriculation) further experience more substantial wage effects of joining
a ”network” job.28

4.5 Conclusion
This paper studies how social connections between fellow students shape their career
outcomes. Our empirical strategy relies on the peer group randomization in a large
business education program in Denmark, many of whose graduates later are part of the
country’s top earners. Using extensive Danish labour market register data, we follow the
individual careers of former academic peers. To identify the effects of peer interactions
on career trajectories, we compare propensities to choose similar jobs between pairs
of students from the same peer groups and pairs of students from the same cohorts
but a different peer group. We find that the professional lives of former group peers
tend to be significantly more similar. The effect underlying these pattern is an ”excess”

28Here stronger effects might include 1) higher returns to social interactions and 2) a higher probability
that a given job-to-job transition was caused by some sort of social interaction or 3) both.
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Table 13: The Effect of Working Together: Heterogeneous Effects

(1) (2) (3) (4)
Group Peer 0.0561*** 0.0580*** 0.0446*** 0.0475***

(0.0159) (0.0156) (0.0166) (0.0161)
Group Peer×YSM -0.00821*** -0.00830***

(0.00228) (0.00235)
Group Peer×Female -0.00626 -0.0274

(0.0273) (0.0287)
Group Peer×High GPA 0.0587** 0.0770***

(0.0249) (0.0246)
Group Peer×Father Top 1% 0.0672** 0.0851***

(0.0293) (0.0294)
Cohort Peer 0.0773*** 0.0769*** 0.0782*** 0.0776***

(0.00727) (0.00729) (0.00777) (0.00780)
R-squared 0.636 0.636 0.638 0.638
Observations 159,536 159,536 134,082 134,082

Notes: In all columns log daily wage is a dependent variable. Group Peer variable
is interacted with the number of years after graduation, a female dummy, a dummy
for high school GPA above cohort median and a dummy for having a father in Top
1% of Danish disposable income distribution year before matriculation. Variables in
interaction terms were demeaned. The standard errors are cluster at the peer group
level. *** p<0.01, ** p<0.05, * p<0.1

tendency of the former group peers to be employed at the same workplaces. The evidence
suggests that ”excess” similarities between group peers are more likely to be driven by
contemporaneous alumni interactions than by persistence of influences from the study
period. Our analysis reveals that alumni networks persist for years after graduation,
although their importance tends to decrease. The effect of social interactions with peers
on career choices exhibits strong homophily by gender and origin. Importantly, students
of higher ability and who stem from wealthy family background experience the strongest
effects of peers on careers.

Moreover, we ask if students following group peers experience significant career im-
provements. To answer this question, we implement a strategy based on comparing two
types of job-to-job transitions - joining a firm with a former peer group peer and joining
a firm with a former cohort peer. We show that students that join their group peers
benefit from higher wage growth and gain access to more stable and better-paying jobs.
Again, these effects are most pronounced for high-ability students coming from affluent
families at the earlier stages of their careers.

In this paper, we provide evidence for the significant benefits of alumni networks
for students at the start of their careers. Universities who want to maximize their
student’s educational returns are therefore well advised to foster alumni interactions
through alumni events. Furthermore, our results indicate that fostering alumni networks
raises equity concerns.
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