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A B S T R A C T   

Use of semi- and fully automated, administrative decision-making in public administration is increasing. Despite 
this increase, few studies have explicitly analysed its relation to good administration. Good administration is 
regulations and norms aimed at securing the correctness of administrative decisions as well as the legitimacy of 
these and is often associated with underlying values such as transparency, equality of treatment and account-
ability. Based on a thematic analysis of qualitative interviews with 43 key public administration stakeholders in a 
wide array of policy areas in Denmark, insiders of government machinery are shown to perceive relations be-
tween automated decision-making and good administration as manifold. Automated, administrative decision- 
making is articulated as providing both opportunities for supporting good administration and undermining 
good administration. Six values of good administration particularly related to automated, administrative 
decision-making are identified: Carefulness; Respecting-individual-rights; Professionalism; Trustworthiness; 
Responsiveness and Empowerment. Put simply, risks to good administration can be expected to occur if 
administrative bodies apply automated, administrative decision-making, while opportunities must be actively 
nurtured through managerial attention. Despite popular conceptions of the threat of “robotic government”, the 
conclusions of this study indicate a need for a more pragmatic view of relations of automated, administrative 
decision-making and good administration balanced between outright techno-optimism and techno-pessimism.   

1. Introduction 

Automation of administrative decision-making by public adminis-
trative bodies is an important element of digital government reforms and 
has received growing attention within public administration and eGo-
vernment studies (e.g., Bovens & Zouridis, 2002; Peeters, 2020; Wihl-
borg, Larsson, & Hedström, 2016) Nonetheless, limited explicit 
attention has been given to the critical relation between such decision- 
making and so-called good administration. 

Good administration primarily covers regulations and norms aimed 
at securing the correctness of administrative decisions and their legiti-
macy (Ponce, 2005) and is often associated with underlying values1 such 
as transparency, equality of treatment and accountability (Groves & Lee, 
2007; Widlak, van Eck, & Peeters, 2021). Some authors see good 

administration as an attempt to level the inherent imbalance in the 
power of administrative bodies vis-à-vis individual citizens or firms 
(Hasenfeld, Rafferty, & Zald, 1987). This imbalance is generally due to 
the former's superior resources in terms of unilateral interpretation of 
relevant legislation, professional expertise and authoritative sanctions 
(fines, imprisonment, etc.). Regulations, norms and values of good 
administration influence public servants and administrative bodies, and 
shape procedures of administrative decision-making including the use of 
automated, administrative decision-making. 

Automated, administrative decision-making (hereafter AADM2) is 
applied in a wide array of policy areas such as support for the unem-
ployed (Kuziemski & Misuraca, 2020), administration of child benefits 
(Larsson, 2021) and administration of agricultural subsidies (Jorna & 
Wagenaar, 2007). Wihlborg et al. (2016) cited several reasons for use of 

* Corresponding author at: Department of Digitalization, Copenhagen Business School, Howitzvej 60, DK - 2000 Frederiksberg, Denmark. 
E-mail address: ubur.digi@cbs.dk.   

1 For sake of clarity, the term “values” in this article does not relate to the value of something (in principle in measurable form) as for example employed in 
literature on public value (e.g., Moore, 1997) but to preferable modes means and ends of action (Kluckhohn, 1952) by administrative bodies.  

2 “ADM” is a common abbreviation for automated (or algorithmic) decision-making, while “APDM” is infrequently used for automated public decision-making and 
“ADMS” for automated decision-making systems. “AADM” is used in this article to emphasise the focus on automated, administrative decision-making as a particular 
type of automated decision-making. 
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AADM: increased efficiency, speedier administration, improved impar-
tiality and equality of treatment. Use of AADM is widely assumed to be 
increasing as technology develops and matures (e.g., Juell-Skielse, 
Lindgren, & Åkesson, 2022). This increase will most likely also entail 
more complex types of administrative decisions being partially or fully 
automated in the future. 

The relation between use of AADM and good administration is of 
particular societal importance since the resulting decisions represent an 
exercise of direct, authoritative power over individual citizens and firms 
by government. As administrative decision-making becomes increas-
ingly automated, understanding possible changes in good administra-
tion's “equalising” role for the mentioned imbalance of administrative 
bodies vis-à-vis citizens and firms is essential. Without such an under-
standing, the equalising role of good administration risks being weak-
ened. This will not only indirectly question the correctness and 
legitimacy of automated, administrative decisions but also the 
concomitant exercise of authoritative power as well as – in a broader 
sense – public government itself. 

Reflecting the increased use of AADM, multiple authors have dis-
cussed selected relations between AADM and good administration such 
as data bias and equal treatment (e.g., Eubanks, 2018), opacity and 
reason-giving (e.g., Ahonen & Erkkilä, 2020) and effects for the exercise 
of discretion (e.g., Adler & Henman, 2009). However, only a few authors 
such as Cobbe (2019), Oswald (2018) and Widlak et al. (2021) explicitly 
discuss relations of use of AADM and good administration with the aim 
of covering the entire range of relevant relations. The latter contribu-
tions tend to lack empirical nuance, be theoretical or be based on an 
outside-in perspective of public administration. The relative shortage of 
research mirrors a more general vacuum of research on the relationship 
between public sector values and new technology (Bannister & Con-
nolly, 2014). It may additionally reflect a tendency to perceive public 
administration management as a uniform body of rather naïve techno- 
optimists (Veale, van Kleek, & Binns, 2018). 

This article supplements the mentioned literature by offering an 
empirical, inside-out perspective on a broad range of relations regarding 
use of AADM and good administration. By doing so, detailed empirical 
light is cast in a public administrative setting on the ongoing – and 
sometimes polarised – debate between techno-optimists (e.g., McAfee & 
Brynjolfsson, 2014) and techno-pessimists (e.g., Eubanks, 2018). 

Following a techno-optimistic view, use of AADM is perceived as 
securing quality of administrative decisions, supporting equal treat-
ment, helping guarantee individual rights of citizens, and strengthening 
societal trust by increasing transparency of administrative decision- 
making. This view stresses the ability of technology to both support 
individual citizens (and firms) and “open up” government bureaucracy 
while increasing the efficiency of administrative decision-making, 
thereby supporting good administration. Traces of this approach can 
be found in disciplines of public administration (Margetts & Dorobantu, 
2019), eGovernment (e.g., Scholta, Mertens, Kowalkiewicz, & Becker, 
2019) and management studies (e.g., Martinho-Truswell, 2018). 

A techno-pessimistic view, on the other hand, argues that use of 
AADM limits the necessary administrative discretion of public servants, 
may incorporate unethical behavioural manipulation of citizens, relies 
on biased data and blurs transparency. This view emphasises apparent 
inherent weaknesses of advanced technology, and the unhealthy com-
mercial interests of the tech industry vis-à-vis government and civil 
society capabilities, thereby undermining good administration. It is 
particularly dominant within critical algorithmic studies (e.g., Veale 
et al., 2018) and law (e.g., Harlow & Rawlings, 2020) but is also related 
to discussions of the possible shift from street-level bureaucrats to 
system-level bureaucracies (e.g., Bovens & Zouridis, 2002). 

Building on a thematic analysis of articulations of 43 Danish insiders 
of government machinery across policy areas, this article builds on the 
following research question: What are the relations of use of automated, 
administrative decision-making and good administration as articulated by 
key public administration stakeholders? 

By doing so, this article not only examines possible risks of under-
mining values of good administration as stressed by techno-pessimists 
but also explores possible opportunities of supporting values of good 
administration as stressed by techno-optimists. Drawing on existing 
work on alternative sets of administrative values (Bannister & Connolly, 
2014; Hood, 1991), it furthermore casts empirical light on inherent 
trade-offs and duplicate synergies related to AADM and good 
administration. 

The article is structured in the following way. In the next section, the 
concepts of AADM and good administration are scrutinised and con-
nected to existing theoretical understandings. In the third section, the 
empirical setting and employed methods are described. The fourth and 
fifth sections form the main body of the article and contain a presenta-
tion and discussion of the empirical findings. The sixth, and final section, 
concludes by analysing opportunities and risks that occur when AADM 
meets good administration. This section also provides a few selected 
implications for practice. 

2. Automated, administrative decision-making and good 
administration 

Following the Introduction, the following sub-sections discuss the 
key concepts of AADM and good administration, and connect them to 
existing theoretical understandings. 

2.1. Administrative decision-making and its automation 

To some extent the focus of this article is”back to basics” in terms of 
public administration, i.e., administrative decision-making is the bread- 
and-butter activity of many public authorities and involves a high 
number of public servants around the world daily. Administrative de-
cisions3 as studied in this article are legally binding decisions deter-
mining what is lawful in a specific case and in relation to a specific 
addressee, i.e., an individual or firm (Mashaw, 2007). Some adminis-
trative decisions are beneficial to the individual (e.g., decisions to grant 
unemployment benefits or childcare benefits) and some restrictive (e.g., 
rejection of application to build a private house or grant parole). These 
decisions differ considerably in complexity. 

AADM is the automation of such decision-making by way of digital 
technology. It is illustrative to consider the different types of automation 
as a continuum ranging from semi- to fully automated. Specifically, i) 
from simple types where data is acquired and presented by the decision 
support system for the public servant; ii) via decision support where the 
automated decision system acquires, presents and suggests decisions for 
the public servant and iii) fully automated decisions without any 
interaction of the public servant (Peeters, 2020; Roehl, 2022). 

Researchers across academic fields have principally studied the use 
of AADM by public authorities through case studies. As early as 1991, 
Margetts described the introduction of semi-automated administration 
of selected social security schemes in the UK, and in 2002, Bovens & 
Zouridis gave an account of fully automated administration of minor 
traffic offenses as well as public student grants and loans in the 
Netherlands. Carney (2018) has studied fully automated administration 
of debts due to welfare overpayment in Australia while Andersson, 
Hedström, and Wihlborg (2018) have studied semi- and fully automated 
administration of driver license permits in Sweden. 

Technically, AADM is often based on combinations of multiple sys-
tems, government databases, online portals and network components 
(Nevo, Nevo, & Ein-dor, 2009; Stoudt-Hansen et al., 2020). Empirically, 

3 Traditions of public administration vary across countries and legal tradi-
tions, but the concept of administrative decisions is generic and known under 
headings such as “adjudication” and “order” (US tradition), “acte administratif 
individual” (Napoleonic tradition), “Verwaltungsakte” (Germanic tradition), 
and “förvaltningsbeslut” / “forvaltningsafgørelse” (Scandinavian tradition). 
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AADM often incorporates both simple and more advanced techniques in 
the form of robotic process automation, deterministic rule-based 
models, regression, big data, predictive analytics, machine learning 
and neural networks and is operated by public servants via smartphones, 
tablets, websites, office applications and case management systems 
(Roehl, 2022).”Automated decision systems” is here used as a common 
denominator for the systems and techniques described above. Some 
topics of good administration arise in relation to particular techniques, 
e.g., unsupervised machine learning. However, the majority of oppor-
tunities and risks articulated by the interviewees appear tied to the 
mentioned continuum of automated decision-making rather than to 
specific types or specific techniques. 

2.2. Good administration 

Regulations and norms of good administration (sometimes referred 
to as proper or sound administration) concern administrative activities 
of the executive branch of government including, in particular, admin-
istrative decision-making.4 

The British legal scholar, Peter Cane (2011, p. 377), defines good 
administration as “…adherence to hard and soft law, and to policies and 
procedures; timeliness; accuracy in provision of information; having and 
giving good reasons for decisions; avoiding conflicts of interest; acting 
reasonably, fairly, consistently, and proportionately.” Cane emphasises 
that the mentioned definition is not exhaustive as good administration 
includes, but is not limited to, the above elements. No definitive list of 
regulations and norms of good administration thus exists, and good 
administration is sometimes criticised as a rather ambiguous concept 
(Mendes, 2009). Similar regulations and norms do, however, exist in 
most democracies although the scope and wording differ between 
countries and legal traditions (Ponce, 2005). 

In a formal recommendation, the Council of Europe (2007), for 
example, listed 21 principles of good administration which de facto 
cover both regulations and norms. The Council called for its European 
member states to adhere to said principles. Common examples across 
jurisdictions – and included in the recommendation of the Council of 
Europe – are the obligations of reason-giving in administrative decision- 
making, equality of treatment of similar cases and speediness in case- 
handling processes. 

As with all regulations and norms, regulations and norms of good 
administration are associated with broader underlying values. In this 
case, this points to selected values of public administration. Authors 
such as Hood (1991), Kernaghan (2003), Beck Jørgensen and Bozeman 
(2007) and Rose, Persson, Heeager, and Irani (2015) have all suggested 
different typologies of values of public administration (or public values 
as some authors term it) in the last decades. Here, the point of departure 
is Bannister & Connolly (2014, p. 123) who reviewed several existing 
typologies and suggested what the authors themselves argue is “…a 
convenient structure for the analysis of the impact of ICT [information 
and communications technology] on values”. A shortened version of 
Bannister and Connolly's (2014) suggestion focusing on values of good 
administration including adjacent values is reproduced in Table 1. 

Partly inspired by Hood's (1991) typology of Sigma-, Theta- and 
Lambda-type values, Bannister and Connolly (2014) differentiate be-
tween three subsets of values of public administration: Duty, Service and 
Socially oriented. However, none of the subsets encapsulate all values 
relevant to good administration. Hood (1991, p. 11) defines his Theta- 
type values as characterised by “achievement of fairness, mutuality 
and the proper discharge of duties”. These values thus most directly 
reflect the above-mentioned understanding of good administration. 

Partly mirroring this, Bannister and Connolly's (2014) subset of Socially 
oriented values stresses that values such as justice, fairness and equality 
of treatment are the subset primarily relevant to good administration. 
Values from the other two subsets, i.e., compliance-with-the-law (often 
termed legality) and accountability (both from the Duty oriented subset) 
as well as transparency (from the Service oriented subset), also have some 
pertinency for good administration. 

This is significant because while the values within each of the three 
subsets tend to be coherent, the values across the different subsets are 
not. Referring to Table 1, protecting- citizen-privacy and transparency 
are typically not mutually supportive just as parsimony and citizen 
service might be difficult to integrate. This line of thinking suggests that 
use of AADM in a similar manner will present trade-offs (choice of one 
desired factor decreases another desired factor) of values of good 
administration. Imagining synergies (a combination of factors produc-
ing a greater total effect than the sum of the individual factors) between 
the subsets in relation to use of AADM is, however, also possible. 

2.3. Automated, administrative decision-making and values of good 
administration 

Looking across existing contributions regarding relations between 
use of AADM and good administration, seven of the values mentioned in 
Table 1 are particularly dominant (indicated with arrows in Table 1). 
Understood through the prism of this article, the contributions indicate 
that possible changes in good administration's equalising role regarding 
the imbalance of administrative bodies vis-à-vis citizens (or firms) are 
particularly likely to occur in relation to these seven values. 

One of the most commonly cited advantages of use of AADM is its 
support of speedy, effective and efficient administrative decision- 
making including the easy and cost-effective up and downscaling (e.g., 
Ranerup & Henriksen, 2019). While not exclusively a part of good 
administration, use of AADM is in this way related to the underlying 
value of effectiveness (Bannister & Connolly, 2014) and leanness (Hood, 
1991). 

Another advantage of use of AADM is its ability to treat similar cases 
identically, eliminate human bias and ignore irrelevant attributes of a 
case (Oswald, 2018). Use of AADM is thus related to the underlying 
values of equality of treatment and can be said to touch upon the value of 
compliance-with-the-law (Bannister & Connolly, 2014). 

Use of AADM likely involves the processing of personal, often sen-
sitive, information (Cobbe, 2019). Here, authors point to the risk of 
AADM being based on disproportionate volumes or disproportionate 
sensitivity of data regarding individual addressees hence implying a 
regime of inappropriate surveillance (Hardy, 2020) being related to the 
underlying value of protecting-citizen-privacy mentioned by Bannister 
and Connolly (2014). 

Authors have also pointed to the risk of reaching erroneous or unfair 
administrative decisions as AADM might be based on data being biased 
(e.g., Cobbe, 2019). Among other issues, this is at odds with the obli-
gation of equal treatment of similar cases and related to values of 
equality of treatment (Bannister & Connolly, 2014) and fairness (Ban-
nister & Connolly, 2014; Hood, 1991). 

Authors argue that use of AADM could result in an excessive 
curtailment of administrative discretion. Within street-level literature, it 
is widely discussed if digitalisation curtails or transforms the discretion 
of professionals (e.g., Busch & Henriksen, 2018). It is to some extent 
simpler in terms of good administration. Specifically, if relevant regu-
lation obliges an administrative body to take individual aspects into 
account as part of administrative decision-making, then decision- 
making cannot be left to decision systems unable to deviate from pol-
icies or guidelines where appropriate. Doing so goes against the obli-
gation of no “fettering” of statutory discretion (Oswald, 2018) and the 
value of compliance with law (Bannister & Connolly, 2014). 

Some authors point to administrative bodies transferring their formal 
responsibility for administrative decisions to, e.g., ICT suppliers who 

4 The use of the prefix “good” in good administration might seem peculiar, 
but the label is simply a question of tradition serving to delimitate a certain 
group of regulations, norms and values relevant for public administrative 
activities. 
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develop decision systems or de facto escape the responsibility by 
claiming “the computer says no” (e.g., Widlak et al., 2021, p. 65). Such 
transfer risks constitute improper delegation by administrative bodies 
(Oswald, 2018) and are related to the underlying value of accountability 
(Bannister & Connolly, 2014). 

Finally, authors have pointed to the obligation of reason-giving and 
the risk use of AADM poses to the obligation. Both public servants and 
addressees being subject to administrative decisions should ideally be 
able to understand the criteria used and steps taken to reach the decision 
(Widlak et al., 2021). This can be particularly endangered by opaque 
“black box” algorithms if decision systems are based on artificial intel-
ligence (e.g., Henman, 2020). Following these authors, what is at stake 
here is the underlying value of transparency (Bannister & Connolly, 
2014). 

3. Methods 

This article is intended to supplement emerging and more specula-
tive literature by providing an explorative, empirical account of the 
breadth of relations of use of AADM and good administration. The focus 
is to uncover and categorise articulations of key public administration 
stakeholders, thereby formulating initial explanations for later research 
(Lee & Baskerville, 2003). Appendix B contains details on data collection 
and analysis as a supplement to the following and is available as online 
supporting information. 

3.1. The empirical setting: Automated, administrative decision-making in 
Danish public administration 

While the application of advanced techniques such as big data and 
artificial intelligence (AI) in the public sector has received considerable 
attention recently (e.g., Maciejewski, 2017; Margetts & Dorobantu, 
2019), automation of administrative decision-making has in fact been an 
expanding trend in Western public administration for several decades 
(Margetts, 1998). 

There are not necessarily any”hyped” technologies behind use of 
AADM, and Danish public authorities have used it as far back as the 
1970s for administrating, e.g., income taxes. Clear signs of the scope and 
depth of use of AADM increasing as technology develops and matures 
are currently observable (Juell-Skielse et al., 2022). 

Denmark belongs within the Scandinavian administrative tradition, 
and is, in general, considered a high trust society characterised by a 
modern, extensive and decentralised welfare state as well as social 
cohesion, low corruption and high equality (Andersen, 2018). As a 
working thesis, values of good administration are thus relatively well 
rooted in Danish public administration. Denmark has invested heavily in 
the digitalisation of its public sector since the 1990s and is today 
considered a leader in terms of digital government (United Nations, 
2022). This has led some authors to observe that Denmark is developing 
into “a Neo-Weberian State in the digital era” (Greve & Ejersbo, 2016, p. 
127). 

Semi- and fully automated AADM are used by a high number of 
administrative bodies in Denmark at the local, regional and national 
government levels. They are additionally used in relation to such diverse 
areas as tax administration, student grants, building permits and 

livestock farming permits. Apart from broader regulations such as the 
General Data Protection Regulation (GDPR) of the European Union, no 
legislation regulating the use of AADM exists in Denmark with the 
traditional assumption being that administrative bodies can organise 
activities freely as long as they observe relevant regulation (Mørup, 
2018). As a result, no special review or appeal procedures exist in 
relation to automated, administrative decisions. The Danish 
Ombudsman has, however, emphasised that regulations and norms of 
good administration in Denmark are to be considered “technology 
neutral” and also apply to use of AADM (Motzfeldt & Næsborg-Ander-
sen, 2018). A popular debate on the need for more comprehensive re-
form of regulations and norms of good administration to match the 
continued digitalisation of the public sector does, however, seem to be 
slowly emerging. 

Relatively few administrative bodies employ fully automated AADM, 
and none of these do so based on machine learning or other artificial 
intelligence techniques. This tendency appears to roughly mirror de-
velopments in other European countries (see Misuraca & van Noordt, 
2020) and – in the sense of very limited use of fully automated AADM 
based on artificial intelligence techniques – in the US (see Coglianese & 
Dor, 2021). 

3.2. Data collection and analysis 

This study is based on interviews with two groups of public admin-
istration stakeholders all of whom have experience with use of AADM in 
the Danish public sector. Specifically, I)”policymakers” are administra-
tively appointed (non-elected) high-level officials influencing policies 
and regulations in relation to the digitalisation of the Danish public 
sector including AADM (e.g., a departmental head in the Danish Min-
istry of Justice or a municipal chief executive officer), and II)”mana-
gerial practitioners” are either mid-level managers with responsibility 
for actual use of AADM within an administrative body or senior con-
sultants working in close collaboration with such managers. In 
Denmark, administrative bodies drawing on assistance from manage-
ment and technology consultants with regard to use of advanced tech-
nology are common. Despite the risk of possible bias rooted in their 
commercial interests, consultants are included as a subgroup of mana-
gerial practitioners as they serve as important management fashion- 
setters assisting administrative bodies across the public sector (Abra-
hamson, 2016) and – as experts – represent efficient access to accumu-
lated insider knowledge (Bogner, Littig, & Menz, 2009). Table 2 
provides an overview of the interviewees. The choice of interviewees 
obviously resulted in the exclusion of voices from both lower ranks 

Table 1 
Bannister and Connolly's (2014) suggestion of administrative values.  

Subset Socially oriented Duty oriented Service oriented 

Values of good 
administration 

Inclusiveness; justice; ▸fairness; ▸equality of 
treatment; due process; ▸protecting-citizen- 
privacy; consulting citizens; impartiality 

Responsibility to citizens and elected politicians, proper use 
of funds; ▸compliance-with-the-law; integrity and honesty; 
▸accountability; parsimony; rectitude 

Citizen service; respect-for-the-individual; 
responsiveness; ▸effectiveness and 
efficiency; ▸transparency 

Broader focus of 
subset 

Values emphasising rectitude and fairness as well 
as broader social goals. 

Values emphasising frugality and purposefulness as well as 
duties of public servants to government and state. 

Values emphasising the responsibility of 
public servants to provide a high level of 
service to the citizen. 

Extract focusing on values of good administration including adjacent values. Arrow (▸) indicates value is related to use of AADM in existing literature, cf. Section 2.3. 

Table 2 
Overview of interviewees.   

Policymakers Managerial practitioners 

Mid-level managers Senior consultants 

National government 4 8 N/A 
Local government 7 9 N/A 
Total 11 17 15 

“Senior consultants” include persons working for state and municipally owned 
companies assisting with the use of AADM across the public sector. 
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within public administration and “outside” in the form of citizens and 
firms. 

Interviewees were drawn from local and national government 
administrative bodies in a wide array of areas (social policy, taxation, 
employment, state pension, company registration and policing) 
covering administrative decisions that address both citizens and firms.5 

Among the group of managerial practitioners, experience with use of 
AADM stems from, e.g., semi-automated administration of unemployed 
citizens' benefits and duties as well as of provisions within child pro-
tective services. Experience also stems from fully automated adminis-
tration of agricultural subsidies and housing benefits. With the ambition 
to cover the full range of relations of use of AADM and good adminis-
tration, focus was not on exact policy areas but on the interviewees' 
experience with use of AADM. By combining the two groups of in-
terviewees, both articulations at close range (through managerial 
practitioners) and at medium range (through policymakers) are illumi-
nated, thereby adding to the validity of the analysis. The interviewees 
were identified based on snowball sampling (chain referral) starting out 
with interviewees already known to the author. Specifically, the initial 
interviewees were used as “seeds” and asked to name other relevant 
persons (Bernard, Wutich, & Ryan, 2017). 

All interviewees were introduced to the subject – “digitalization, 
automated, administrative decision-making, management and good 
administration” – by email. Interviews started with a brief introduction 
describing the purpose of the study and the subject of the interview 
making it possible to solve possible ambiguities and secure approximate 
similar understandings of AADM and good administration to support 
basic validity. On this basis, the interviewees were simply asked to 
mention relevant regulations, norms and other topics that came to mind 
in relation to use of AADM and good administration. In case conversa-
tion stalled, or the interviewee ventured into highly irrelevant territory, 
the interviewer steered the conversation back to tangible topics of 
automated, administrative decision-making and good administration. 
All interviews were conducted as loosely structured, open-ended in-
terviews in Danish and were characterised by a shared creation of 
meaning and knowledge between the interviewee and the interviewer 
(Brinkmann & Kvale, 2015; Silverman, 2014). Interviews were con-
ducted in person by the author from July 2018–April 2019. Each 
interview took approx. 45–90 min. 

Data was analysed through thematic coding and analysis based on 
Boyatzis' (1998) hybrid approach to the development of codes and was 
combined with the three iterative stages of Gioia, Corley, and Hamilton 
(2013). The hybrid approach blends a data-driven, inductive approach 
to identifying themes in the data with a more research-driven approach 
which relies on prior research and the researcher's own theories as a 
guide for meaningful themes. In total, 73 detailed topics regarding use of 
AADM and good administration were identified during the first stage. 
All topics were then sorted into themes. Topics relevant to each potential 
theme were compiled and continuously refined the specifics of each 
theme. In total, 29 themes were generated inductively. Based on the 
articulations of the interviewees, each theme was furthermore cat-
egorised predominantly as opportunities of supporting good adminis-
tration, as risks of undermining good administration or as combinations 
hereof. 

Finally, the identified themes were categorised into six aggregate 
dimensions based on further analysis and distillation (Gioia et al., 2013). 
The description of the dimensions is based on a combination of insights 
from the empirical data as well as from existing literature following the 
method of conceptual clustering of themes based on their related char-
acteristics (Boyatzis, 1998). This led to the framing of each dimension 

(cluster) as a value of good administration related to use of AADM. 
While the interviews thus concerned how the interviewees articulate 
relations between use of AADM and regulations and norms of good 
administration, topics and themes have subsequently – as part of the 
analysis – been related to underlying values of good administration. 

4. Empirical findings: Related values of good administration 

This section extensively draws on interviewees' responses and de-
scribes the identified relations between use of AADM and good 
administration. 

4.1. Particularly related values 

By examining the themes articulated by the interviewees, analyti-
cally aggregating six values of good administration particularly related 
to the use of AADM is possible. The six values represent conceptions of 
desirable modes, means and ends of action by public servants and 
administrative bodies in terms of good administration which for the 
interviewees were particularly relevant to use of AADM. 

The values and their underlying themes are described in Table 3 and 
are expanded upon in the following subsections. Emphasising that each 
value relates to a multitude of articulations of the interviewees is 
important. In particular, while some articulations reflect hesitation and 
scepticism regarding use of AADM, others indicate a more supportive 
relationship between use of AADM and good administration. The related 
values thus do not reflect either a techno-optimistic or techno- 
pessimistic view. The mapped themes to each value represent varied 
levels of abstraction. Some are tangible while others are more abstract. 
Only selected themes in relation to each value are described to illustrate 
risks and opportunities. Appendix A (Data structure) relates all 73 topics 
and 29 themes articulated by the interviewees to the six value 
dimensions. 

4.2. Carefulness 

The first value dimension, Carefulness, concerns the most basic issue 
of administrative decision-making, i.e., the decisions made by public 
authorities must be correct (free from error) in terms of the application 
of legal rules (reflecting policy intentions) and the careful assessment of 
each individual case. We are here at the traditional core of values of 
good administration (Addink, 2019), as the interviewees' articulations 
touch upon related values such as equality of treatment, compliance- 
with-the-law and fairness (Bannister & Connolly, 2014) as well as 
rectitude and proper discharge of duties (Hood, 1991). The value 
dimension is aggregated on the basis of seven themes (the highest 
number of themes related to one value) and covers both themes well and 
is less described in existing literature. 

Both access to and quality of data were important for a number of 
interviewees since AADM relies on systemised information about the 
case in question. These interviewees described a risk of AADM relying on 
faulty or incomplete data thus articulating a need for a systematic focus 
on the quality of data as the basis of automated decisions. While some 
interviewees articulated this as a risk that ideally must be mitigated, 
others seemed to accept some measures of faulty or incomplete data: 

For example, it was decided – when designing the rules for the [auto-
mated] calculations of the ‘job reward’ scheme – to base them [the rules] 
on the data of eIndkomst [national database of citizens' personal income] 
even though we knew those data are not always correct. 

(policymaker, interviewee # 38) 

The question of biases in data have been well described in existing 
work, but the more mundane topic of access to (and collection of) 
necessary data to avoid errors is covered to a lesser degree (Peeters & 
Widlak, 2018, speak of “master data management systems” stressing the 

5 As discussed later, articulations of policymakers and managerial practi-
tioners are characterised by some noteworthy differences. No significant dif-
ferences in articulations were, however, identified across policy areas or level of 
government. 
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sharing of data across administrative bodies rather than the difficulty of 
access). 

Carefulness was also linked to a number of interviewees' articula-
tions about administrative bodies' exercise of discretion in administra-
tive decision-making (including statutory obligations). For the 
interviewees, the theme is first and foremost related to the mentioned 
prohibition of curtailing (”fettering”) to discretion, which is a well- 
known obligation of good administration internationally (Oswald, 
2018) and strongly rooted in Danish administrative tradition (Staush-
olm, 2015). Some interviewees emphasised how use of AADM risks 
imposing such limits thereby evading lawmakers' intention of exercising 
conscious choice (discretion). Other interviewees stated that some 
statutory obligations of discretion have in fact been rooted in low quality 

law making as key notions (e.g., a legal definition of a citizen's partner) 
of administrative decisions which have hitherto not been properly 
defined. In this view, use of AADM helps to address careless law making 
and supports rule-of-law: 

Why do we believe discretion is positive in terms of rule-of-law? Can we 
support the same objective even though we automate? 

(managerial practitioner, interviewee # 4) 

4.3. Respecting-individual-rights 

The second value dimension covers articulations revolving around 
the administrative bodies' respect for what is here termed rights of the 

Table 3 
Values of good administration particularly related to AADM based on articulations of the interviewees.  

Value of good administration Underlying empirical 
themes 

Articulated opportunities Articulated risks 

1. Carefulness 
Administrative bodies carefully assessing 
each case to make correct and lawful 
administrative decisions. 

▸ 1.1 Insufficient data 
quality 
1.2 Ambiguity regarding 
exhaustiveness of data 
1.3 Fewer errors 
1.4 New notions of 
administrative decisions 
1.5 Increased equality of 
treatment 
1.6 Increased scale and 
speed 
▸ 1.7 Statutory 
discretion 

More informed decisions due to volume of 
processed data; Increased correctness of 
decisions; Consistency in decision-making; 
Equality of treatment; Speed of decision-making. 

Insufficient quality of data; Insufficient access to 
data; Undue variation in automated and paper-based 
decisions: Evasion of obligations of discretion. 

2. Respecting-individual-rights 
Administrative bodies respecting and 
protecting individual rights of citizens 
and firms during administrative decision- 
making processes. 

▸ 2.1 Limited exposure 
of data 
2.2 Disproportionate 
measures 
▸ 2.3 Increased 
surveillance 

Reduced exposure of personal data to public 
servants. 

Limited protection of data via pseudonymizing and 
anonymizing techniques; Disproportional volumes 
of processed data; Monitoring of full segments of 
citizens or firms. 

3. Professionalism 
Administrative bodies managing and 
organizing administrative decision- 
making in a serious, reflective and 
competent manner. 

3.1 Changing tasks and 
lack of skills 
3.2 Underdeveloped 
management focus 
▸ 3.3 “Digital, scientific 
management” 
3.4 Ambiguous forms of 
delegation and 
cooperation 
▸ 3.5 Recurring quality 
assurance 
3.6 Insufficient legal 
basis 

Efficient and effective decision-making; Real- 
time monitoring of decision-making; Systematic 
quality control. 

Insufficient skills in assessing quality and 
appropriateness of data; Questionable delegation of 
authority to ICT suppliers; Automation bias in 
decision-making; Insufficient legal basis for 
automated decisions. 

4. Trustworthiness 
Administrative bodies conducting and 
communicating administrative decisions 
in a trustworthy and benign manner. 

▸ 4.1 Intelligibility and 
reason giving 
4.2 Improved 
predictability 
4.3 Increased 
impartiality 
4.4 Limitation of right to 
be heard 
▸ 4.5”Systemic 
dehumanisation” 

Increased intelligibility of reason-giving; 
Predictability of decision-making; Impartiality of 
decision-making. 

Lack of explainability of decisions; De facto limits in 
the right to be heard; “Systemic dehumanisation” of 
administrative bodies. 

5. Responsiveness 
Administrative bodies adapting 
administrative decision-making in 
accordance with needs of citizens, firms 
and wider constituencies. 

5.1 Restrictions in 
accessibility 
▸ 5.2 Reduced flexibility 
▸ 5.3 New forms of 
feedback 
5.4 Open data 

Increased focus on usability-feedback; Potential 
for putting data to wider use in society. 

Reduced access to humans (public servants); De 
facto limits in right to appeal; Reduced ability to 
handle “outlier cases”; Reduced ability to exercise 
holistic perspectives in decision-making. 

6. Empowerment 
Administrative bodies empowering 
citizens and firms, thereby increasing 
their autonomy and control of their own 
circumstances. 

▸ 6.1 New channels for 
advice 
6.2 Potential for 
coproduction 
▸ 6.3 “Anticipative 
administration” 
6.4 “Digital Divide” 

Personalized, automated advice; Potential for 
coproduction of administrative decisions; Ability 
to advise based on anticipated events. 

Reduced ability to advise citizens and firms; 
Ethically questionable ability to forecast the future 
of citizens and firms; Limits in access to benefits and 
services (“digital divide”). 

Includes underlying empirical themes as well as primarily being associated opportunities and risks articulated by interviewees (arrow (▸) indicate empirical theme is 
described in the text). 
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individual. This dimension is rooted in classic values of liberal societies 
going back to the thinking of John Locke, i.e., the fundamental differ-
ences between citizens and government, and – following this – how 
citizens are to be free from intolerable intrusions of government. While 
the first value, Carefulness, is primarily related to the inner workings of 
administrative bodies, Respecting-individual-rights is related to the 
relationship between administrative bodies and citizens (and firms). 

Administrative bodies and other parties' access to personal, often 
sensitive, information about citizens is central to Respecting-individual- 
rights; however, the three themes aggregated into this value dimension 
go beyond well-known and more narrow topics of both data protection 
and privacy as well as beyond the underlying value of protecting-citizen- 
privacy (Bannister & Connolly, 2014). While these topics are tradi-
tionally discussed in relation to citizens, some interviewees articulated 
the related themes in relation to individual firms thus expanding the 
notion of privacy in a novel manner. 

Overall, the value seems to be at risk of being undermined due to use 
of AADM supporting a more techno-pessimistic view. At a more abstract 
level, no interviewees mentioned or hinted at the principal differentia-
tion between citizens and government. On a more tangible level, in-
terviewees did not report measures to limit data storage, pseudonymise 
or anonymise data etc. 

This picture is not one-sided. Privacy in a more traditional sense 
includes adherence to the GDPR of the European Union and was a topic 
high on the agenda of many interviewees. Some interviewees mentioned 
peculiar, practical aspects of use of AADM. Specifically, one interviewee 
noted that personal data is in practice – although not in principle – much 
less exposed to public servants as a result of fully automated AADM: 

Most often human discretion necessitates public servants access large 
amounts of sensitive personal data, which automated decision-making in 
practice shields. 

(managerial practitioner, interviewee # 11) 

Another theme is coined “Increased surveillance” as a few in-
terviewees reflected on the large volume of data available to adminis-
trative bodies due to increased technological possibilities. For example, 
one interviewee reported how satellite technology enables the admin-
istrative body to monitor the behaviour of certain types of firms thus 
making physical inspections of a random sample of the population 
obsolete. Traditional considerations of proportional ratios between the 
purpose of administrative decision-making and the depth and breadth of 
data also seemed to become irrelevant for the interviewees. 

4.4. Professionalism 

The third value dimension, Professionalism, covers the most diverse 
themes and most internally oriented themes regarding the workings of 
administrative bodies. Compared to the value of Carefulness and 
following Beck Jørgensen and Bozeman (2007), themes related to Pro-
fessionalism concern broader organisational and managerial pre-
requisites for good administration in relation to use of AADM rather than 
themes specifically related to AADM itself. While not exclusively a part 
of good administration, Professionalism is linked to the earlier 
mentioned and narrower value of effectiveness and what Hood (1991) 
terms the proper discharge of duties. 

Reflecting the optimism of classic ideas of “scientific management”, 
one theme can be termed “Digital, scientific management” as it is 
wholeheartedly articulated as an opportunity for good administration by 
the interviewers. This theme covers a broad range of topics with the 
common denominator being how use of AADM leads to more efficient 
use of resources as well as higher levels of supervision and control of the 
decision-making process due to the inherent systematisation and codi-
fication when compared to paper-based administrative decision-making. 
Some interviewees argue that this makes it possible to plan and execute 
the decision-making process better while monitoring the quality and 
speed of the process closely, thereby securing adherence to norms of 

correctness and timeliness. To some extent, the latter articulations 
reflect observations in street-level literature of technology deployed as a 
tool for increased managerial control of street-level bureaucrats 
although the actual effects are debated (Busch & Henriksen, 2018). 

Another theme, which has not previously been linked to good 
administration, is the question of recurring quality assurance. In-
terviewees thus pointed to the importance of recurring quality assurance 
as an effect of use of AADM: 

We plan to continuously improve the regression model [which is the basis 
of the automated decision-making] at least every second year. 

(managerial practitioner, interviewee # 41) 

The need for quality assurance is described in different ways but is 
basically a way to ensure that automated decision systems – whether 
semi-automated or fully automated – continue to operate within the 
intended legal framework—without bias or systematic error – and are 
continuously improved in terms of precision and functionality. 

A distinctive part of this theme is the managerial attention to so- 
called automation bias. A few interviewees hint at the tendency of 
human beings to disregard contradictory information when presented 
with suggestions from “objective” automated decision systems (Cum-
mings, 2006). While some interviewees mention those topics as future 
focus points, it appears the actual use of recurring quality assurance 
tools and associated management procedures are underdeveloped, 
indicating the theme representing both opportunities and risks for good 
administration. 

4.5. Trustworthiness 

Public trust in government is often emphasised as a prime value of 
public administration (e.g., Hood, 1991). Trustworthiness can be taken 
as the display of properties indicating an entity's, e.g., an administrative 
body's, commitment to act competently and in the broad interest of the 
trustor (Levi & Stoker, 2000). While the related value of transparency is 
well-known in relation to use of AADM, cf. Section 2.3, the value 
dimension has been coined Trustworthiness because the essential 
component is the ability of administrative bodies to cultivate un-
derstandings of automated, administrative decisions as trustworthy by 
citizens and firms. 

The five themes aggregated into the dimension were hinted at by a 
high number of interviewees. Taken together, they show that trust and 
trustworthiness come in several different guises in relation to use of 
AADM and cannot be reduced to either solely transparent or impartial. 
Additionally, the themes and underlying topics are articulated not only 
as risks to good administration but also as opportunities. 

A dominant theme touched upon by interviewees was the question of 
intelligibility and reason-giving in relation to decisions. The obligation 
of reason-giving in relation to administrative decisions is a prominent 
part of administrative law in many countries (Mashaw, 2007) and en-
tails the obligation to explain the reasons for an administrative decision 
to the addressee. 

Interviewees made a number of claims which varied in both terms of 
level of abstraction and terms of risks and opportunities. Mirroring 
current literature (e.g., de Bruijn, Warnier, & Janssen, 2021), some in-
terviewees pointed to aspects of explainability and transparency which 
they perceived as an important part of reason-giving. The interviewees 
described how this theme becomes more important when advanced 
techniques such as machine-learning algorithms are used in relation to 
decision support. Several interviewees also mentioned the need for 
reason-giving as the primary reason for not employing machine-learning 
and other AI techniques in fully automated AADM as these techniques 
work by correlations of data rather than by cause-effect relations and 
therefore, by principle, do not comply with the said obligation. 

The most dominant technique we [the administrative body of the inter-
viewee] use in relation to data is decision trees rather than neural 
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networks and such. Decision trees make it possible to document and 
communicate the most significant elements of the decision models. 

(managerial practitioner, interviewee # 28) 

On the other hand, interviewees also reported how potential use of 
adaptive methods based on the exact situation of the individual citizen 
or firm can increase intelligibility of decisions via more concise writing, 
graphic illustrations, links to further detailed information etc. For in-
terviewees this was a major step forward, as they – despite adhering to 
formal legal rules of reason-giving – regarded the intelligibility of de-
cisions from more paper-based decision-making as often unsatisfactory. 

At a more abstract level, a rather large number of interviewees brought 
up the theme of “the human factor” in different forms. In particular, a few 
interviewees pointed to the “coldness” and disrespect inherent in stand-
ardised web-forms, apps, portals, etc., which should not be confused with 
classic Weberian forms of officialdom. A high number of interviewees 
spoke of a slow evolving”systemic dehumanisation” of administrative 
bodies experienced by citizens and firms which led to questions regarding 
whether automatically generated decisions will ever be trusted in the same 
way as humanly generated decisions: 

We have more confidence in humans than in machines, and we trust 
people more than we trust systems. What does it take – in terms of good 
administration – to reach the same level of confidence in the machine? 

(policymaker, interviewee # 6) 

I believe we see an alienation and distancing of citizens and firm because 
the casework and the decision-making are hidden for them due to 
automatization. 

(policymaker, interviewee # 20) 

4.6. Responsiveness 

The idea of responsive behaviour as a value of public administration 
is both more contemporary and more contested (du Gay, 2008) than the 
previous four values. The value is nevertheless reported by Bannister 
and Connolly (2014) and is also partly reflected by the value of adap-
tivity (Hood, 1991). Responsive public administration entails an open-
ness and willingness to respond to outside inputs in a just and 
uncorrupted manner (Stivers, 1994). 

For interviewees, this entailed being responsive to individual citizens 
and firms at the individual level as well as to the environment of the 
administrative body rather than solely to political or administrative su-
periors (Beck Jørgensen & Bozeman, 2007). The value dimension thus 
covers four themes related to the ability to continuously develop and adapt 
use of AADM in accordance with the needs of citizens, firms and the wider 
constituency of the administrative body. Notably, the themes and under-
lying topics are primarily articulated as risks, indicating that Responsive-
ness is the value most put at risk by use of AADM according to interviewees. 

Articulations of a number of interviewees are related to the theme of 
flexibility in decision-making. First and foremost, there is a normative 
understanding among some interviewees regarding the need to han-
dle”outlier cases” correctly and effectively, i.e., citizens and firms with 
special needs or characteristics which cannot be handled by AADM. This 
mirrors du Gay's (2008) observation that administrative bodies cannot 
ignore the”nuisance client” or”marginal customer” due to equality of 
treatment concerns. Bovens and Zouridis (2002) foresaw the need for 
hardship clauses giving citizens the opportunity to draw attention to 
specific circumstances that do not fit predefined categories of stand-
ardised web-forms, apps, portals, etc.: 

Administrative bodies must always have a procedure for the citizens and 
firms in ‘the residual group’, who have special characteristics, [and] do 
not want to or cannot use the digital options. 

(policymaker, interviewee # 46) 

A second theme related to this value dimension is feedback. Some 

interviewees reported a growing focus on feedback mechanisms as a 
consequence of the standardised communication with citizens and firms 
inherent in most AADM. As use of AADM means less access to the con-
stituency's informal evaluation of the administrative body through daily, 
human contact, it becomes a matter of responsive behaviour by 
administrative bodies to develop and increase other channels for feed-
back. This is observed in both a very tangible way – i.e., administrative 
bodies continuously testing the usability etc., of user interfaces and 
guidance among citizens and firms – and in more abstract ways, i.e., 
through the establishment of customer panels etc. 

4.7. Empowerment 

Finally, the sixth value dimension also stands out compared to the 
first four. Good administration and citizen (and firm) empowerment are 
less often associated, and empowerment is itself a disputed concept 
(Rushing, 2016). It is here understood as actions by administrative 
bodies to promote citizens' and firms' capacity to mobilise resources to 
achieve their goals (Avelino, Dumitru, Cipolla, Kunze, & Wittmayer, 
2020). Notably, it mirrors one of Dunleavy et al.'s (2006, p. 489) original 
ambitions with “digital-era governance”: “Digital-era changes inside the 
government machine would be closely meshed with and run strictly in 
parallel with increases in citizens' autonomous capabilities for solving social 
problems.” [author's italics]. 

The value of Empowerment is based on the idea that citizens can 
learn and develop through contact with government including admin-
istrative bodies and relate to other values such as inclusiveness (Ban-
nister & Connolly, 2014), dialogue and citizen involvement (Beck 
Jørgensen & Bozeman, 2007). These values stem from the tradition of 
participatory democracy. Countries and societies with stronger tradi-
tions of participatory democracy are therefore probably more likely to 
experience the effects of use of AADM in relation to this value. 

The value dimension is aggregated from four themes. One theme is 
related to the internationally widespread obligation to advise citizens 
and firms within the jurisdiction of the administrative body. A large 
number of interviewees pointed to the fact that the obligation is at risk 
due to use of AADM, i.e., the use of standardised web-forms, apps, 
portals, etc.,”squeeze out” the traditional channel of advice to citizens 
and firms, thereby reducing their capacity to act. 

Probably automation sometimes affects the confidence and safety of the 
citizen when dealing with authorities because automation affects the 
understanding and ability to be advised. 

(policymaker, interviewee # 24) 

At a more abstract level, a few interviewees stressed the increased 
importance of administrative bodies' ability to proactively assist disad-
vantaged groups articulate their needs for public benefits and services. This 
understanding arose due to the “squeezing out” of more flexible, human- 
based patterns of interaction with citizens and firms due to use of AADM. 

On the other hand, interviewees with experience with more 
advanced technologies such as machine learning reported new person-
alized ways of automated advice based on data mining of the processing 
of previous, similar cases. Although this does not seem to replace more 
traditional forms of advice entirely, it does offer new ways for citizens' 
and firms' autonomous understanding of rights and duties: 

The user interface [used by firms dealing with the administrative body] is 
basically ‘a gigantic schema’ with many mandatory data fields, about 
300 validations and a high number of detailed advisory texts. 

[author's upright] (managerial practitioner, interviewee # 45) 

The theme of predictive administration was touched upon by some 
interviewees and is well covered within critical algorithmic studies. 
Eubanks (2018) and Ferguson (2017) have, among others, shown the 
potentially disturbing and stigmatising effects of predictive systems. For 
interviewees, “anticipative” seemed more fitting than “predictive”, and 
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several of the interviewees focused on the ethical pros and cons of such 
use. Specifically, some articulated the seemingly unethical idea of 
administrative bodies being de facto able to predict future events (e.g., 
divorce or bankruptcy) of citizens and firms based on big data analysis 
without sharing this knowledge. Other interviewees focused on the 
difference between case-handling based on past and present information 
in contrast with case-handling based on future expectations as a moral 
threshold which must not be crossed. 

While the former type of articulations – stressing the unethical na-
ture of not sharing knowledge of future, anticipated events – somehow 
lead to understanding “predictive administration” as an opportunity in 
terms of good administration, the latter type of articulations – stressing 
the difference between past and present information, and future ex-
pectations – perceive it as a clear risk. 

5. Discussion: room for a pragmatic view? 

Taken together, the articulations of the interviewed policymakers 
and managerial practitioners cover a wide array of themes related to 
good administration. In the simplest sense, the interviewees confirmed 
that use of AADM relates to good administration. 

Across all articulations, interviewees do not strongly differentiate be-
tween use of semi- and fully automated, administrative decision-making in 
relation to good administration. Rather than a question of semi- or fully 
automated decision-making, the articulations indicated that themes and 
underlying values are not only relevant in one end of the continuum from 
semi- to fully automated but often across the continuum. 

Even when structured into the six aggregated value dimensions 
described in the previous section, the articulations did not form a fully 
coherent whole. Rather, the articulations seem to emphasise that themes 
of use of AADM and good administration are acted and organised upon 
in different manners by individual public servants and administrative 
bodies, thereby representing several alternative patterns of opportu-
nities and risks. 

The following subsections seek to highlight those patterns by firstly 
discussing how the findings supplement existing knowledge; secondly, 
by acknowledging the differences between the two main groups of in-
terviewees; thirdly, by presenting the most strongly articulated oppor-
tunities and risks to good administration and finally discussing how 
those opportunities and risks are paired in terms of synergies and trade- 
offs. 

5.1. An empirical supplement to existing knowledge 

The six identified values of this study represent an empirical sup-
plement to existing knowledge of relations between use of AADM and 
values of good administration. 

Analysed solely in terms of good administration, the six identified 
values are all well-known from the literature but cut across the subsets 
suggested by Bannister and Connolly (2014) and Hood (1991). 
Reflecting on the theoretical expectations in Section 2.2, the articula-
tions of the interviewees relate primarily to what Bannister & Connolly 
label “Socially oriented” and what Hood labels “Theta” values. 

As one digs into the empirical findings, it becomes clear that other 
subsets of values are related to use of AADM. What Bannister & Connolly 
term “Service oriented” and Hood calls “Sigma” values was also articulated 
as related to use of AADM by the interviewees. This was particularly seen in 
relation to the values of Professionalism and Responsiveness. 

Zooming in on relations between use of AADM and good adminis-
tration, seven values of good administration were initially identified as 
particularly dominant in existing literature in relation to use of AADM in 
Section 2.3. All of those values were somewhat recognisable in the ar-
ticulations of the interviewees, but the interviewees expanded and 
added nuance to the meaning of the hitherto known values in a number 
of ways. This is summarised in Table 4. 

The first identified value, Carefulness, incorporates known themes of 
data bias, equal treatment of similar cases and curtailment of discretion 
as well as lesser-known themes, thereby expanding Carefulness from a 
more singular meaning of fairness, equality of treatment and compliance 
with law. The second identified value, Respecting-individual-rights 
likewise goes further than existing knowledge and covers not only the 
theme of data protection but also disproportionate use of data and 
increased surveillance of addressees. Similarly, the third value, Profes-
sionalism, incorporates not only known themes of increased effective-
ness in decision-making and questionable delegation, but a number of 
other themes as it demonstrates broader organisational and managerial 
prerequisites for good administration as use of AADM becomes more 
commonplace. Finally, the fourth value, Trustworthiness, expands on 
the question of transparency in relation to use of AADM, casting light on 
supplementary themes such as improved predictability for addressees 
potentially supporting trustworthiness and limitation of addressees' 
right to be heard as well as a slow “systemic dehumanisation” of 
administrative bodies that potentially undermine trustworthiness. 

Table 4 
Empirical articulations of values of good administration in relation to use of AADM compared to understandings of adjacent values in existing literature.  

Empirical articulation of values Adjacent values in existing 
literature 

Key empirical supplement 

1. Carefulness 
Administrative bodies carefully assessing each case to make 
correct and lawful administrative decisions. 

Socially oriented: Fairness, 
equality of treatment 

Empirical articulations expand existing understandings by linking them to basic 
questions of non-erroneous/erroneous administrative decision-making and 
pointing to consequences of insufficient quality of, and insufficient access to, data. Duty oriented: Compliance- 

with-the-law 
2. Respecting-individual-rights 

Administrative bodies respecting and protecting individual 
rights of citizens and firms during administrative decision- 
making processes. 

Socially oriented: 
Protecting-citizen-privacy 

Empirical articulations expand existing understandings by linking them to 
broader themes of disproportionate data use and increased surveillance beyond 
data protection and individual privacy. 

3. Professionalism 
Administrative bodies managing and organizing 
administrative decision-making in a serious, reflective and 
competent manner. 

Duty oriented: 
Accountability. 

Empirical articulations expand existing – but underdeveloped – understandings by 
linking them to broader organisational and managerial themes beyond individual 
practices and formal delegation of authority. Service oriented: 

Effectiveness and 
efficiency. 

4. Trustworthiness 
Administrative bodies conducting and communicating 
administrative decisions in a trustworthy and benign manner. 

Service oriented: 
Transparency 

Empirical articulations expand existing understandings by linking them to 
broader themes of organisational trustworthiness of administrative bodies 
including a possible “systemic dehumanisation”. 

5. Responsiveness 
Administrative bodies adapting administrative decision- 
making in accordance with needs of citizens, firms and wider 
constituencies. 

Service oriented: 
Responsiveness 

Empirical articulations expand existing – but underdeveloped – understandings by 
linking them to themes such as restrictions in addressees' access to administrative 
bodies and reduced flexibility in administrative decision-making. 

6. Empowerment 
Administrative bodies empowering citizens and firms, thereby 
increasing their autonomy and control of own circumstances. 

Socially oriented: 
Inclusiveness 

Empirical articulations expand existing – but underdeveloped – understandings by 
linking them to themes of automated, personalized advice and “anticipative 
administration” (predictive administration).  
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The last two identified values, Responsiveness and Empowerment, 
have previously been related to use of AADM to a much lesser extent. 
Responsiveness stands out as one of two values that seems particularly 
undermined by use of AADM according to the articulations of the in-
terviewees. This is particularly due to the restrictions on the addressees' 
access to administrative bodies that seem to accompany use of AADM as 
well as reduced flexibility in the actual decision process (meaning that 
administrative bodies are less capable of responding to unusual cir-
cumstances). The sixth value, Empowerment, includes topics related to 
two rather well-known elements from the literature, namely anticipative 
(or, as often termed, predictive) administration and limits in digital 
access to benefits and services. However, seen in concert with the two 
other empirical themes associated with the value, it is possible to un-
derstand Empowerment as a more coherent value that relates to use of 
AADM. While Empowerment in itself indicates inclusion and promotion 
of addressees' own capacity, the other side of the coin is stigmatisation of 
addressees due to use of AADM. 

5.2. Policymakers vs. managerial practitioners 

The two groups of policymakers and managerial practitioners were 
included in the analysis to illuminate articulations at close and medium 
range thus adding to the validity of the findings. First and foremost, the 
two groups shared articulations. There were, however, also variation. 
Managerial practitioners more often stressed the importance of pro-
cedures and organisational practices being at close range to actual use of 
AADM. Interestingly, no significant differences were traced in the ar-
ticulations of the two sub-groups of the managerial practitioners' cate-
gory, i.e., mid-level managers and senior consultants. Policymakers, on 
the other hand, tended to stress more abstract and, to some extent, more 
normative elements. 

Illustrative of this, it was almost solely managerial practitioners who 
articulated the theme of insufficient data quality and pointed to activ-
ities to increase feedback from constituencies of administrative bodies as 
a way to overcome lack of human feedback through daily, human con-
tact. Illustrating the more abstract, policymakers were, for example, 
more preoccupied with the theme of reduced flexibility and articulated a 
need to handle”outlier cases” correctly and effectively. Policymakers 
were also the ones who most clearly described the apparent slow 
evolving “systemic dehumanisation” of administrative bodies experi-
enced by citizens and firms. 

5.3. Opportunities and risks – optimism and pessimism 

The six identified values can only be understood in detail in relation 
to the particular policy areas of administrative decision-making, the 
particular technological and organisational context and the particular 
type of constituency of the administrative body. 

Not only did interviewees articulate both risks and opportunities in 
relation to each value but also in relation to the more detailed themes 
(often covering a regulation or norm of good administration). This can 
be seen, for example, with regard to the obligation to advise citizens and 
firms where interviewees point to both supportive and undermining 
effects of use of AADM. The interviews thus indicated a need to balance 
the outright views of techno-optimism and techno-pessimism. 

Decisively linking the six particularly related values to either op-
portunities or risks is difficult. There are, however, indications that the 
value of Carefulness can be particularly supported by use of AADM, while 
the values of Respecting-individual-rights and Responsiveness are 
potentially undermined by use of AADM. 

It is interesting to note that one of the most frequent descriptions of 
the context of use of AADM is scepticism towards the world of paper- 
based decision-making. Instead of techno-pessimists, many in-
terviewees positioned themselves as “paper-pessimists” arguing tradi-
tional paper-based decision-making is prone to errors due to, e.g., less 
systemised use of data. Many of the interviewees therefore, by default, 

attached some opportunities of supporting good administration to use of 
AADM, as they perceived the usage of this technology entailing fewer 
errors, equal treatment in cases and increased speed of operation. 

Multiple interviewees returned to the inherent categorisation of in-
formation and knowledge through web-forms, apps, portals, etc. as an 
element of use of AADM. Referred to as procedural standardisation and 
functional simplification by authors such as Kallinikos (2006), this gave 
rise to both opportunities and risks of good administration for the in-
terviewees. On the one hand, the interviewees related this to a means of 
ensuring correctness of administrative decisions, while risking “systemic 
dehumanisation”, inflexibility and the “squeezing” out of channels of 
advice for citizens and firms. 

Barring the most basic themes, such as the obligation of reason- 
giving and impartiality of AADM, it appears that most of the articu-
lated risks to good administration will occur if administrative bodies 
applying AADM do not actively mitigate or prevent them. Conversely, 
and still broadly speaking, the articulated opportunities for good 
administration are not seized by themselves but necessitate continued 
focus including deliberate choice and design of technology, procedures, 
professional roles and management practices in administrative bodies. 
An example is the theme of limited exposure related to the value of 
Respecting-individual-rights. Here, interviewees articulated that use of 
fully automated AADM in practice shields personal data from public 
servants, which can be seen as supporting good administration. This 
supportive relation can, however, be strengthened considerably by 
administrative bodies implementing and maintaining internal proced-
ures of limited access to data. 

Additionally, there seemed to be a normative undercurrent among 
several of the interviewees which stressed the need for remodelling 
regulations and norms of good administration including their imple-
mentation in daily use of AADM if the societal aim of levelling the 
imbalance between addresses and government is to hold. The under-
current is most visible in relation to Responsiveness but is also notice-
able in other values. Although this might sound logical to outside 
observers, it should be remembered that most interviewees – be it pol-
icymakers or managerial practitioners – are insiders of the government 
machinery and thus owe their loyalty to the very system they are here 
somehow questioning. 

5.4. Synergies and trade-offs 

As introduced in Section 2, public administration entailing a recur-
ring balance of conflicting values leading to dilemmas and contradic-
tions in daily practice is well-established (Pollitt & Bouckaert, 2017). 
The empirical data confirms this is also the case when one zooms in on 
use of AADM. Three trade-offs and synergies are particularly evident, 
thereby emphasising the need for a more pragmatic view of the relations 
between use of AADM and good administration. 

Firstly, and building on the full set of articulations of the in-
terviewees, it is clear that a trade-off between the value of efficiency 
(beyond core values of good administration) and good administration in 
general exist when it comes to use of AADM. This is hardly surprising, 
but the interviewees gave examples of instances where adhering to 
regulations and norms of good administration by administrative bodies 
reduced the potential use of AADM. 

Secondly, there is an articulated trade-off between the three values of 
Carefulness, Respecting-individual-rights and Trustworthiness as in-
terviewees described how it is possible to achieve a high level of pre-
cision in automated decision-making by use of machine learning 
algorithms and a large volume of data. Even so, this is left aside as the 
administrative bodies in question prioritise the theme of intelligibility 
and reason-giving thus using simpler, rule-based, decision-tree algo-
rithms due to the need for explainability of the decision. 

Thirdly, some interviews articulated a synergy between investing in 
the opportunities represented by use of AADM in terms of both improved 
predictability of the decision-making process for addressees and 
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improved intelligibility of administrative decisions, thereby reducing 
the number of (expensive) complaints of decisions from citizens and 
firms. This is a tangible illustration of how themes related to good 
administration in some instances agree with the broader value of 
effectiveness rather than in opposition to it. 

6. Conclusions 

The automation of administrative decision-making has been a 
continuing trend in public administration for several decades, and there 
are clear signs that its use and scope will increase in the coming years. 

The ambition of this article has been to supplement emerging liter-
ature and cast empirical light on the range of relations between use of 
semi- and fully automated, administrative decision-making (AADM) and 
good administration. This has been done through interviews with in-
siders of the government machinery, i.e., managerial practitioners and 
non-elected, administrative policymakers who have experience with use 
of AADM across policy areas in Danish public administration. Topics and 
themes articulated by interviewees have subsequently been related to 
underlying values of good administration. 

Six values of good administration have been identified as being 
particularly related to use of AADM: i) Carefulness; ii) Respecting- 
individual-rights; iii) Professionalism; iv) Trustworthiness; v) Respon-
siveness and vi) Empowerment. Analytically, each value aggregates 
empirical themes which offer both opportunities and risks to good 
administration according to the interviewees, and thereby support 
techno-optimistic and techno-pessimistic views of use of AADM simul-
taneously. The data indicate, however, that the value of i) Carefulness 
can be particularly supported by use of AADM, while the values of ii) 
Respecting-individual-rights and v) Responsiveness can be particularly 
undermined by use of AADM. 

While all identified values are well-known administrative values (cf. 
Bannister & Connolly, 2014; Hood, 1991), this article is the first to 
empirically assess which values of good administration are particularly 
related to use of AADM as seen from inside government machinery. Of 
the six identified values, Responsiveness and Empowerment have pre-
viously only been related to use of AADM to a very limited extent. 
Interestingly, the articulations indicate that the identified values are 
relevant across a continuum from semi- to fully automated AADM rather 
than being tied solely to use of semi- or fully automated AADM. 

The 29 empirical themes underlying the six values and listed in 
Appendix A show considerable variance beyond well-known issues of 
data bias, discretion and opacity. The breadth of themes cut across and 
expand emerging knowledge of use of AADM within academic disci-
plines of public administration, eGovernment, critical algorithmic 
studies and law. The high number of qualitative interviews led to an 
adequate level of saturation indicating the study is characterised by a 
satisfactory level of reliability. 

Taken together, the article casts empirical light on a number of 
perceived opportunities and risks in relation to use of AADM and good 
administration. Despite popular conceptions of “robotic government”, 
the conclusions indicate a need for a more pragmatic view of the re-
lations between use of AADM and good administration. Across the group 
of interviewees, it thus appears that insiders of government machinery 
are not naïve techno-optimists (nor the opposite) but view use of AADM 
as constituting risks of undermining good administration as well as 
opportunities of supporting good administration. 

6.1. Future research 

Denmark belongs within the Scandinavian administrative tradition 
and is generally considered a high-trust society with values of good 
administration relatively well rooted in her public administration. A line 
of future research is thus to assess relations of use of AADM and good 
administration as articulated by key public administration stakeholders 
under other administrative traditions and in other national settings. It 

seems likely that roughly the same identified values are or will be 
relevant in other countries as use of AADM increases. 

It has been repeatedly stressed that this article covers articulations of 
key public administration stakeholders rather than observable facts. 
Future research should therefore ideally cover outside-in perspectives 
(e.g., perceptions of use of AADM by citizens and firms) as a contrast to 
the inside-out perspective of administrative bodies of this article. It 
seems likely that this will lead to the identification of other relevant 
values of good administration for the use of AADM. 

Reflecting the fact that this article builds on data across a wide array 
of policy areas, it seems relevant to develop the existing inside-out 
perspective to use of AADM and good administration by focusing on 
specific policy areas. Ideally, this should be done in a comparative 
manner and encompass policy areas with administrative decision- 
making of differing complexity (volume of relevant data, ambiguity of 
regulation, extent of administrative discretion) and criticality (impact of 
administrative decisions on addressees). Although this article indicates 
that the identified values of good administration are relevant across a 
continuum from semi- to fully automated AADM, empirical research 
that explores to what extent alternative instances of use of AADM – e.g., 
semi-automated vs. fully automated – are tied to specific values of good 
administration should be particularly welcomed. 

It is a key conclusion that the interviewed Danish government in-
siders perceive use of AADM as constituting both risks and opportunities 
for good administration. A fourth and final focus for future research is 
thus to systematically zoom in on circumstances of use of AADM that 
foster opportunities for supporting good administration across admin-
istrative bodies, while simultaneously attempting to understand cir-
cumstances that give rise to the risks. 

6.2. Implications for practice 

The relatively pragmatic view prevalent among the interviewees 
does not mean use of AADM should not attract further interest among 
practitioners. Put simply, the articulated risks can be expected to occur if 
administrative bodies apply AADM, while articulated opportunities 
must be actively nurtured through managerial attention. Increased 
managerial attention to the use of AADM is therefore paramount in 
order to avoid the nightmares of techno-pessimists on a wider scale and 
bring daylight to the dreams of techno-optimists. 

A number of the risks described by the interviewees relate to limited 
knowledge and attention to tangible organisational and managerial 
practices in relation to themes such as data quality, recurring quality 
assurance and the obligation to advise. Work has to be done regarding 
methods to prevent those risks, while simultaneously tackling more 
abstract questions of unintended pressure on statutory discretion, 
excessive data-gathering of entire population segments (rather than 
samples) of citizens or firms for purposes of audit and control, and a 
“systemic dehumanisation” of administrative bodies seen from the po-
sition of citizens and firms. 

On the other hand, the interviewees articulate significant opportu-
nities for supporting good administration following the techno- 
optimistic view: first and foremost, some interviewees point out that 
use of AADM has simply improved the correctness of decisions. Other 
opportunities include higher levels of supervision and control of the 
decision-making, increased intelligibility of decisions, higher predict-
ability of the decision-making process for citizens and firms, as well as 
new ways of automated, personalized advice based on statistical pro-
cessing and data mining. 

Administrative bodies already using AADM, as well as organisations 
planning to do so, need to carefully consider how to both avoid risks and 
harness the opportunities on a case-by-case evaluation of policy area, 
decision-making technology, users and organisational context. Decision- 
makers should not only look to the strict application of “hard” regula-
tions of good administration (general administrative law acts, etc.) but 
also at how to strengthen focus on procedural and managerial support of 
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“soft” norms of good administration. 
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Appendix A. Data structure 

Figs. A.1–A.6 relates all 73 topics and 29 themes articulated by the interviewees to the six value dimensions described in Section 4 (Empirical 
findings). For each theme, it is furthermore indicated whether it is primarily articulated as opportunities, risks, or combinations hereof to good 
administration by the interviewees.

Fig. A.1. Topics and themes (data structure) related to Carefulness. Shaded notion under themes indicates whether themes are articulated as opportunities, risks or 
combinations hereof to good administration. 

Fig. A.2. Topics and themes (data structure) related to Respecting-individual-rights. Shaded notion under themes indicates whether themes are articulated as 
opportunities, risks or combinations hereof to good administration.  
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Fig. A.3. Topics and themes (data structure) related to Professionalism. Shaded notion under themes indicates whether themes are articulated as opportunities, risks 
or combinations hereof to good administration. 

Fig. A.4. Topics and themes (data structure) related to Trustworthiness. Shaded notion under themes indicates whether themes are articulated as opportunities, risks 
or combinations hereof to good administration. 

Fig. A.5. Topics and themes (data structure) related to Responsiveness. Shaded notion under themes indicates whether themes are articulated as opportunities, risks 
or combinations hereof to good administration.  

U.B.U. Roehl                                                                                                                                                                                                                                     



Government Information Quarterly 40 (2023) 101864

14

Fig. A.6. Topics and themes (data structure) related to Empowerment. Shaded notion under themes indicates whether themes are articulated as opportunities, risks 
or combinations hereof to good administration. 

Appendix B. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.giq.2023.101864. 
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