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English Abstract  

Predictive analytics using social media data is a relatively new field, being widely 

recognized at first due to “Predicting the Future with Social Media” of Asur and 

Huberman (2010). Their article proposed a model that could predict the revenues 

of Hollywood movies using Twitter data as input. This model has proven more 

accurate than the golden standard for movie revenue prediction – the Hollywood 

Stock Exchange – being thus a betting market for Hollywood movie performances 

and considered a good prediction market example. 

Since 2010, predictive analytics using social media data have developed 

extensively. In line with this trend, this PhD thesis presents pioneering research 

on the first Twitter-based prediction sales model, which explains why Twitter data 

can predict iPhone sales. It also demonstrates that similar predictive sales models 

can be built using Facebook and Google search data. The methodology is based 

on customer journey models, which are the main conceptual models for 

categorizing all social media and web search data in a sales context. Based on this 

methodology, an investor journey model for categorizing web search data in a 

financial market context is proposed. 

This thesis is structured as a collection of five research papers, written 

sequentially. The papers shows five predictive models. A successful predictive 

model for iPhone sales using Twitter data, and a successful predictive model for 

H&M using Facebook data. The predictive sales model for Mikkeller beers using 

Facebook and Google data is not successful. Social data are then conceptualized 

to build a general model for predictions based on social media data. The first four 

predictive models use the marketing-based customer journey models to explain 

the association mechanism linking input data to predicted sales. This is further 

developed to create an investor journey model, which is then used to build a 
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predictive model for investor behaviour using Google search data as input.  

In terms of the results, it is shown, that it is possible to predict iPhone sales with 

Twitter data and H&M sales with Facebook data. Conversely, it is also shown, 

that it is not possible to predict Mikkeller beer sales with either Google or 

Facebook data. Research into the reasons for these predictive modelling successes 

and failures provides important insights about both the nature and size of social 

data, which are determining their potential use in predictive models. These 

insights ultimately led to the development of Figure 10: Social Filtering Model. 

This model shows how filtering is determining the content we consider and 

measure on different social platforms. This model is the most important 

contribution of this PhD thesis, as it lays the foundation for a more scientific 

discussion on the potential uses for social data. The Social Filtering Model also 

led to the development of the chapter 8. Predictive Modelling Framework. 

The fifth model shows the predictive power of Google searches for Apple stock 

volatility applied to Apple stock investor behaviour, based on the customer 

journey concepts developed in the first four predictive models. While the model 

failed to model the Apple stock price, visual graphs of Google searches for the 

Amazon stock symbol showed a higher correlation with the Amazon stock prices 

than Apple stocks. Therefore, the method in the fifth model can probably be used 

for modelling stock prices for stocks other than Apple. The main contribution of 

the fifth model is the investor journey model, explaining why Google search data 

have predictive power for investor behaviour. Another contribution is the 

identification of private and professional investors’ different uses of Google 

searches and the high importance of stock symbols, among all the stock related 

Google searches for predictive modelling of investor behaviour. 

This PhD thesis contributes to the academic discussion on identifying the 
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predictive power in social data for the predictive modelling of sales and investor 

behaviour. The key contributions are proposing a new conceptual Social Filtering 

Model for social data, Figure 10: Social Filtering Model., explaining how human 

behaviour on social media and search engines are filtered differently, and how this 

determines the potential use for data in a practical modelling Framework, in 

chapter 8. Predictive Modelling Framework. 

 

Dansk Abstrakt 

Prædiktiv analyse på basis af sociale medie data, er et relativt nyt 

forskningsområde. Det blev først bredt anerkendt, da artiklen “Predicting the 

Future with Social Media” blev skrevet af Asur og Huberman (2010). Deres 

artikel foreslog en model, som kunne prædiktere omsætningen for en del 

Hollywood film, med Twitter data som  input. Deres model viste sig, at være mere 

nøjagtig end den gyldne standard for prædiktering af film omsætning – the 

Hollywood Stock Exchange – som er et marked for væddemål, meget lig Oddset 

på Danskespil.dk. På Hollywood Stock Exchange laver folk væddemål med odds, 

hvor de gætter på omsætningen for en del Hollywood film. Den kollektive visdom 

i alle de væddemål, har dannet ramme for  prædiktering af Hollywood film 

omsætning i mange år, og bliver anset for at være et godt eksempel på prædiktive 

markeds data. 

Siden 2010, har prædiktiv analyse med sociale medie data udviklet sig meget 

omfattende. I tråd med denne udvikling, præsenterer denne PhD afhandling 

banebrydende forskning med den første Twitter baserede salgs prædikterings 

model, som forklarer hvorfor Twitter data kan prædiktere salg, i form af iPhone 

omsætning. Denne PhD afhandling demonstrerer også, at lignende prædiktive 

salgs modeller kan blive bygget med Facebook og Google søgnings data.  
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Metoden I disse modeller er baseret på kunderejse modeler, som er de centrale 

konceptuelle modeller til at kategorisere alle sociale medie og web søgnings data 

i en salgs kontekst. Baseret på denne metodologi bliver der også præsenteret en 

investor rejse model til at kategorisere web søgnings data i en finans marked 

kontekst for Apple aktien.  

Denne PhD afhandling er struktureret som en samling af fem forsknings artikler, 

der er skrevet sekventielt og viser udviklingen af fem prediktive modeller. En 

succesfuld prædiktiv model for iPhone omsætningen, på basis af Twitter data, og 

en succesfuld prædiktiv model for H&M omsætningen på basis af Facebook data. 

Den prædiktive salgs model for Mikkeller øl med brug af Facebook og Google 

søgnings data er ikke succesfuld. Derefter konceptualiseres sociale data, og der 

bygges en generel prædiktiv model baseret på sociale medie data. De første fire 

artikler bruger en marketing baseret kunderejse model til at forklare 

associationerne, der forbinder de sociale data med det prædiktive salg. Dette bliver 

videre udviklet i den femte model, hvor der skabes en investor rejse model, som 

bliver brugt til at bygge en prædiktiv model for investor adfærd med Google 

søgnings data som input.  

Resultaterne viser, at det er muligt at prædiktere iPhone omsætningen med Twitter 

data, og H&M omsætningen med Facebook data. Det vises også, at det ikke er 

muligt at prædiktere Mikkeller øl salg med hverken Google søgnings eller 

Facebook data. Forskning i grundene bag disse succeser og fiaskoer har givet 

nogle vigtige indsigter i både arten og størrelsen af sociale data, som bestemmer 

den potentielle brug i prædiktive modeller. Disse indsigter ledte frem til 

udviklingen af den sociale filtrerings model, som præsenteres i kapitel 7, Figure 

10: Social Filtering Model. Denne model viser hvordan filtrering bestemmer det 

indhold vi kan se og måle på, på de forskellige sociale platforme. Denne model er 

det vigtigste bidrag for denne PhD, da den ligger fundamentet for en mere 
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videnskabelig diskussion af den potentielle brug af sociale data. Den sociale 

filtrerings model ledte også frem til en prædiktiv model bygge anvisning, som 

også præsenteres i kapitel 8, Table 14,  Predictive Modelling Framework.  

Den femte model viser den prædiktive kraft i Google søgninger for Apple aktiens 

volatilitet. Denne forskning er baseret på Apple investorers adfærd på Google 

søgninger, og kunderejse koncepterne fra de første fire modeller udviklet videre 

som en investor rejse model. Selv om modellen ikke kunne modellere Apple 

aktiepris, viste visuelle grafer for Google søgninger af Amazon aktiesymbolet, en 

højere korrelation med Amazon aktieprisen, end for Apple aktien. Metoden i den 

femte artikel kan derfor godt bruges til modellering af aktiepriser i nogle tilfælde. 

Hoved bidraget i den femte artikel er investor rejse modellen, der forklarer hvorfor 

Google søgnings data har en prædiktiv kraft for investor adfærd. Et andet bidrag 

er identifikationen af private og professionelle investorers forskellige brug af 

Google søgninger, og den høje betydning af aktie symboler i feltet af alle aktie 

relaterede Google søgninger når man laver prædiktiv modellering af investor 

adfærd. 

Denne PhD afhandling bidrager til den akademiske diskussion om identificering 

af prædiktive krafter i sociale data, og for den prædiktive modellering af købs- og 

investor-adfærd. Hoved bidraget er præsentationen af en ny konceptuel filtrerings 

model for sociale data i kapitel 7, Figure 10: Social Filtering Model., der forklarer 

hvordan menneskelig adfærd på de forskellige sociale medier og web søgninger 

er filtreret på forskellig vis. Denne forskel i filtrering bestemmer den potentielle 

brug af sociale data i en praktisk prædiktiv model bygge anvisning, der også 

præsenteres i kapitel 8, Table 14,  Predictive Modelling Framework.  

  



10  

List of Tables in the Kappa 
 

Table 1. Starting years of social media websites. ....................................................................................... 20 
Table 2: Research questions and key contributions. .................................................................................. 26 
Table 3: Chapter outline and summary. ..................................................................................................... 35 
Table 4: Methods covered by the nine definitions of predictive analytics. ................................................ 41 
Table 5: Differences between explanatory statistical modelling and predictive analysis. ......................... 42 
Table 6: Predictive models in the literature................................................................................................ 45 
Table 7: Social science paradigms. ............................................................................................................ 57 
Table 8: Contrasting philosophies of computational social science. .......................................................... 60 
Table 9: Scope, methods, insights, and conceptual models in all five papers. ........................................... 64 
Table 10, LazyPredict results for paper I, predicting iPhone sales with Twitter data ................................ 91 
Table 11, LazyPredict results for paper II, predicting H&M sales with Facebook data ............................ 98 
Table 12, LazyPredict results for paper III, predicting Mikkeller sales with Google search data ........... 104 
Table 13, LazyPredict results for paper V, predicting Apple stock price volatility with Google search data
 .................................................................................................................................................................. 109 
Table 14,  Predictive Modelling Framework............................................................................................ 129 

 

List of Figures in the Kappa 
 

Figure 1: Sizes of the user bases of the largest social media websites ....................................................... 21 
Figure 2: Steps for building an empirical model (predictive or explanatory). ........................................... 53 
Figure 3: Customer infinity model 3.0. ...................................................................................................... 67 
Figure 4: Steps in the statistical modelling process. .................................................................................. 68 
Figure 5: CRISP-DM six-step modelling process diagram. ....................................................................... 69 
Figure 6: Copenhagen Business School Facebook post. ............................................................................ 74 
Figure 7: Q4.14 prediction of iPhone sales. ............................................................................................... 75 
Figure 8: Q4.14 prediction of H&M sales from Facebook likes. ............................................................... 76 
Figure 9, R-square formula from Scikit Learn ........................................................................................... 85 
Figure 10: Social Filtering Model. ........................................................................................................... 114 
Figure 11: Social Filtering Model by Lassen (2023) combined with the social data model by Vatrapu et 
al. (2016). ................................................................................................................................................. 128 
Figure 12, Digital Maturity Model, by Boston Consulting Group (2021) ............................................... 135 
Figure 13: Awareness, research, decision, and purchase journey model. ................................................ 139 
Figure 14: Google searches for TikTok, Twitter & Instagram 2018–2023. ............................................. 141 

 

 
 

List of abbreviations 
SNA Set network analysis 
SSA Social set analysis 
IS Information systems 



 

 
11 

Table of contents 

Acknowledgements ................................................................................................ 3 

English Abstract..................................................................................................... 5 

Dansk Abstrakt ...................................................................................................... 7 

List of Tables in the Kappa ................................................................................. 10 

List of Figures in the Kappa ............................................................................... 10 

List of abbreviations ............................................................................................ 10 

Table of contents .................................................................................................. 11 

1. Introduction ...................................................................................................... 19 

1.1 Motivation .................................................................................................... 23 

1.2 Problem Definition ....................................................................................... 24 

1.3 Research Questions and Key Contributions ................................................. 25 

1.4 Argumentation of the Thesis and Research Papers ...................................... 29 

1.5 Thesis Outline ............................................................................................... 34 

2. Related Work ................................................................................................... 36 

2.1 Predictive Models Using Social Data ........................................................... 36 

2.2 Predictive Modelling vs Explanatory Modelling ......................................... 41 

2.3  Predictive Models assisting researchers ...................................................... 46 

3. Empirical Cases and Datasets ........................................................................ 50 

4. Research Philosophy and Methodology ........................................................ 53 

4.1 Research Approach ....................................................................................... 53 

4.2 Steps for building an empirical model according to Shmueli and Koppius 
(2011) .................................................................................................................. 54 

4.3 Steps for building a model according to CRISP-DM ................................... 54 



12  

4.4 Philosophy of Science .................................................................................. 56 

4.5 Methodological Foundation ......................................................................... 59 

4.6 Social Network Analysis vs Social Set Analysis ......................................... 59 

4.7 Customer Journey Models ............................................................................ 63 

5. Design of Predictive Models............................................................................ 68 

Step 1. Shmueli et al (2011) Problem formulation & CRISP-DM Problem 
Definition ............................................................................................................ 69 

Step 2. Shmueli et al (2011) Data Collection & CRISP-DM Data requirements
 ............................................................................................................................ 70 

Step 3. Shmueli et al (2011) Data preparation  & CRISP-DM Data preparation
 ............................................................................................................................ 70 

Step 4. Shmueli et al (2011) Model specification & CRISP-DM Modelling .... 70 

Step 5. Shmueli et al (2011) Model estimation & CRISP-DM Modelling ........ 71 

Step 6. Shmueli et al (2011) Model evaluation & refinement, CRISP-DM 
Evaluation ........................................................................................................... 72 

Step 7. Shmueli et al (2011) Results, CRISP-DM Deployment ........................ 73 

6. iPhone, H&M, Mikkeller and Apple datasets, in the light of 40 new models
 ............................................................................................................................... 78 

6.1 Choice of datasets ......................................................................................... 78 

6.2 Limitations of linear regression models ....................................................... 79 

6.3 Changing from linear models in paper I & II, to a non-linear model in paper 
III ........................................................................................................................ 80 

6.4 Changing from statistical models in paper I, II & III, to machine learning 
models in paper V ............................................................................................... 80 

6.5 Comparing two machine learning models in paper V .................................. 82 

6.6 iPhone, H&M, Mikkeller and Apple datasets, in the light of 40 new models
 ............................................................................................................................ 83 



 

 
13 

6.7, LazyPredict 40 models results for paper 1, predicting iPhone sales with 
Twitter data ......................................................................................................... 85 

6.7.1 Bagging and boosting models ................................................................................................... 86 

6.7.2 Analysis ...................................................................................................................................... 87 

6.8, LazyPredict 40 models results for paper II, predicting H&M sales with 
Facebook data ..................................................................................................... 92 

6.8.1 Regularized and generalized linear models (GLM) ................................................................... 92 

6.8.2 Analysis ...................................................................................................................................... 94 

6.9, LazyPredict 40 models results for paper III, predicting Mikkeller sales with 
Google search data ............................................................................................. 99 

6.9.1 Adaboost, regularized and generalized linear models (GLM) ................................................... 99 

6.9.2 Analysis .................................................................................................................................... 101 

6.10, LazyPredict 40 models results for paper V, predicting Apple stock 
volatility with Google search data ....................................................................104 

6.10.1 Boosting and bagging, OMP, kNN and Transformed Target models .................................... 105 

6.10.2 Analysis .................................................................................................................................. 106 

6.11 Conclusions for the LazyPredict models on iPhone, H&M, Mikkeller and 
Apple datasets ...................................................................................................110 

7. Social Filtering Model ...................................................................................111 

7.1 Dimensions of social media filtering .........................................................115 
7.1.a The filters individuals apply to the content they publish ........................................................ 115 

7.1.a.1 Online norms for negative and positive emotions on social media ..................................... 115 

7.1.a.2 Social comparisons on social media ..................................................................................... 118 

7.1.b The filter bubble algorithms social media sites uses to personalise content based on users’ 
interest ............................................................................................................................................. 120 

7.1.c The API filters social media sites use for access to their data ................................................. 121 

7.1.c.1 Twitter API ............................................................................................................................ 121 

7.1.c.2 Facebook API ........................................................................................................................ 122 

7.1.c.3 Instagram API........................................................................................................................ 123 

7.1.c.4 TikTok API ............................................................................................................................. 124 

7.1.c.5 Google Trends API ................................................................................................................ 125 

7.1.c.6 Overall API landscape ........................................................................................................... 125 

7.2 Conclusions of the Social Filtering Model .................................................126 

8. Predictive Modelling Framework ................................................................129 



14  

8.1 The steps of the predictive modelling framework ......................................130 

8.2 Guidelines for size of dataset, in the Predictive Modelling Framework ....131 

8.2 Digital maturity impacts the use of social data ..........................................134 

9. Findings ..........................................................................................................136 

RQ1: Which social data types can be used to predict consumer purchase 
behaviours and to what extent does it work for different brand types? ...........137 

RQ2: What, if any, are the explanatory mechanisms for social data based 
predictive models for consumer purchase behaviours? ...................................138 

RQ3: To what extent can social data provide predictors for investor behaviour?
 ..........................................................................................................................139 

RQ4: How can extant social data models be adapted to better inform the 
predictive models of consumer and investor behaviours? ...............................140 

10. Conclusions ...................................................................................................143 

10.1 Contributions to the Literature .................................................................143 

10.2 Managerial Implications ...........................................................................145 

10.3 Limitations ................................................................................................146 

10.4 Future Research Directions ......................................................................149 

References ...........................................................................................................150 

Appendices ..........................................................................................................172 

Appendix 1, python LazyPredict code for paper I, predicting iPhone sales with 
Twitter data .......................................................................................................172 

Appendix 2, python LazyPredict code for paper II, predicting H&M sales with 
Facebook data ...................................................................................................174 

Appendix 3, python LazyPredict code for paper III, predicting Mikkeller beer 
sales with Google searches ...............................................................................180 

Appendix 4, python LazyPredict code for paper V, predicting Apple stock price 
volatility with Google searches ........................................................................186 



 

 
15 

Paper I: Predicting iPhone Sales from iPhone Tweets ..................................189 

I.1. Introduction ................................................................................................191 

I.2. Related Work .............................................................................................192 
I.2.1. Social Data & Business Outcomes: Data Science .................................................................... 192 

I.2.2. Social Media Analytics: Information Systems ......................................................................... 193 

I.3. Theoretical Framework ..............................................................................194 
I.3.1. AIDA ......................................................................................................................................... 195 

I.3.2. Hierarchy of Effects (HoE) ....................................................................................................... 196 

I.4. Methodology ..............................................................................................198 
I.4.1. Dataset .................................................................................................................................... 198 

I.4.2. Quantity  of Tweets ................................................................................................................. 198 

I.4.3. Quality of Tweets .................................................................................................................... 198 

I.4.4. Seasonal Weighting of Tweets ................................................................................................ 199 

I.4.5. Overall Model .......................................................................................................................... 200 

I.5. Results ........................................................................................................201 

I.6. Discussion ..................................................................................................205 
I.6.1. Implications for Organizations ................................................................................................ 211 

I.7. Conclusion ..................................................................................................212 

I. References .....................................................................................................212 

Paper II: Towards A Theory of Social Data: Predictive Analytics in the Era 
of Big Social Data ...............................................................................................218 

II.1. Introduction ...............................................................................................218 

II.2. Towards a theory of social data ................................................................219 

II.3.  Methodology and analytical findings ......................................................220 

II.4. Discussion .................................................................................................234 
II.4.1. Implications for Theory .......................................................................................................... 234 

II.4.2. Implications for Practice ......................................................................................................... 235 

II.4.3. Limitations .............................................................................................................................. 236 

II.4.3. Future Work ........................................................................................................................... 237 

II. References ....................................................................................................238 



16  

Paper III: Social Media Data as Predictors of Mikkeller Sales? ..................243 

III.1. Introduction .............................................................................................243 

III.2. Briefly on the existing literature ..............................................................244 

III.3. The data and methodology ......................................................................245 
III.3.1 Pre-processing methodology ................................................................................................. 246 

III.3.2 Unobserved Component Models ........................................................................................... 247 

III.3.3 The regression models ........................................................................................................... 248 

III.4. Descriptive statistics ................................................................................250 

III.5. Unobserved components models for the sales series and the social media 
series. ................................................................................................................254 

III.6. Results of predictive modeling at the monthly frequency. .....................257 
III.6.1.1 In sample regression results. ............................................................................................... 258 

III.6.1.2 Out-of-sample predictive power? ....................................................................................... 259 

III.6.2. Predicting the irregular component for the sales series by the irregular components for the 
social media series. Initial investigations. ........................................................................................ 261 

III.7. Summary and conclusion ........................................................................262 

Paper IV: Predictive Analytics with Social Media Data ................................264 

IV.1. Introduction .............................................................................................264 

IV.2. Predictive Models vs. Explanatory Models ............................................265 

IV.3. Predictive Modelling of Social Media Data ............................................267 
IV.3.1. The phenomenon of interest and the type of forecasts ....................................................... 267 

IV.3.2.The data ................................................................................................................................. 268 

IV.3.3. Social media data and pre-processing ........................................................................... 269 

IV.4. In search of a model equation – theory-based versus data-driven? ........269 
IV.4.1. Fitting of a predictive model ................................................................................................. 271 

IV.4.2. Evaluation of a predictive model for forecasting purposes .................................................. 272 

IV.4.3. In-sample evaluation of the model ....................................................................................... 272 

IV.4.4. Out-of-sample evaluation ..................................................................................................... 273 

IV.4.5. Using a predictive model for forecasting purposes .............................................................. 273 

IV.5. Categorized List of Predictive Models with Social Media Data ............274 
IV.5.1. Application Domains ........................................................................................................... 274 



 

 
17 

IV.5.2. Social Media Data Types ..................................................................................................... 278 

IV.5.3. Independent and Dependent Variables ................................................................................. 278 

IV.5.4. Statistical Methods Employed .............................................................................................. 278 

IV.6. An Illustrative Case Study of Predictive Modelling ...............................278 

IV.7. Conclusion ...............................................................................................281 

IV. References ................................................................................................283 

Paper V: Google searches linked to Apple stock volatility ups and downs .291 

V.1. Introduction ..............................................................................................292 

V.2. Literature review .......................................................................................294 

V.3. The Investor Journey Model .....................................................................298 

V.4. Methodology ...........................................................................................299 

V.5. Data ..........................................................................................................301 
V.5.1. Google searches during 2015–2020 ....................................................................................... 301 

V.5.2. Apple announcement data .................................................................................................... 307 

V.5.3. Weekly return data .............................................................................................................. 309 

V.5.4. Formulas ................................................................................................................................ 309 

V.6. Results and Discussion ...........................................................................311 
V.6.1. Diagnostic tests ...................................................................................................................... 312 

V.7. Forecasting evaluation ..............................................................................314 
V.7.1. Autometrics recursive graphs ................................................................................................ 317 

V.7.2. IBM SPSS 26 output ................................................................................................................ 318 

V.8. Final model ...............................................................................................318 

V.9. Conclusions .............................................................................................320 

V. References ...................................................................................................322 

V. Appendix 1. Forecast output from Oxmetrics, September 2019–April 2020, 
including the COVID-19 pandemic period ......................................................326 

V. Appendix 2. Forecast output from Oxmetrics, September 2019–February 
2020,  excluding the COVID-19 pandemic period ...........................................327 

 



18  

  



 

 
19 

1. Introduction 

The roots of predictive analytics can be traced back to the 1940s when 

computational models were initially employed by governments. However, simpler 

forms have existed for thousands of years. For example, around 100 BC, the 

Antikythera mechanism was a Greek analogue computer that could predict the 

astronomical positions of celestial bodies decades in advance, as well as eclipses 

for calendar and astrological purposes. 

In sales and marketing research, predictions form a discipline that has historically 

been based on classical statistical methods, including time series analysis, with a 

focus on historical sales data as important predictors. 

The use of social analytics for predictive models within sales and marketing has 

been increasing over the past 10 years, especially over the past 5 years. It is cheaper 

to obtain human behaviour data from social media and web searches compared to 

classical focus groups and interviews. A negative side of social data used in 

predictive models is that the reference groups on social media and web searches 

might not be representative. Bias and limits for topics covered are also among the 

drawbacks. Social analytics is also offering better data access that can be updated 

in real-time and is a good supplement to the original data sources.  

Social media was born in the 1990s, as the Internet became widely available. The 

first large social media sites started in 1995 with Classmates, followed by Six 

Degrees in 1997. Numerous social media sites have sprung up worldwide over the 

following decades, but only a small number became dominant over time (see Table 

1).   
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Social media site Starting year 
Classmates 1995 
Six Degrees  1997 
QQ 1999 
Ryze  2001 
Friendster & Meetup 2002 
LinkedIn, hi5, MySpace 2003 
Orkut, Flickr, Facebook 2004 
Bebo, Yahoo 360°, YouTube, Reddit 2005 
Twitter 2006 
Tumblr, Vkontakte 2007 
Sina Weibo, WhatsApp 2009 
Ask.fm, Instagram, Pinterest 2010 
WeChat, Snapchat, Google+ 2011 
Kuaishou 2012 
Vine, Telegram 2013 
TikTok, Douyin 2016 

Table 1. Starting years of social media websites. 

Figure 1 below illustrates a visual comparison of the largest social media platforms 
in 2023, based on their active user count, represented in millions. 
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Figure 1: Sizes of the user bases of the largest social media websites  

Source: Statista (2023), copyright permission from Statista  

Figure 1 shows that Facebook is by far the largest social media site with almost 3 

billion users, but TikTok and other sites are growing at a much faster rate than 

Facebook. Sites like YouTube, Instagram & TikTok are also performing much 

better than Facebook on engagement. As such, it looks like Facebook will not keep 
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its top position in the long run.  

Social media data were first used for sales forecasting in 2010, when Asur and 

Huberman (2010) showed how Twitter data can be used to predict Hollywood 

movie sales. This paper was the starting point for the development of new sales 

and marketing forecasting models that use social media in conjunction with social 

data. It also prompted financial markets to realise the predictive power in social 

media data and, since then, social media data have played an increasingly larger 

role in forecasting in the areas of sales, marketing, and financial markets. This 

historical perspective and development also led to the research within this PhD 

thesis, with social media based forecasting models for human purchase behaviour 

being adapted to predict human financial behaviour.  

Social media data can in many cases be downloaded in limited access via API. 

More automatic solutions for downloading social media data includes SalesForce's 

Social Studio, a leading social media analytics tool used in sales, marketing, and 

financial markets. However, due to its high cost, it is typically utilized by major 

brands. Affordable alternatives with fewer functionalities include Adobe Social, 

Zoho Social, Sprinklr, Hearsay Social, Hootsuite, Khoros, Sprout, Falcon, 

MeltWater, Dataminr, SentiOne, Google Alerts, and Talkwalker. Social media 

analytics software API solutions often allows access to more social media data 

compared to free access API, but also comes with a higher price tag.  

Stockpulse.com is an example of a social media analytics software aimed at the 

financial markets and has been in use since 2011. However, there are many 

competitors to Stockpulse.com, with similar analytical software that collects social 

data for financial modelling. There are also many startups whose analytics tools 

use a mix of social media data sources converted into sentiment and emotions as 

input data, which are then directly used for modelling within financial markets. If 
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a social media analytics company can show the predictive power of a constructed 

variable based on social media data, it is often enough to start selling their analytics 

to financial organisations.  

Black Swan is an example of a startup company, utilizing social media and web 

searches to spot new trends and predict them. In 2011, they started to predict box 

office sales for Disney and, in 2019, they were serving 16 big brands within 

consumer goods (Abboud 2019). Black Swan operates in a customer insights 

market, along with other startup companies such as Signals Analytics and 

TasteWise. These formerly small startups can add new customer insights for big 

brands with their big internal marketing and insight departments. Timely access to 

interview data is also sped up by newer startups such as Zappi and Streetbees and 

older startups such as SurveyMonkey.  

During the research process, I have observed important filtering differences 

between social media platforms and web searches, but the literature proposes no 

theoretical or practical model for showing these filtering differences. Cookingham 

et al. (2015), Gündüz (2017), Fardouly et al. (2018), and Anderson et al. (2018) 

show that social media provides an unrealistic view of others’ lives and affects 

peoples’ identities and mood. The filtered images of other peoples’ lives on social 

media have been researched and documented for more than a decade, but a model 

showing the difference in filtering among different social media platforms is still 

lacking.  

 

1.1 Motivation 

Predictive models can be highly accurate in forecasting outcomes, but often lack 

interpretability, making it difficult to understand why they work, see Ribeiro et al 

(2016) and  Guidotti et al (2018). This "black box" problem has motivated me to 
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develop more explainable models, using conceptual models to explain the 

predictive power in the predictors.  

I have also been motivated to explain the differences in predictive power for 

different social media and web search data. I was puzzled why there was not a 

conceptual model for these data differences in the literature, and I was highly 

motivated to make a new conceptual model. This new model is presented in chapter 

7. Social Filtering Model.  

I was also motivated to make a practical guide for predictive model building with 

social media and web search data, as I could not find such a practical guide in the 

literature in my first papers in this PhD. This own developed practical guide is 

presented in chapter 8. Predictive Modelling Framework.  

 

1.2 Problem Definition 

Filtering of social data is explained in chapter 7. Social Filtering Model, but a short 

introduction to filtering is given here. 

The high-degree filtering of social media data on platforms such as Instagram, 

Facebook and TikTok happens when these platforms highlight the successes in our 

lives, while failures are not popular to show. There is a high focus on likes, re-

posting and comments. This results in a glossy picture of peoples’ lives, which is 

not representative and limits the use of these data.  

Twitter, blogs, and forums are examples of medium-degree filtered social data. 

People still care about their identities on these platforms, but life failures are 

allowed here to a higher extent. The system with likes, re-posting and comments, 

are still creating a filtered picture of of peoples’ lives, as many are focused on these 

social media reactions. 
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Google searches, and other web searches, are the most un-filtered social data 

identified in the research of this PhD. When we web search, we do not have focus 

on likes, re-posting and comments, and we can search for anything we want. The 

only filter, is the potential worry about an employer watching our web searches, or 

if we web search next to other people.  

This PhD thesis is trying to solve the problem, of giving a better overview of 

filtering differences of social media and web search data, and what this means for 

the predictive power and potential uses of these data.  

 

 

 

1.3 Research Questions and Key Contributions 
 

O
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RQ1: Which social data types can be used to predict 
consumer purchase behaviours and to what extent does it 
work for different brand types.  

Paper I demonstrates it is possible to predict iPhone sales using Twitter 

data, paper II demonstrates H&M sales can be predicted with Facebook 

data, while paper III demonstrates it not possible to predict Mikkeller beer 

sales with neither Google nor Facebook data. Research into the reasons 

for these predictive modelling successes and failure has shown important 

insights about both the nature and size of social data, thus determining 

the potential use of social data in predictive models. This is further 

explained by in the chapter 7. Social Filtering Model and the chapter 8. 

Predictive Modelling Framework 
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RQ2: What, if any, are the explanatory mechanisms for social 
data based predictive models for consumer purchase behaviours? 

Customer journey models are used in the first four papers of this PhD 
thesis, as conceptual models explaining how all product related social 
data can be placed in one of the phases of a customer journey model. As 
social data are proxies for the activity in each phase of a customer 
journey model, the social data acting as proxies for the last two phases 
of the model and including strong links between human behaviour on 
social data and purchasing behaviour. 
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RQ3: To what extent can social data provide predictors for 
investor behaviour? 

Based on the predictive modelling foundations of papers I–IV, a 
novel investor journey model is developed in paper V for predicting 
Apple investor behaviour using Google search data as predictors. The 
main contribution of paper V is the creation of the investor journey 
model, explaining why the Google search data have predictive power 
for investor behaviour. Another contribution is the identification of 
private and professional investors’ different use of Google searches 
and the high importance of stock symbols, among all stock related 
Google searches for the predictive modelling of investor behaviour. 
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RQ4: How can extant social data models be adapted to better 
inform the predictive models of consumer and investor behaviours? 
The Social Filtering Model was developed based on the experiences 
in this PhD and has been adapted into a practical Predictive 
Modelling Framework for marketing and finance. The two models are 
presented in chapter 7. Social Filtering Model and chapter 8. 
Predictive Modelling Framework. The Social Filtering Model shows 
important filtering differences in the nature of social data from 
different platforms, which can be in turn used to determine the 
potential use of social data.  

Table 2: Research questions and key contributions. 
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visualizing that all input data belongs to specific phases of a customer journey 

model. The main focus has been to generalize how the predictive models in papers 

I–V can be applied to other brands and stocks. From a practical model building 

perspective, the type of product, service, or stock being modelled is not the 

determining factor for model success. Some brands are popular on web searches 

and social media, while others are not. For example, it is difficult to model 

insurance or bank revenue, as these services are not popular topics on social media 

or web searches, even in the case of well-known brands. Therefore, for assessing 

the potential predictive power of social data for a brand, it is important how popular 

a brand is on social media and web searches, but also the size of the dataset.  

On the one hand, the success of the predictive models for iPhone sales in paper I 

and H&M sales in paper II proves the predictive power of both popularity and size 

on social media. On the other hand, the failure of the predictive model for 

Mikkeller beer sales showed that not only popularity on social media and web 

searches is important, but also is the size of the brand in general and on social 

media and web searches. Finally, the success of the predictive model for Apple 

stock volatility in paper V further proves the predictive power of both popularity 

and size on social media and web searches. 

Another focus of my PhD research has been building predictive models that can 

provide new logical explanations for the predictive power of social data by using 

social set analysis (SSA) and the customer and investor journey models. These 

conceptual models are used for building a novel empirical model in terms of goal 

definition, data collection, and study design. The use of customer journey models 

in papers I and II, has led to an important meta contribution. When assessing which 

phase of the customer journey model an iPhone tweet or H&M Facebook like 

belonged to, interesting insights came up as follows.  
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During 2010–2014, more than half a billion iPhones were sold. The potential and 

actual iPhone customers were a significant part of the Twitter dataset during 2010–

2014 in paper I, but a significant part of the tweets containing “iPhone” were from 

customers who ended up buying competing smartphone brands or who simply had 

an opinion about the iPhone but no buying intentions. In other words, it would be 

difficult to precisely place all half billion tweets containing “iPhone” from 2010–

2014 within one of the phases of the customer journey model. Despite these 

problems, the research and work presented in papers I and II yielded a domain-

specific classifier for social media texts in the AIDA customer journey’s four 

phases developed by the Center For Business Data Analytics (see 

http://bda.cbs.dk/). This classifier determines in which phase of the customer 

decision journey model should a social media text be placed.  

This PhD also makes an important contribution to the literature by introducing 

chapter 7. Social Filtering Model, which identifies important differences in social 

data, thus determining the potential uses of social data. The Social Filtering Model 

was forming the basis for the chapter 8. Predictive Modelling Framework,  which 

is the second social data model developed during my PhD. 
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1.4 Argumentation of the Thesis and Research Papers 
 

Paper I: Predicting iPhone Sales from iPhone Tweets (Lassen et al. 2014) 

In the Proceedings of the 2014 IEEE 18th International Enterprise Distributed 

Object Computing Conference, 1–5 September 2014, Ulm, Germany.  

 
Recent research in the field of computational social science have shown how data 

resulting from the widespread adoption and use of social media channels such as 

Twitter can be used to predict outcomes such as movie revenues, election winners, 

localized moods, and epidemic outbreaks. Underlying assumptions for this 

research stream on predictive analytics are that social media actions such as 

tweeting, liking, commenting and rating are proxies for user/consumer's attention 

to a particular object/product and that the shared digital artefact that is persistent 

can create social influence. In this paper, we demonstrate how social media data 

from Twitter can be used to predict the sales of iPhones. Based on a conceptual 

model of social data consisting of social graph (actors, actions, activities, and 

artefacts) and social text (topics, keywords, pronouns, and sentiments), we 

develop and evaluate a linear regression model that transforms iPhone tweets 

into a prediction of the quarterly iPhone sales with an average error close to the 

established prediction models from investment banks. This strong correlation 

between iPhone tweets and iPhone sales becomes marginally stronger after 

incorporating sentiments of tweets. We discuss the findings and conclude with 

implications for predictive analytics with big social data. 
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Paper II: Towards A Theory of Social Data: Predictive Analytics in the Era 

of Big Social Data (Lassen et al. 2016) 

In the Proceedings of the 38th Symposium i Anvendt Statistik, Copenhagen 

Business School, Frederiksberg, Denmark, 25–27 January 2016. 

 
In this conference book chapter, we will advance a theory of social data that 

distinguishes between constituent dimensions of social graph (i.e., socio-technical 

affordances of social media networks) and those of social text (i.e., 

communicative and linguistic properties of social media interactions) as distinct 

but complementary elements of predictive big social data analytics. Additionally, 

to illustrate the validity and applicability of our proposed theory, we adhered to 

the schematic steps advocated by Shmueli and Koppius (2011) in building 

empirical predictive models that blend social graph analysis with social text 

analysis to: (1) compute correlations between social data from multiple social 

media platforms (i.e., Facebook and Twitter) and the financial performance (i.e., 

quarterly revenues) of corporate entities (i.e., iPhones and H&M), as well as; (2) 

make predictions about the future performance of these corporate entities. In 

doing so, we endeavor to provide an answer to the following research question: 

How can big social data analytics be utilized to predict business performance? 

This paper comprises four sections, inclusive of this introduction. In Section 2, 

we construct our theory of social data by extending Vatrapu's (2008, 2010) 

concepts of socio-technical affordances and technological intersubjectivity to the 

domain of social media. Section 3 outlines our methodological strategy for 

extracting and analyzing big social data to build empirical predictive models of 

business performance. Results from analyzing these empirical predictive models 

are also reported in Section 3. The last section, Section 4, summarizes the: (1) 

implications of this study to both theory and practice; (2) insights to be gleaned 
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towards informing the application of predictive analytics to big social data; (3) 

possible limitations in the interpretation of our empirical findings, and; (4) 

probable avenues for future research. 

 
Paper III: Social Media Data as Predictors of Mikkeller Sales? (Lassen et al. 

2017) 

In the Proceedings of the 39th Symposium i Anvendt Statistik, University of 

Southern Denmark, Odense, Denmark, 23–24 January 2017. 

 
In recent years, social media data such as Twitter, Facebook and Google Trends 

data have proven promising as predictors for measures of economic outcomes of 

private firms. The main advantage of using social media data as predictors lies 

in the speed with which such data can be extracted and employed in the 

forecasting process. Once a firm has learned how to collect and pre-process their 

social media data, the information is available almost in real time and this implies 

that such data in combination with a good predictive model will provide a very 

useful tool for the management of the firm. 

When working with social media data the concept of 'Big data' often comes to 

people's minds. In our case this is only partly true: we do work with large amounts 

of social media data, but once they have been pre-processed, we end up as many 

studies in the literature using quite simple dynamic regression models based on 

rather few time series observations. Hence the whole distinction between 'tall', 

'fat' and 'huge' data as suggested in Doornik & Hendry (2014) becomes of less 

relevance. Ideally, if we were able to get economic performance data for a firm 

at a high frequency like the daily frequency, we would move closer to a situation 

where a more automatic model selection procedure would be relevant. 

The novelty of the present paper is a predictive model for the total sales of 

Mikkeller using data at a monthly level. With these data we are allowed to be 



32  

more precise when it comes to specification of the lag-structure in the dynamic 

regression model. Also we look into the importance of the data-preparatory work 

- in our case an unobserved component filtering of the data prior to regression 

modeling - on the social data proves to be for the final model and finally, we 

investigate the predictive power of types of social media data that have not been 

used as predictors before for a brewing company: Google shopping and YouTube 

data. 

 

 

Paper IV: Predictive Analytics with Social Media Data (Lassen et al. 2017) 

In SAGE Handbook of Social Media Research Methods, chapter 20, pages 328–

341, 1st edition, SAGE Publications.  

 
This book chapter provides an overview of the extant literature on predictive 

analytics with social media data. First, we discuss the difference between 

predictive vs. explanatory models and the scientific purposes for and advantages 

of predictive models. Second, we present and discuss the foundational statistical 

issues in predictive modelling in general with an emphasis on social media data. 

Third, we present a selection of papers on predictive analytics with social media 

data and categorize them based on the application domain, social media platform 

(Facebook, Twitter, etc.), independent and dependent variables involved, and the 

statistical methods and techniques employed. Fourth and last, we offer some 

reflections on predictive analytics with social media data. 

The authoring team – Niels Buus Lassen, Lisbeth la Cour, and Ravi Vatrapu – 

were invited to update the chapter on predictive analytics for the second edition 

of The SAGE Handbook of Social Media Research Method, which was published 

in 2022.  
 



 

 
33 

Paper V: Google searches linked to Apple stock volatility ups and downs 

(Lassen 2022) 

Published in the Conference book of the 43rd Symposium i Anvendt Statistik, 

Denmark, Axelborg, Copenhagen, Denmark, was presented 29. August 2022 at 

Axelborg (single-author paper). 

 
Recent studies on how social media and news data are linked to stock price 

volatility, show that an increase on Twitter is linked to higher volatility, whilst an 

increase on news media is linked to lower volatility in the following month. This 

article demonstrates how Google searches are linked to weekly changes in Apple 

stock volatility. It shows the effects of behavior of private and professional 

investors on Google searches and how this behavior links to the Apple stock 

volatility. The paper uses the Customer Journey Mindset from sales modelling to 

construct a novel “Investor Journey” model, which maps Google searches to 

investor behavior, currently missing in the literature. Subsequently, the paper 

summarizes the main findings in this field and outlines future challenges in this 

research 
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1.5 Thesis Outline 

This doctoral dissertation is composed of ten chapters, coupled with a compilation 

of five independent scholarly articles, arranged in a sequential manner. Each paper 

stands on its own and can be comprehensively understood independently, yet their 

collective contributions offer a unified solution to the research questions 

previously stated. The initial chapter provides an overview of the research area, 

while the structure of the remaining chapters is depicted in Table 3. 

 

Chapter  

 

What does this chapter address?  

Chapter 1: 
Introduction 

  Summary of the scope of the research  

Chapter 2: 
Related work 

-  Discussion of related work in the domain 
of predictive models using social data 

 

Chapter 3: 
Empirical cases and 
datasets  

  Presentation of the empirical cases and the 
datasets. 

 

Chapter 4: 
Research philosophy 
and methodology  

  Presentation of the research philosophy and 
methodology 

 

Chapter 5: 
Demonstration of the 
performance of the 
predictive models 

  Demonstrations of the predictive accuracy 
into the future, and out-of-sample, of the 
models developed in this PhD 

 

Chapter 6: 
iPhone, H&M, Mikkeller 
and Apple datasets, in 
the light of 40 new 
models 

-  New analysis for paper I, II, III and V 
presented, where 40 new models are tested 
on the iPhone, H&M, Mikkeller and Apple 
datasets.  
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Chapter 7:  
Social Filtering Model  
 
 

-  Model describing the differences in 
data filtering for different social 
media and web searches.  

 

Chapter 8: 
Predictive Modelling 
Framework  

 

  

Practical model for suggesting which 
social data are relevant for different 
domains of modelling 

 

Chapter 9: 
Findings 

  Presentation of research questions, 
and how they were addressed and 
answered in this PhD 

 

Chapter 10: 
Conclusions 

  Contributions to the literature, 
managerial implications, limitations, 
and future research directions 

 

Table 3: Chapter outline and summary. 
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2. Related Work 
Kalampokis et al. (2013) reviewed 52 articles on predictive models published 

during 2004–2013 that predicted real world outcomes using social media data as 

input data. Further, Rousidis et al. (2019), reviewed 40 articles with predictive 

models published during 2015–2019 that also used social media data as input data. 

However, the review of these many articles on predictive models using social 

media data as input does not provide any logical explanation for why social media 

data has predictive power. This PhD project addresses this gap in the field of 

predictive modelling research and examines why social data have predictive power 

for sales and financial markets. Specifically, Paper I focuses on an iPhone sales 

prediction model, being the first academic paper to explain why social media data 

have predictive power for sales (see e.g. Voortman 2015, p.15).  

One of the most notable social-data-based predictive models on modelling stock 

price volatility using Google Trends is that of Preis et al. (2013). They suggest 

that ‘Google Trends data and stock market data may reflect two subsequent stages 

in the decision making process of investors’, which makes Preis et al. (2013, p. 5) 

is one of the few academic articles presenting a logical explanation for why social 

data such as Google searches can predict stock price volatility. Their framework is 

comparable to the conceptual framework developed in paper V, titled ‘Google 

searches linked to Apple stock volatility ups and downs’, in which a detailed 

investor journey model and a logical explanation of the predictive power of Google 

searches are further developed.  

 
2.1 Predictive Models Using Social Data  
 

This chapter presents the theoretical foundations of this PhD thesis by reviewing 

the literature on predictive model research using social data and defining a 
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predictive model within the context of my PhD research. To this end, I review here 

the existing methods in predictive modelling using social data.  

 
Before proposing a prediction model, it is relevant to specify the differences 

between forecasting and prediction models. Forecasting is a sub-discipline of 

prediction, where predictions about the future are made based on time-series data. 

Therefore, the difference between prediction and forecasting is the use of data with 

a time dimension. Prediction models using time-series data can also be called 

forecasting models. Therefore, all forecasting models can be called prediction 

models, but prediction models cannot be called forecasting models if they are based 

on data without a time dimension. Numerous definitions of prediction models exist 

in scholarly works, and a subset of these will be examined in the following 

discussion. 

A practical definition was given by Shmueli and Koppius (2011, p. 3): ‘A 

predictive model is any method that produces predictions, regardless of its 

underlying approach: Bayesian or frequentist, parametric or nonparametric, data 

mining algorithm or statistical model etc.’. 

Predictive models are also often defined as part of predictive analytics. One 

definition of predictive analytics comes from one of the leaders in statistical and 

machine learning software, the SAS Institute (2020), and also includes machine 

learning models: ‘Predictive analytics is the use of data, statistical algorithms and 

machine-learning techniques to identify the likelihood of future outcomes based 

on historical data’.  

A third definition of predictive models comes from one of the leaders in evaluating 

statistical and machine learning software solutions, Gartner Inc. (2020), who define 

predictive modelling as ‘a commonly used statistical technique to predict future 
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behaviours. Predictive modelling solutions are a form of data-mining technology 

that works by analysing historical and current data and generating a model to help 

predict future outcomes. In predictive modelling, data is collected, a statistical 

model is formulated, predictions are made, and the model is validated (or revised) 

as additional data becomes available’.  

However, many of the definitions of predictive modelling mostly cover statistical 

models and do not reference machine learning models, which makes them 

outdated. For instance, Gartner Inc. do not include machine learning in their 

definition, which is surprising coming from one of the leading analysts of statistical 

and machine learning software solutions.  

The fourth definition comes from another leader in this field, IBM (2020): 

‘Predictive analytics is the use of advanced analytic techniques that leverage 

historical data to uncover real-time insights and to predict future events. The use 

of predictive analytics is a key milestone on your analytics journey — a point of 

confluence where classical statistical analysis meets the new world of artificial 

intelligence (AI)’. It is remarkable that IBM includes AI in their definition but not 

machine learning in general, which AI modelling is part of. An explanation can be 

that IBM are branding themselves as one of the leaders within AI, so their 

definition is more of a branding statement, rather than a precise definition of 

predictive analytics, which should cover both statistics and machine learning.  

In short, the SAS Institute (2020) is more precise in their definition of predictive 

analytics compared to IBM.  

The branding and marketing agendas affecting the definition of predictive analytics 

come from the battle over market shares. In practice, predictive modelling covering 

both statistics and machine learning is often carried out using Python, which is 

currently the main leading data science programming language. Further, both the 
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SAS Institute and IBM are continually losing market shares to free data science 

programming languages such as R and Python. A predictive model custom built 

using a programming language such as Python gives more insights into predictive 

mechanisms compared to software solutions developed by, for example, SAS 

Institute or IBM, which always include a degree of black boxing.  

The practical leaders within predictive analytics can be identified at Kaggle data 

competitions, where big tech and similar organisations are very visible as the top 

10. Some of these practical leaders, such as Google and Facebook, base their 

analytics on Python. However, their definitions of predictive analytics are not 

discussed here, as they are rather marketing statements than scientific definitions. 

Microsoft is offering predictive analytics solutions through their Azure and Power 

BI software platforms, which are comparable to the similar solutions developed by 

SAS Institute and IBM. Microsoft has the same black box problems as SAS 

Institute and IBM and is continually losing market share to free and open solutions 

such as R and Python. The definition of predictive analytics from Microsoft is also 

more marketing-based than scientific and is, thus, not reviewed here.  

The fifth definition of predictive analytics comes from Teradata (2020), which is 

an analytical software company: ‘Predictive analytics refers to the analysis of big 

data to make predictions and determine the likelihood of future outcomes, trends 

or events. In business, it can be used to model various scenarios for how customers 

react to new product offerings or promotions and how the supply chain might be 

affected by extreme weather patterns or demand spikes. Predictive analytics may 

involve various statistical techniques, such as modelling, machine learning, and 

data mining’. Teradata was formed in 1979 in Brentwood, California, as a 

collaboration between researchers at Caltech and Citibank's advanced technology 

group, so the predictive analytics background of this group is comparable to that 
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of the SAS Institute. Their definition completely covers the current scope of 

predictive analytics with statistics, machine learning, and data mining.  

The sixth definition of predictive analytics comes from (Fayyad et al., 1996). 

"Predictive analytics is the process of using data mining, machine learning 

algorithms, and predictive models to identify the likelihood of future outcomes 

based on historical data"  

The seventh definition of predictive analytics comes from (Wu & Zhang, 2014). 

"Predictive analytics refers to the use of statistical and machine learning techniques 

to analyze historical data in order to make predictions about future events or trends"  

The eigths definition of predictive analytics comes from (Gupta & Bhatia, 2014). 

"Predictive analytics is the branch of analytics that deals with the extraction of 

information from data and the use of that information to predict future trends and 

behavior patterns"  

The ninths definition of predictive analytics comes from (Cios et al., 2007). 

"Predictive analytics is a set of statistical and machine learning techniques that use 

historical data to identify patterns and make predictions about future events"  

These nine definitions differ mainly in which methods from statistics, machine 

learning, and data mining they include. The reasons for these differences mainly 

stem from the competition over market share, but some definitions are simply 

outdated. There is an ongoing competition between statistics and machine learning, 

where both sides advocating their solutions to data science domains such as 

predictive analytics. This conflict is one of the main explanations for the many 

varying definitions of predictive analytics, but cultural beliefs also influence them 

(e.g. Koehrsen 2019; Bzdok et al. 2018). The practical truth about this conflict is 

that both sides are needed. In thorough testing environments for predictive models 
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with big datasets, both statistical and machine learning models are tested on the 

same datasets and compared against each other. The Danish National Bank 

published a paper (Christoffersen et al. 2018) showing how machine learning 

models compete against statistical models on modelling financial distress.  

Therefore, in this PhD thesis, I advocate for a definition of predictive analytics that 

includes statistics, machine learning, and data mining, as covered by Teradata, 

Fayyad et al., (1996) and Wu & Zhang, (2014).  

 

 
Table 4: Methods covered by the nine definitions of predictive analytics. 

 
2.2 Predictive Modelling vs Explanatory Modelling  

The main differences between explanatory and predictive models are shown in the 

following table. 

 

                                                                                         Definitions of Predictive Analytics

Fayyad et al. Cios et al Wu & Zhang Gupta & Bhatia Shmueli SAS Gartner IBM Teradata
& Koppius Institute Inc.

1996 2007 2014 2014 2011 2020 2020 2020 2020

Statistics + + + + + + + + +

Machine + + + + + Only AI +
Learning

Data Mining + + + + + + +
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Table 5: Differences between explanatory statistical modelling and predictive 
analysis.  

Retabulated from:  Shmueli and Koppius (2011). 

The building block of predictive models is using a train/test split on the dataset, 

and then utilizing the test part as out-of-sample for testing the accuracy of the 

predictive model. The most widely used train/test split is 80/20, where 80% of the 

dataset is used for training and building the predictive model and 20% for out-of-

sample testing. The explanatory models trained and built on 100% of the dataset 

can be tested as predictive models with an 80/20 or other train/test split.  

Historically, explanatory modelling has been emphasized more than predictive 

modelling due to several reasons. Some of these reasons include the objectives of 

scientific inquiry, the nature of scientific theories, and the historical context of 

scientific development.  

See Kuhn, T.S. (1962), Merton, R.K. (1973), Popper, K. (1959) and Porter, T.M. 

(1986). 

Shmueli and Koppius (2010) illustrated the lack of predictive modeling in the field 

of Information Systems. After examining the 1072 articles published between 1990 

and 2006 in the highly esteemed journals, Information Systems Research and MIS 

Quarterly, it was discovered that merely 52 of these empirical studies contained 
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predictive assertions. Moreover, among these, only seven conducted appropriate 

predictive modeling or testing. 

Since Shmueli and Koppius's (2010) study, the field of Information Systems (IS) 

has witnessed significant developments in predictive modelling practices. The 

growing importance of data-driven decision-making, advancements in machine 

learning techniques, and the increasing availability of large-scale data have 

contributed to the adoption and enhancement of predictive modelling in the IS 

domain. 

See fx Chen et al (2012), Agarwal et al (2014) and Bapna et al (2020). 

Despite the historical emphasis on explanatory modelling in many fields, recent 

advancements in data science, machine learning, and artificial intelligence have 

led to an increased interest in predictive modelling. As the value of accurate 

predictions in various fields becomes more apparent, it is likely that the focus on 

predictive modelling will continue to grow. 

The growth of predictive modelling relative to explanatory modelling can be 

attributed to several factors, such as advancements in technology, the availability 

of large datasets, and the increasing demand for accurate predictions in various 

industries. 

See Hastie et al (2009), Davenport et al (2007), Varian, H.R. (2014) and Jordan et 

al (2015). 

While predictive modelling is experiencing significant growth, it is important to 

note that explanatory modelling remains a vital component of scientific research. 

The two types of modelling often complement each other, with explanatory models 

providing insights into underlying causal relationships, and predictive models 
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leveraging those insights to make accurate forecasts. 

Some of the leading predictive modelling environments in the industry are 

companies such as Open AI, Microsoft, Facebook, Amazon, Google and Apple.  

The early adoption of machine learning by big tech and other tech has also led to 

machine learning excellence, which can create serious ethical problems, in the 

form of dark patterns, that tech companies use to manipulate users (Financial 

Times 2021). 

Paper IV provides an overview of the academic predictive models using social 

data. In the first version of paper IV (Lassen et al. 2017), 38 predictive model 

articles were reviewed. Two thirds of the articles were using regression and other 

statistical models (among which linear regression represent around half of all 

articles), and only one third were using machine learning models. This thus 

provides an objective image of the strength of regression models, but also of the 

more advanced machine learning models starting to be used more widely by 

academic researchers. In the second version of the same paper, published in 2022 

in The SAGE Handbook of Social Media Research Methods, machine learning 

models constituted almost half of the examined 55 predictive models compared to 

4 years before, when only one third of the 38 examined predictive models were 

machine learning ones. This clearly shows the development of machine learning 

models for predictive modelling from 2017 to 2021.  

Based on the review work in the two versions of paper IV, predictive models using 

social data are listed and analysed in Table 6. 
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  Predictive models reviewed   
                                        38 55 
                                        articles articles 
                                  2008–2015 2008–2020 
Statistical regression 
models 63% 47% 
          
Other statistical models 11% 7% 
          
Statistical models   5% 20% 
versus machine 
learning       
        
Machine learning   21% 26% 

Table 6: Predictive models in the literature.  

This illustrates the development of predictive models using social data, with 

machine learning taking up an increasing share of these models.  

The Makridakis Forecasting Competitions started in 1982 (Makridakis et al. 1982), 

and in the fourth M4 competition in 2018 with 100.000 timeseries and 61 

forecasting methods (Makridakis et al. 2018), machine learning was, for the first 

time, part of the winning forecasting hybrid method, combining both statistic and 

machine learning features. In the fifth M5 competition in 2020 with 42.000 

timeseries from Walmart and 5.500 participating teams at Kaggle.com, all 50 top-

performing methods used machine learning (Makridakis et al. 2020). The 

conclusion of the Makridakis competitions is that hybrid approaches and a 

combination of methods is the way forward to improve forecasting accuracy and 

make forecasting more valuable. 

Although the Makridakis Forecasting Competitions do not include social data, they 

still confirm the growing importance and use of machine learning within 

forecasting in general.  

The growing use of machine learning within predictive modelling and the 
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experiences from the Makridakis competitions mean that machine learning is 

enabling more models using more data. Machine learning can often lead to better 

predictive models, either in hybrid approaches or in combination with other 

methods. Therefore, when the classical statistical approach to predictive modelling 

does not find enough predictive power in independent variables, machine learning 

can help predictive modelling succeed even for datasets not compatible with 

classical statistical methods.  

 

2.3  Predictive Models assisting researchers 

Shmueli and Koppius (2011) defined six roles under which predictive models can 

assist researchers, namely: 

(i) generating new theory; 

(ii) developing measures; 

(iii) comparing competing theories; 

(iv) improving existing models; 

(v) assessing relevance; and 

(vi) assessing predictability.  

The descriptions of these roles and how they relate to the predictive models 

developed in this thesis are provided below to better explain the scope of this PhD 

project.  
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Role 1 Generating new theory 

By testing predictive models on complex large datasets with many features, new 

theories will naturally evolve. Shmueli and Koppius (2011) give three such 

examples. The first is the development of a new auction model based on price 

velocity and the acceleration from the auction start until the time of the prediction 

(Jank and Shmueli 2010). The second example is given by Stern et al. (2004), who 

used predictive analytics to identify the factors affecting broadband adoption by 

Australian households, resulting in the discovery of a new construct, called 

‘technophilia’. The third example is the work of Wang et al. (2008), who studied 

the relationship between how firms disclose security risk factors over a certain 

period and their subsequent breach announcements. Specifically, by using 

predictive analytics with textual data, the textual content of security risk factors 

was found to be a good predictor of future breaches, thus shedding light on a 

relatively unexplored research area. In my research, a model linking Facebook 

emotions to the Net Promoter Score was identified by testing various data links to 

the Net Promoter Score. This model could be further developed based on additional 

data.  

The Net Promoter Score model was presented by me at the conference ‘Danish 

Loyalty Clubs’ on 29 January 2016 at Copenhagen Business School (please refer 

to p. 70–72 of Danish Loyalty Clubs conference 2016). 

 

Role 2 Developing measures 

New variables are often developed through experimentation but also when existing 

variables do not have enough predictive power. However, the predictive power of 

a variable can be improved by transforming a measurement (e.g. converting the 

measurement per day into occurrences per week). Other methods of transformation 
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include the log and square transformations or combining variables from different 

sources into a constructed variable. In the predictive models presented in this PhD 

thesis, different methods of transforming variables are used, including log and 

squared transformations, experimenting with different time periods of social media 

mentions of brands, and using Google searches indexed against each other.  

 

Role 3 Comparing competing theories 

Predictive models can evaluate competing theories by comparing their predictive 

accuracies, whereas explanatory models are not as suitable for this scope. 

Predictive models can thus identify the theories with better predictive power, and 

my research is comparing two theories – SSA and SNA – finding that SSA 

performs better as a predictive model when using big datasets of social-data-based 

on Google searches.  

 

Role 4 Improving existing models 

Explanatory models are not always able to capture complex underlying patterns 

and relationships. However, by identifying the input variables with predictive 

power, patterns and relationships are better defined compared to only using input 

variables that explain historical patterns. In this thesis, papers I–IV identify new 

patterns and relationships between brand mentions on social media and brand 

Google searches regarding sales. Paper V further identifies novel relationships 

between stock-related Google searches and stock volatility. 
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Role 5 Assessing relevance 

If a theoretical explanation can be used to build a predictive model with good 

predictive accuracy, it is also a good assessment of the relevance of a provided 

explanation. Conversely, if the predictive accuracy is poor, the explanation is likely 

to be less relevant. In papers III and V, brand mentions and brand-related Google 

searches have been identified as proxies for brand attention and activity in all 

phases of both the customer and investor journey models.  

 

Role 6 Assessing predictability 

If new models, variables, and data sources do not improve predictive accuracy 

during testing, then the predictive accuracy level of existing models may prove a 

good benchmark. 
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3. Empirical Cases and Datasets  

Paper I: The aim was to conduct predictive modelling of iPhone sales using 

Twitter data. Monthly and quarterly Twitter iPhone data for 2007–2014 were 

selected along with various time lags for the same time periods from TopsyPro. 

The download process was done through 14-day free trial accounts on Topsy.com 

from October 2013 to June 2014. Apple Inc. bought Topsy Labs, Inc. in December 

2013 for USD 200 million, and shut down TopsyPro Analytics and Topsy.com on 

16 December 2015 (AppleInsider 2015). The 14-day free trial account possibility 

also stopped in mid-2014, which is why no more data could be downloaded for the 

iPhone predictive model in paper I. Other Twitter data were explored after June 

2014, but they were simply too expensive to maintain the model. The data were 

further prepared in Excel for importing into SAS 9.4.  

Dataset 1, Paper I:  
 

 
 

Paper II: The aim was to conduct predictive modelling of H&M sales using 

Facebook data. Facebook data from the global H&M Facebook page over 2009–

2014 were downloaded using the SODATO Facebook scraping software tool. The 

download format was CSV, data were prepared further in Excel to match the 

financial quarters of H&M, and various time lags were used for testing. Data were 

further prepared using Excel for importing into SAS 9.4.  

Dataset 2, Paper II: 
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Paper III: The aim was to do predictive modelling of Mikkeller beer sales using 

Google data. Google search, YouTube, and Google Shopping Mikkeller data for 

2014–2016 were downloaded from Google Trends in CSV format and further 

prepared in Excel for import into SAS 9.4. A second version of paper III was 

submitted in 2018 to the same conference, where the Google data were replaced 

with Facebook data from the SODATO Facebook scraping software tool. 

Dataset 3, Paper III: 

 

 
* Thousands of searches for each monthly search index. 

Paper IV: The aim was to review the field of predictive models using social data. 

This is a review article of the datasets of 38 predictive models using social data, 

and also considered the iPhone & H&M model examples (dataset 1 and 2). 

Paper V: The aim was to conduct predictive modelling of Apple stock volatility 

using Google search data. Google search Apple related-data for 2015–2020 were 

downloaded from Google Trends in CSV format and further prepared in Excel for 

importing into IBM SPSS Statistics 26 and Oxmetrics 8.10. 

 

 

Mikkeller Sales Data January 2014 - September 2016 33 Monthly Datalines *
Google Searches January 2014 - September 2016 33 Monthly Datalines *
YouTube searches January 2014 - September 2016 33 Monthly Datalines *
Google Shopping January 2014 - September 2016 33 Monthly Datalines *
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Dataset 4, Paper V: 

 

 
*1: With thousands to millions of Google searches behind the weekly search 
indexes. 

A larger version of the dataset of all tested variables, can be found in paper V, 

section V.5. Data, page 301.  

  

Apple 60 different 
Google Searches April 2015 - April 2020 260 Weekly Datalines, *1

Weekly volatility April 2015 - April 2020 260 Weekly Datalines, *1
for Apple stock
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4. Research Philosophy and Methodology 
 

4.1 Research Approach 

This PhD research started with a prediction model for iPhone sales, using Twitter 

data as a predictor (paper I), based on the customer journey model perspective. The 

customer journey model approach, together with SSA, were then used to test 

Facebook and Google search data as predictors for the sales of H&M and Mikkeller 

Brewery in papers II and III. This thesis also examines how the characteristics of 

Twitter, Facebook, and Google search data differ and why they work differently as 

sales predictors. The insights from papers I–III are used to develop a more general 

model for predicting business outcomes using social data (paper IV). In sum, in the 

first four papers, the customer journey model and SSA are the main concepts used 

to build predictive models using social data and were subsequently used as the 

basis for creating the novel investor journey model that can predict investor 

behaviour using Google search data in paper V. The steps used to develop the 

social-data-based predictive models in all five papers follow the method of 

Shmueli and Koppius (2011) and are described in Figure 2.  

 
Figure 2: Steps for building an empirical model (predictive or explanatory). 

Redrawn from: Shmueli and Koppius (2011). 
 
Shmueli and Koppius (2011) propose a series of steps for building empirical 

models, which can be either predictive or explanatory. These steps share 

similarities with the CRISP-DM (Cross-Industry Standard Process for Data 

Mining) model, which is a cyclical process for building and refining data mining 

projects, refer to Wirth et al (2000) and Marbán et al (2009). Both approaches 
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share the same iterative nature and emphasize the importance of continuous 

improvement and adaptation. 

 
 

4.2 Steps for building an empirical model according to Shmueli and 
Koppius (2011) 
 
1. Problem formulation: Define the research question and objectives. 

2. Data collection and preparation: Gather and preprocess the data needed to 

address the research question. 

3. Model specification: Specify the structure of the empirical model, including 

the variables and their relationships. 

4. Model estimation: Estimate the model using appropriate statistical 

techniques. 

5. Model evaluation: Assess the model's performance, validity, and reliability. 

6. Model refinement: Modify the model based on the evaluation results and 

iterate through steps 3-5 as necessary. 

7. Interpretation and presentation of results: Interpret the results and present 

them in a clear and concise manner. 

 
The model building steps by Shmueli and Koppius (2011) are very comparable 

with the six phases of the CRISP-DM model: 

 
4.3 Steps for building a model according to CRISP-DM 
 
1. Business understanding: Define the project objectives and requirements 

from a business perspective. 

2. Data understanding: Collect and explore the data to become familiar with its 

properties. 
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3. Data preparation: Preprocess and clean the data to prepare it for modeling. 

4. Modeling: Select and apply various modeling techniques to the data. 

5. Evaluation: Evaluate the models' performance and choose the best one. 

6. Deployment: Implement the chosen model and monitor its performance. 

 
Both the empirical model-building steps by Shmueli and Koppius (2011) and the 

CRISP-DM model share similar stages, which involve problem formulation, data 

collection and preparation, model specification, evaluation, and refinement. Both 

processes are iterative, meaning they may require going back to previous steps, 

adjusting, and re-evaluating as new information or issues arise (Shmueli & 

Koppius 2011; Wirth et al (2000) and Marbán et al (2009).) 

The circular nature of these processes emphasizes the importance of continuously 

refining and improving the model to ensure its validity and accuracy. This iterative 

approach is vital because it allows researchers and practitioners to adapt the model 

to changing conditions or to incorporate new knowledge and data. 
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4.4 Philosophy of Science 
 
 

To reject one paradigm without simultaneously substituting another is to reject 
science itself. 

(Kuhn 1962, page 85) 

All computational social science research is based on philosophical assumptions 

about the world. These assumptions are called paradigms or world views (Crotty 

1998) and the most notable ones are listed in below table.  
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Table 7: Social science paradigms. 

Source: Crotty (1998), edited by Salma Patel (2015), who added ontology, and the 

paradigms pragmatism and critical to the table. 

While many researchers have used these paradigms rigidly in their conceptualized 

models, others are arguing for multi-method approaches, where quantitative and 

qualitative methods are combined (e.g. Venkatesh et al. 2013; Creswell, 2009). In 

this PhD thesis, I follow the pragmatism paradigm, because I am a pragmatic 

researcher. I also bring arguments for this paradigm based on the five dimensions 

in Table 7. 

Ontology. What is reality? Under the pragmatic paradigm, reality is constantly 

renegotiated, debated, and interpreted in light of its use in new, unpredictable 

situations. Social media and social data from Google searches could be seen as 

proxies of human behaviour. Human behaviour and the associated social data are 

constantly changing. When modelling with social data, reality is dynamic and can 

only be defined over a short period.  

Epistemology. How can I know reality? The pragmatic approach focuses on 

methods to solve problems. While finding out is the means, change is the 
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underlying aim. Because this PhD project works with predictive modelling using 

social media data and social data from Google searches, the reality is constantly 

changing. Therefore, to define a dynamic reality, a pragmatic and adaptable 

approach is necessary. 

Theoretical perspective. Which approach do you use to find out something? John 

Dewey (1859–1952) was one the early founders of pragmatism. Dewey’s 

pragmatism was also called ‘cultural naturalism’ (Dewey 1923). He rejected the 

dualistic epistemology and metaphysics of modern philosophy and argued for a 

naturalistic approach that viewed knowledge as coming from an active adaptation 

of the human organism to its environment. For example, over 2020–2022, we have 

all been adapting to the COVID-19 pandemic, which is changing the human 

behaviours related to purchasing, economic decisions, and social interactions. As 

the significant changes in human behaviour during the pandemic are reflected in 

our behaviours on social media and those related to Google searches, predictive 

models built on these data must be redesigned to reflect the new patterns related to 

human behaviour. Knowledge about human behaviour is constantly changing, 

which means that the approach to gain knowledge about human behaviour through 

social data should also be dynamic and re-evaluated frequently. 

Research process. How do you go about finding out? Venkatesh et al. (2013) and 

Creswell (2009) have suggested a combination of quantitative and qualitative 

methods. This PhD project mainly focuses on quantitative methods mixed with text 

analytics. Compared to Zaltman’s (1996) metaphor elicitation technique (ZMET) 

interview process, a quantitative big data analytics approach can identify some 

human behaviours not identified by ZMET interviews, and vice versa. Mixed 

methods can also be a part of action research, which can result in new insights 

about human behaviour that lead to social action.  
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Method. What techniques do you use to find out? Under the pragmatism paradigm, 

methods can be both quantitative or qualitative, or a combination of both. Further, 

data mining and machine learning can be used. For this PhD project, I chose 

quantitative methods covering both statistical and machine learning methods, 

because it was the most pragmatic choice for big datasets containing the actions of 

millions of humans. 

 
 
 
 

4.5 Methodological Foundation 

This PhD thesis follows a paper-based format, under a pragmatic research 

paradigm. The research process is structured by the predictive model building steps 

of Shmueli (2011), also shown in Figure 2: Steps for building an empirical model 

(predictive or explanatory). The CRISP-DM, see Figure 5: CRISP-DM six-step 

modelling process diagram., is used for this Kappa and the analysis in chapter 6. 

iPhone, H&M, Mikkeller and Apple datasets, in the light of 40 new models.  

 
4.6 Social Network Analysis vs Social Set Analysis  

Vatrapu et al. (2016) identified that new computational social science is based on 

the Social Set Analysis (SSA) framework as an alternative to social network 

analysis (SNA) for large social media datasets Table 8. 
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Table 8: Contrasting philosophies of computational social science. 

Redrawn from: Vatrapu et al. (2016). 

Social Network Analysis (SNA) and Social Set Analysis (SSA) are two different 

approaches used in social research for studying social connections and 

relationships. While both approaches focus on understanding social structures, 

they differ in their theoretical assumptions, methods, and analytical techniques. 

Social Network Analysis (SNA) is a method used to analyze the structure of social 

networks. It is based on the assumption that social relationships between 

individuals can be represented as a network of nodes and edges, where nodes 

represent individuals and edges represent the social ties that connect them. SNA 

focuses on understanding the patterns of social connections, such as centrality, 

density, and clustering, as well as the social processes that shape these patterns. 

SNA has been widely used in various fields, including sociology, anthropology, 

psychology, and organizational studies. Refer to Wasserman et al (1994). Social 

Network Analysis: Methods and Applications. Cambridge University Press. 
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On the other hand, Social Set Analysis (SSA) is a method used to analyze the 

structure of social sets. It is based on the assumption that social relationships 

between individuals can be represented as sets of individuals who share common 

characteristics or attributes. SSA focuses on understanding the patterns of social 

sets, such as overlap, complementarity, and substitutability, as well as the social 

processes that shape these patterns. SSA has been used in various fields, including 

political science, international relations, and communication studies.  

Vatrapu et al. (2016) provide a comprehensive comparison of SNA and SSA. 

They argue that SNA focuses on studying the structure of social relationships, 

whereas SSA focuses on studying the structure of social sets. They also note that 

while SNA is based on the assumption of ties between individuals, SSA is based 

on the assumption of shared attributes among individuals. Furthermore, they 

highlight that SNA uses network-based analytical techniques, such as node 

centrality measures and network visualization, while SSA uses set-based 

analytical techniques, such as set overlap and set complementarity. 

In summary, SNA and SSA are two different approaches used in social research 

for studying social connections and relationships. While both approaches focus on 

understanding social structures, they differ in their theoretical assumptions, 

methods, and analytical techniques. 

The basic premise for SSA is best explained by an example from Vatrapu et al. 

(2016). A typical post on F.C. Barcelona’s Facebook page in 2016 generated 

around 100,000 unique likes, 5,000 comments, and 1,000 shares. For such a 

dataset, SNA would try to map all network connections, from Facebook users’ 

likes to a personal association to one of the players, identity association to the 

Catalan, political association to the pro-independence parties in Catalonia, brand 

association to the corporate sponsors etc. Instead, SSA would just presume an 
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association of the actors giving likes to an entity E that can be an actor or an 

artefact. In more practical terms, SSA only analyses the actions of humans on 

social media and avoids the complexity of network relationships. By only focusing 

on the actions of humans, this method is thus more pragmatic and better suited to 

complex large social media datasets.  

SNA is relevant when the focus is on the relationships between actors in a network, 

and the structure of the network itself. SNA can help researchers understand 

patterns of communication, collaboration, and influence among individuals, 

groups, or organizations in a network. SNA is often used to analyze social media 

data to identify influential actors, detect communities, and predict information 

diffusion (Borgatti et al., 2009; Wang et al., 2016). SNA can also be used for 

modelling reputation (Sabater et al. 2002) and is also suitable for modelling social 

structures and social influence (Sheedy 2019). 

SSA is relevant when the focus is on the attributes of actors and their membership 

in multiple social groups or sets. SSA can help researchers understand how 

individuals, groups, or organizations are embedded in multiple social contexts, and 

how these multiple memberships shape their behaviors, attitudes, or outcomes. 

SSA is often used to analyze social media data to predict user preferences, 

behaviors, or attitudes based on their group memberships (Roth et al., 2016; Zeng 

et al., 2017). 

In summary, SNA is more relevant when the focus is on the relationships and 

network structure, while SSA is more relevant when the focus is on the attributes 

of actors and their multiple group memberships. Both methods can be used to 

predict various outcomes with social media data, depending on the research 

question and the type of data being analyzed. 

All datasets in the five papers in this PhD, as presented in chapter 3. Empirical 
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Cases and Datasets, contain the actions of thousands to millions of humans, so 

Social Set Analysis, SSA (Vatrapu el at 2016) or set theory (Cantor 1874) are the 

pragmatic choices for analysing datasets of these sizes. Set theory was proposed in 

1874 by Cantor and has been used in many variations in modern mathematics 

(Ferreirós 2008), while Social Set Analysis, SSA (Vatrapu el at 2016) is also a 

variant of the original set theory. 

Under the pragmatic research philosophy of this PhD thesis, it would not make 

sense to model the relationships between thousands to millions of humans, which 

SNA would have required. As such, SNA is relevant for other models of group 

dynamics as described above, but for modelling sales and stock price volatility 

with web search and social media data, SSA is the more logical and pragmatic 

choice.  

 

4.7 Customer Journey Models  

In the beginning of my PhD research, a simple customer journey model was chosen 

as conceptual model in paper I for explaining why Twitter data had predictive 

power for iPhone sales. This simple model is called the AIDA (attention, interest, 

desire, action) customer journey model (St. Elmo Lewis 1899) and was chosen for 

the simplicity and easiness with which it could explain why Twitter data can 

predict iPhone sales. In the first four papers, the AIDA and hierarchy of effects 

(HOE) (Lavidge et al. 1961) customer journey models were used to explain the 

associations and predictive power of social media data for sales.  
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Table 9 illustrates the use of customer journey models in my papers. 

 

 Paper Scope/RQ Method Insight 
Conceptual 

models 

Paper I 

Can Twitter data 
predict iPhone 
sales? 

Multiple 
regression 

Social 
media 
data can 
predict 
sales 

AIDA and 
HOE  

Paper II 
Can Facebook data 
predict H&M sales? 

Multiple 
regression 

Social 
media 
data can 
predict 
sales 

AIDA and 
HOE 

Paper III 

Can Google, 
YouTube or 
Facebook data 
predict Mikkeller 
sales? 

UCM Time 
Series 
model 

Social 
media 
data 
cannot 
predict 
sales, 
when data 
too small  

AIDA and 
HOE 

Paper IV 

38 predictive 
models using social 
data reviewed 

Statistical 
and 
machine 
learning 

Predictive 
power 
explained 
very little   Very few 

Paper V 

Can Google 
searches predict 
Apple stock 
volatility? 

Statistical 
and 
machine 
learning 

Web 
search 
data can 
predict 
stock price 
volatility  

Investor 
journey 
model 

Table 9: Scope, methods, insights, and conceptual models in all five papers. 

All data collected on social media, blogs, forums and web searches for any product 

or service will belong to one of the customer journey phases. Decision makers 

should be aware of these marketing data relations for their products and services, 

as these data can be used for product innovation, product development and spotting 

new trends before competitors. This is the most important organisational context 

for all the data collected on social media, blogs, forums and web searches for any 

product or service. Doing simple topic mining on social media texts about a 

product or service can often reveal customer preferences for product features, and 
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also show customer wishes for product features into the future. These customer 

insights can be used in product innovation, product development and spotting new 

trends before competitors. 

Lemon et al (2016) provides a comprehensive understanding of customer 

experience throughout the customer journey, emphasizing the importance of 

considering different touchpoints, including digital channels, to offer better 

products and services. 

Chaffey et al (2019) also show this use of social data in digital marketing strategies, 

including the use of online data sources to inform decision-making and competitive 

advantage. 

Aslam et al (2020) also show use of sentiment analysis techniques applied to social 

media data to understand customer opinions and preferences, which can be used to 

inform product development and innovation. 

Gandomi (2015) provide a summary of the key concepts related to big data, 

encompassing the gathering and examination of information from a variety of 

online platforms. Highlighting the significance of this data in propelling the 

innovation of products and services. 

Customer journey models are also important methods for explaining the predictive 

power in social media and web search data as predictors for sales because they help 

businesses understand the various touchpoints and interactions that customers have 

with a brand before making a purchase. These models provide valuable insights 

into customer behavior, which can be used to optimize marketing strategies and 

ultimately drive sales. (Lemon & Verhoef, 2016). 

Customer journey models can also help businesses identify the most influential 
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touchpoints, allowing them to allocate resources effectively and personalize 

marketing campaigns for different customer segments (Hübner et al., 2020). This 

targeted approach can increase the effectiveness of social media and web search 

data in predicting sales. 

By incorporating customer journey models into their data analysis, businesses can 

improve the accuracy of their sales predictions. These models account for various 

touchpoints, including social media and web search data, which can increase the 

predictive power of the analysis (Trainor et al., 2014). 

Customer journey models can also help businesses evaluate the effectiveness of 

different marketing channels, including social media and web search, in driving 

sales (Edelman & Singer, 2015). By understanding how these channels contribute 

to the customer journey, businesses can make more informed decisions about their 

marketing strategies. 

In summary, customer journey models are essential methods for understanding and 

optimizing the role of social media and web search data in predicting sales. By 

identifying key touchpoints and interactions, businesses can improve their 

marketing strategies, allocate resources more effectively, and ultimately drive 

sales. 

In paper V, it was the more advanced customer journey model, the customer 

infinity model (Østergaard et al. 2020), that was the logical basis for developing 

the investor journey model. The customer infinity model is shown in Figure 3. 
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Figure 3: Customer infinity model 3.0. 

Source: Østergaard Jacobsen (ed.) 2020, CRM 5.0 - De ustyrlige kunder i en digital 
tidsalder: Mindset, strategi, ledelse og performance i fremtidens 
forretningsmodeller. Efficiens, Rungsted Kyst. Copyright permission obtained from 
Per Østergaard Jacobsen 6. July 2022. 

The McKinsey consumer decision journey (McKinsey 2009) and the CBS 

customer infinity model (Østergaard Jacobsen et al. 2020) are simply more 

advanced versions of the AIDA and HOE customer journey models, adapted to use 

digital data from customer relationship management systems, social media, web 

searches, blogs, forums etc. The customer journey models are very generalizable, 

focusing on the phases the customers go through before, during, and after a 

purchase decision. Most industries and companies often need tailor-made versions 

of the customer journey model adapted to their specific products and services, as 

well as to industry domain characteristics. Therefore, the customer journey models 

in all five papers should be considered general examples of conceptual sales 

models, only meant to show the associations and predictive power of social data 

for sales.  
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5. Design of Predictive Models  

Shmueli and Koppius (2011) are listing eight steps in their predictive modelling 

process diagram, which are used as the basis of the research presented within this 

thesis. 

 
Figure 4: Steps in the statistical modelling process. 

Redrawn from: Shmueli and Koppius (2011).  

The eight-step model diagram of Shmueli and Koppius (2011) and the six-step 

model diagram of CRISP-DM (Chapman et al. (2000) ) are very similar, as shown 

in chapter 4.2 Steps for building an empirical model according to Shmueli and 

Koppius (2011), and chapter 4.3 Steps for building a model according to CRISP-

DM.  

The CRISP-DM model is shown below.  
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Figure 5: CRISP-DM six-step modelling process diagram. 

Adapted from Chapman et al. (2000)  

The eight steps of Shmueli and Koppius (2011) and six steps for CRISP-DM 

modelling processes are compared for the five papers in this PhD below:  

Step 1. Shmueli et al (2011) Problem formulation & CRISP-DM 
Problem Definition 

Paper I: Can Twitter data predict smartphone (iPhone) sales?  

Paper II: Can Facebook data predict clothing (H&M) sales? 

Paper III: Can Google, YouTube, Google Shopping, or Facebook data predict 

beer (Mikkeller) sales?  

Paper IV: What can social media data predict? 
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Paper V: Can Google search data predict stock (Apple) volatility?  

 

Step 2. Shmueli et al (2011) Data Collection & CRISP-DM Data 
requirements  

Paper I: Which Twitter data are required to predict iPhone sales with Twitter 

data.  

Paper II: Which Facebook data are required to predict H&M sales with Facebook 

data. 

Paper III: Which social data are required to predict Mikkeller sales with Google, 

YouTube, Google Shopping, and Facebook data.  

Paper IV: Explore predictive possibilities with social media data.  

Paper V: Which Google search data are required to predict Apple stock volatility 

with Google search data.  

 
Step 3. Shmueli et al (2011) Data preparation  & CRISP-DM Data 
preparation 

For data preparation, please refer to chapter 3. Empirical Cases and Datasets.  

 
Step 4. Shmueli et al (2011) Model specification & CRISP-DM 
Modelling 
 

Paper I: Twitter iPhone data for 2007–2014 were identified using TopsyPro and 

selected for testing.  

Paper II: Facebook H&M data for 2009–2014 were identified using the 

SODATO Facebook scraping software tool and selected for testing.  
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Paper III: Facebook, Google, YouTube, and Google Shopping Mikkeller data 

were identified using SODATO Facebook scraping software tool and Google 

Trends, and selected for testing.  

Paper IV: Review datasets for 38 predictive models with social data. 

Paper V: Google search Apple-related data for 2015–2020 were identified 

through Google Trends and selected for testing.  

Step 5. Shmueli et al (2011) Model estimation & CRISP-DM 
Modelling 
 

Paper I: The Twitter iPhone data were tested using regression models in SAS 9.4 

to model and predict iPhone sales. Time lag transformations were conducted in 

different combinations to identify the optimal regression model. 

Paper II: The Facebook H&M data were tested using regression models in SAS 
9.4 to model and predict H&M sales. Time lag transformations were conducted 
in different combinations to identify the optimal regression model. 

Paper III: The Google, YouTube, and Google Shopping Mikkeller data were 

tested using regression models in SAS 9.4 to model and predict Mikkeller sales. 

Time lag transformations were conducted in different combinations to identify the 

optimal regression model. 

Paper IV: This is a review article of the datasets for 38 predictive models using 

social data.  

Paper V: Google search Apple-related data over 2015–2020 indexed internally 

and time lagged before being tested in regression and lasso models using IBM 

SPSS Statistics 26 and Oxmetrics 8.10 to model and predict Apple stock volatility. 

Time lag transformations were conducted in different combinations to identify the 
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optimal regression model. 

 
Step 6. Shmueli et al (2011) Model evaluation & refinement, CRISP-
DM Evaluation  

Paper I: The AIDA and HOE models were used as conceptual models for 

explaining both the underlying mechanisms in the model and the predictive power 

of Twitter data for sales. The over 500 million tweets, considered as quarterly data 

belong to one of the phases in the AIDA and HOE customer journey models, 

providing a logical explanation of the predictive power of Twitter data for sales. 

The logical explanation works if the distribution of Tweets in the different phases 

of the AIDA and HOE models is relatively stable over time. As such, part of the 

Twitter data will show a positive relationship with sales, which make the data 

suitable for using in a simple regression model. Further, the AIDA model provides 

a logical explanation for why Twitter data need a time lag to work as predictors. 

Because of the quarterly sales data and limited number of observations, I 

conducted future predictive testing, as elaborated in Step 7. 

Paper II: The AIDA and HOE were used as conceptual models for explaining 

both the underlying mechanisms in the model and the predictive power of 

Facebook data. The over 15 million Facebook likes, counted in quarterly periods, 

belong to one of the phases in the AIDA and HOE customer journey models, thus 

providing a logical explanation of the predictive power in Facebook data for sales. 

Because of quarterly sales data and limited number of observations, the predictive 

testing was conducted for the future, as elaborated in Step 7.  

Paper III: The AIDA model was used as conceptual model for explaining the 

underlying mechanisms in the model. Predictive testing was done on out-of-

sample test data, as elaborated in Step 7. 
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Paper IV: This is a review article presenting the datasets for 38 predictive models 

with social data, where generalized predictive models for social data were 

analysed.  

Paper V: The logic of the AIDA and HOE models used in Papers I–III was used 

to develop the investor journey model. This model was then used for explaining 

both the underlying mechanisms in the model and the predictive power of the 

Google web search data for Apple stock volatility.  

Predictive testing was conducted on out-of-sample test data, as elaborated in Step 

7. 

 

Step 7. Shmueli et al (2011) Results, CRISP-DM Deployment 
 

Paper I: This predictive testing was presented at several conferences during 

2014–2015. The final version of this article was submitted on 14 June 2014 to the 

EDOC 2014 Conference. In paper I (available at: 

https://research.cbs.dk/en/publications/predicting-iphone-sales-from-iphone-

tweets), I made a prediction for 37 million iPhones being sold in Q2.14 done 

before the EDOC 2014 submission deadline on 14 June 2014, which was 1.5 

months before Apple released its Q2.14 sales of 35.2 million iPhones at the end 

of July 2014. The prediction on 37 million iPhones for Q2.14 was 5% over the 

actual sales on 35.2 million iPhones (Statista 2018), with a prediction accuracy of 

95%.  

For the actual presentation of the paper at the EDOC 2014 conference on 1 

September 2014, the prediction was updated to 36.5 million iPhones for Q3.14. 

The conference website – Edoc2014.org – is not live anymore, but the prediction 

graph from the conference presentation is documented by a CBS Facebook post 
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from 26 September 2014 (see Figure 8) a month before Apple released the Q3.14 

iPhone sales at the end of October 2014. 

 
Figure 6: Copenhagen Business School Facebook post.  

Source: https://www.facebook.com/CBS.DIGI/photos/professor-ravi-vatrapu-
niels-buus-lassen-and-rene-madsen-from-the-computational-/708485655911681/ 
 
 

The prediction of 36.5 million iPhones for Q3.14 was 7% under the actual sales 

of 39.2 million iPhones (Statista 2018), having a prediction accuracy of 93%.  

For ICCSS 2015, a prediction of 68 million sold iPhones for Q4.14 was made by 

the ICCSS deadline of 7 December 2014. This prediction was 8.7% under the 

actual sales of 74.47 million iPhones (Statista 2018), for a prediction accuracy of 

91.3%.  
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Figure 7: Q4.14 prediction of iPhone sales. 

The AIDA and HOE customer journey models were used to explain the causal 

relationship between Twitter data to iPhone sales. Although these models are 

quite simple, this paper provides the first logical explanation of why social media 

data can predict sales.  

 

 

 

 

Paper II: Predictive testing for the future was presented at several conferences in 

2015. For the ICCSS 2015 Conference, a prediction of SEK 44 billion H&M sales 

for Q4.14 (H&M Q4 is September to November) was made by the ICCSS 

deadline of 7 December 2014.  
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The prediction of SEK 44 billion for Q4.14 was 3% over the actual sales of SEK 

42.64 billion, for a prediction accuracy of 97%. The H&M Q4.14 sales on SEK 

42.64 billion was published on 27 January 2015 at 

https://hmgroup.com/content/dam/hmgroup/groupsite/documents/en/cision/2015

/01/1460341_en.pdf (retrieved 28 September 2020).  

 

 
Figure 8: Q4.14 prediction of H&M sales from Facebook likes. 

 

 

 

 

 

Paper III: Predictive testing was done on out-of-sample test data for July–

September 2016. Mainly due to the relatively small dataset from small beer brand 

Mikkeller, the predictive power from Google data to Mikkeller beer sales was 
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very weak. There was an indication that Google searches for ‘Mikkeller’ lagged 

5 months had some links to sales, but their predictive power was still weak. 

A second version of this paper was presented at the same conference (Symposium 

i Anvendt Statistik) in January 2018 (la Cour et al. 2018), one year after the first 

version. In the second version, the Google data were replaced by Facebook data 

from all Mikkeller Facebook pages. The Facebook data also failed as predictors 

of Mikkeller sales, which confirms that the Mikkeller brand is too small to have 

enough social data to predict its sales. Further, paper II showed that Facebook 

data can predict sales if the brand and social data are large enough. Other 

predictive sales models have also succeeded by using Google searches, but for 

larger volumes products for which social data were large enough to predict sales 

(e.g. Choi and Varian 2012).  

Paper IV: This is a review article of the datasets for 38 predictive models using 

social data that presents generalized predictive models for social data.  

Paper V: Predictive testing was done on out-of-sample test data for the last half 

year of the 5-year dataset from 2015 to 2020. The predictive power for Google 

searches AAPL and AMZN for Apple stock volatility was relatively good, with a 

MAPE below 40, when forecasting up to February 2020. After February 2020, the 

predictive power of the model was affected by the effects of the COVID-19 

pandemic on the financial markets during March–April 2020. 

 

In conclusion, both Smueli et al (2011) and CRISP-DM, Wirth et al (2000), 

process modelling steps share the same iterative nature and emphasize the 

importance of continuous improvement and adaptation. 
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6. iPhone, H&M, Mikkeller and Apple datasets, in the light 
of 40 new models  

 
6.1 Choice of datasets 
 
The iPhone dataset was chosen in paper I, because it was one of the most 

mentioned brands on Twitter. The iPhone brand is also unique and clean, 

compared to fx Samsung Galaxy and Google Pixel, which creates more noise. 

This is due to overlaps with too many Samsung products, and with Google Pixel 

there are overlaps with the Pixel word. 

The dataset collected in paper I contained more than 500 million counts of tweets 

containing “iPhone”. This created the strongest predictive sales model in this PhD, 

due to the size of iPhone Twitter mentions, and the clean word nature of iPhone. 

 

The data collection of more than 500 million counts of tweets containing “iPhone” 

was very time consuming, and there was no time or scope for collecting Twitter 

data on more brands in paper I. Applying the iPhone model on more brands, 

would of course have validated the model more, for claims about predictive power 

of Twitter data for sales.  

 

Instead it was chosen to test Facebook and Google search data after the iPhone 

model, so the difference between Twitter, Facebook and Google searches could be 

analyzed.  

This led to the choice of the H&M Facebook dataset and Mikkeller Google 

dataset.  

 

These were the reasonings, for the choices of selecting iPhone Twitter and H&M 

Facebook datasets in paper I-II.  

The Mikkeller dataset was chosen, because it was the only case where it was 
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possible to negotiate sales data on a monthly level, in contrast to the quarterly 

sales data for iPhone and H&M.  

The Apple stock price volatility Google search dataset was chosen, because it was 

a chance to model on daily data for a five year period. 

 

 

6.2 Limitations of linear regression models 
 

Simple regression models, such as multiple linear regression models in paper I & 

II, can be insufficient for accurate prediction of sales based on social media data 

due to several reasons: 

 

Non-linearity: Social media and web search data often exhibit non-linear 

relationships with sales, which cannot be captured by simple linear regression 

models. Eg. Chen et al (2018).  

 

High dimensionality: Social media and web search data consist of numerous 

variables, such as text, images, timestamps, and user interactions, which can lead 

to high dimensionality. Simple regression models struggle to handle high-

dimensional data and may result in overfitting. Eg. Blei et al (2003).  

 

Feature interactions: Complex interactions between different variables in social 

media and web search data can be difficult to capture using simple regression 

models. Machine learning models, such as decision trees and ensemble methods, 

can effectively model such interactions. Eg. Breiman, L. (2001).  

 

Temporal dependencies: Social media and web search data often exhibit 

temporal patterns, which can be essential for accurate sales prediction. Time series 
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models and recurrent neural networks are better suited for capturing these 

temporal dependencies. Eg. Hochreiter et al (1997).  

 

Text analysis: Simple regression models cannot directly process text data, while 

machine learning models like topic models and word embeddings can extract 

useful information from textual content. Eg. Mikolov et al (2013).  

 

The models chosen in paper I-II were multiple linear regression models, and I 

learned non-linear statistical and machine learning after these two papers, which 

changed the model choices in following papers.  

 

6.3 Changing from linear models in paper I & II, to a non-linear 

model in paper III 

 
These are some of the main reasons for changing from multiple regression to 

Unobserved Components Model (UCM) in paper III (predicting Mikkeller sales 

with Google searches), as the UCM model can deal with non-linear data relations, 

complex feature interactions and temporal dependencies. Eg. Harvey, A. C. (1989) 

and Durbin & Koopman (2012). 

 

6.4 Changing from statistical models in paper I, II & III, to machine 

learning models in paper V 

 
To overcome these limitations, machine learning models should be also 

considered for prediction of sales and stock price volatility based on social media 

data and web search data. 

This was the main reason for choosing the Lasso regression (Least Absolute 
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Shrinkage and Selection Operator) model in paper V, as Lasso regression is a 

machine learning model. Lasso regression is a machine learning model because it 

involves learning from data to make predictions or inferences. It was first 

introduced by Robert Tibshirani in 1996 as a modification to traditional linear 

regression models, incorporating L1 regularization to improve the interpretability 

and generalization of the model (Tibshirani, 1996).  

Lasso regression is a machine learning algorithm, which means it uses a dataset 

with input-output pairs to learn the that minimizes the mean squared error between 

the predicted and actual output values while also minimizing the sum of the 

absolute values of the coefficients (James, Witten, Hastie, & Tibshirani, 2013). 

This process of learning from data and optimizing the coefficients makes Lasso 

regression a machine learning model. 

Lasso regression is particularly useful in scenarios where there are a large number 

of input variables and potential multicollinearity, as it performs both variable 

selection and regularization simultaneously. This helps prevent overfitting and 

improves the interpretability of the model by selecting only a subset of the most 

important features (Tibshirani, 1996). 

In summary, Lasso regression is a machine learning model because it learns from 

data to make predictions, using regularization to improve generalization and 

interpretability. 

Lasso regression can also deal with non-linear input data by introducing 

regularization to the model, specifically L1 regularization. Although Lasso itself is 

a linear model, it can be adapted to handle non-linear input data through various 

techniques, such as feature transformation, basis function expansion, or kernel 

methods. 

a. Feature transformation: One common approach to handling non-linear 

input data is to apply non-linear transformations to the input features, creating new 

features that can better capture non-linear relationships in the data. For example, 
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polynomial features can be generated by squaring or cubing the original features, 

which can help Lasso capture non-linear patterns in the data (Friedman, Hastie, & 

Tibshirani, 2010). 

b. Basis function expansion: Another approach is to use basis function 

expansion, such as splines or radial basis functions, to transform the input features 

into a higher-dimensional space. By applying L1 regularization to the expanded 

feature set, Lasso can still perform variable selection and model complex 

relationships in the data (Ravikumar, Lafferty, Liu, & Wasserman, 2009). 

c. Kernel methods: Lasso can be combined with kernel methods, such as 

support vector machines, to learn non-linear relationships in the data.  

In this method, a kernel function aids in translating the input data into a space with 

a greater number of dimensions, where linear relationships can be more easily 

modeled. Lasso can then be applied in this transformed space to perform variable 

selection and regularization (Zou, Hastie, & Tibshirani, 2006). 

 

6.5 Comparing two machine learning models in paper V 
 

In paper V, Lasso regression was compared with Oxmetrics Autometrics, see 

Doornik et al (2009).  

Oxmetrics Autometrics is also a machine learning model.  

OxMetrics Autometrics is a module developed by Sir David F. Hendry and Jurgen 

A. Doornik, which is part of the OxMetrics software package. OxMetrics is an 

econometric and statistical software that provides a wide range of tools for data 

manipulation, statistical analysis, and econometric modeling. The Autometrics 

module is designed for automatic model selection in econometric models, 

primarily for time-series data. 

The Autometrics algorithm can be considered a machine learning model because it 

employs an iterative process to automatically search, select, and evaluate potential 
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explanatory variables for inclusion in the final econometric model. The 

methodology uses a general-to-specific approach, starting with a general model 

that includes all possible candidate variables, and iteratively reducing the model 

by excluding insignificant variables. The process continues until the most 

parsimonious and statistically significant model is selected. 

The machine learning aspect of Autometrics lies in its ability to "learn" the best 

combination of variables for the given data and the specified model, based on 

reducing a measure of information like the Akaike Information Criterion (AIC) or 

the Bayesian Information Criterion (BIC) to the smallest possible value. The 

procedure is data-driven, as it adapts to the data provided and the results improve 

as more data is incorporated. 

Eg. Hendry et al (2005), Doornik et al (2009) and Hendry et al (2014). 

These publications discuss the development, methodology, and applications of 

Autometrics in econometric modeling, highlighting its features as a machine 

learning model. 

So two machine learning models, Lasso and Autometrics, were compared in paper 

V for the Apple dataset., predicting Apple stock price volatility with Google 

searches.  

 

6.6 iPhone, H&M, Mikkeller and Apple datasets, in the light of 40 

new models  
For the papers I, II, III and V, 40 new models were tested with Python's 

LazyPredict library, eg. Shah, S. (2020).   

This was done to facilitate a discussion and analysis of the difference between 

statistical and machine learning models for the papers and datasets in this PhD. 

Python's LazyPredict is a library that simplifies the process of comparing 40 

statistical and machine learning models. Python's LazyPredict test all the models 

from scikit-learn (Pedregosa et al (2011) and Buitinck et al  (2013).)  
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LazyPredict does this by automatically fitting and evaluating multiple models on a 

given dataset, providing a convenient way for data scientists and analysts to 

identify the best model for their problem. LazyPredict can be a good method for 

comparing these models for several reasons: 

a. Saves time and effort: LazyPredict automates the process of fitting and 

evaluating multiple models, which saves time and effort that would 

otherwise be spent on writing code for each model individually (Varun, 

2020). 

 

b. Provides a comprehensive comparison: By quickly evaluating a wide range 

of models, LazyPredict helps users identify the best model for their specific 

use case. This comprehensive comparison is valuable because it ensures that 

the chosen model is well-suited to the problem at hand (Waskom, 2021). 

 

c. Facilitates informed decision-making: LazyPredict generates a summary of 

key performance metrics (such as accuracy, precision, recall, F1 score, and 

others) for each model, enabling users to make data-driven decisions when 

selecting the most appropriate model for their problem (Sharma, 2020). 

 

d. Encourages experimentation: LazyPredict encourages users to explore 

different models and understand their performance characteristics. This 

experimentation can lead to the discovery of new, more effective models or 

even to the development of hybrid models that combine the strengths of 

multiple algorithms (Singh, 2021). 

In summary, LazyPredict was chosen for model testing, as it is a useful tool for 

comparing statistical and machine learning models. Because it automates the 

process, saves time, provides comprehensive comparisons, facilitates data-driven 

decision-making, and encourages experimentation. 
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A weakness of LazyPredict is the standard version of all the 40 models. Working 

with some of the best performing models from LazyPredict and fine tuning them, 

is of course a natural next step in accordance with the CRISP-DM process.  

 

LazyPredict uses the scikit-learn formula for the adjusted R-square, which creates 

some R-squares less than minus 1 in the LazyPredict results for the iPhone, H&M, 

Mikkeller and Apple datasets in the following sections. This happens when the 

denominator in the below scikit-learn R-square formula get very small, then the 

fraction can result in a large negative number.  

 

 
Figure 9, R-square formula from Scikit Learn  

Source: https://scikit-learn.org/stable/modules/model_evaluation.html#r2-score 

Retrieved 16. May 2023.  
 
 
 
 
 
 
 

6.7, LazyPredict 40 models results for paper 1, predicting iPhone sales 

with Twitter data  
 

The Python LazyPredict coding for paper 1 can be found inAppendix 1, python 
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LazyPredict code for paper I, predicting iPhone sales with Twitter data, page 172.  

LazyPredict runs the iPhone dataset on a 80/20 train/test split, and displays the  

Adjusted R-square, R-square, RMSE and Time Taken for the test part of the 

dataset (table 10 below). 

I will only analyze the best performing models of the 40 models tested, which 

means I will be comparing the top10 best models in table 10 against the multiple 

regression used in paper I. Before analyzing on the top10, I need to explain these 

top10 models shortly. 

 

6.7.1 Bagging and boosting models  

 

Bagging and boosting represent methods of ensemble learning, which are 

employed to enhance the efficiency of machine learning models, such as decision 

tree regressors, by combining multiple base learners to form a more accurate and 

robust model. Here is a brief explanation of each technique applied to decision 

tree regressors. 

Bagging is an ensemble method that combines multiple decision tree regressors 

trained on different subsets of the training data. These subsets are generated by 

randomly sampling with replacement from the original dataset (bootstrap 

sampling). The final prediction is derived by calculating the mean of the 

individual predictions of individual decision tree regressors. Bagging reduces the 

variance of the model, making it less prone to overfitting. Random Forest is one of 

the most popular bagging versions (Breiman, 1996). 

Boosting is another ensemble method that aims to improve the performance of 

weak learners, such as decision trees, by training multiple models sequentially. In 

each iteration, a new decision tree regressor is trained to correct the errors made 

by the previous model. Gradient Boosting is a machine learning technique used for 

supervised learning tasks, such as classification and regression. It involves 
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creating an ensemble of decision trees, where each tree is built to correct the errors 

of the previous tree. The technique was first introduced by Friedman in 2001 in his 

paper "Greedy Function Approximation: A Gradient Boosting Machine", 

Friedman et al  (2001). Since then, it has become one of the most popular machine 

learning algorithms due to its high accuracy and flexibility.  

 

6.7.2 Analysis  

It can be seen in the results (table 10 below), that GradientBoosting has RMSE on 

3.34, RandomForest has RMSE on 4.16, ADA Boost has RMSE on 4.9, and the 

LinearRegression used in paper 1, has RMSE on 9.12.  

 

With an average of 37.4 million sold iPhones per quarter in the iPhone dataset, it 

means Gradient Boosting can predict out-of-sample with an average error of 

approximate 3.34 million iPhones per quarter, which is approximate 9% average 

prediction error. MAE on 2.46 million iPhones per quarter for Gradient Boosting 

is indicating approximate 6.6% average prediction error.  

 

Random Forest would be approximate 11% average prediction error, and ADA 

Boost would be approximate 13% average prediction error, measured on RMSE. 

Measured on MAE, these two models would be approximate 9-12% average 

prediction error.  

 

The LinearRegression predicts out-of-sample with an average error of 

approximate 9.12 million iPhones per quarter, which is approximate 24% average 

prediction error.  

It is also worth noticing the R-square on 97% for GradientBoosting, 95% for 

Random Forest, 93% for ADA Boost and 77% for the LinearRegression used in 

paper 1. (table 10 below) 
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This indicates that boosting and bagging versions of the Decision Tree regression 

are working much better for predicting iPhone sales with Twitter data, compared 

to the Linear Regression used in paper 1.   

 

 

Similar findings are done by Bifet et al (2010). "Mining Adaptive Micro-Clusters 

from Data Streams using Ensemble Methods" 

This paper discusses the advantages of ensemble methods such as boosting and 

bagging for working with streaming data, which could be relevant when using 

Twitter data for predictions. 

Similar findings are also done by Géron, A. (2019). "Hands-On Machine Learning 

with Scikit-Learn, Keras, and TensorFlow" (2nd ed.). O'Reilly Media. 

This book provides a comprehensive comparison of various machine learning 

models, including decision tree-based ensemble models and linear regression 

models, in terms of their predictive performance. 

In general, boosting and bagging versions of the Decision Tree regression are very 

suitable for small datasets, and also performs well on non-linear data relations, 

which are my main explanations for the better performance of these models. This 

is also well-documented in the literature.  

Eg. Hastie, T., Tibshirani, R., & Friedman, J. (2009). "The Elements of Statistical 

Learning: Data Mining, Inference, and Prediction" (2nd ed.). Springer. This 

widely-cited textbook covers various statistical learning methods, including 

ensemble methods based on decision trees, and provides evidence for their 

effectiveness in handling small datasets and non-linear relationships. 

Refer also to Breiman, L. (1996). "Bagging Predictors". Machine Learning, 24(2).  

In this foundational paper, the author introduces the concept of bagging and 

demonstrates its ability to improve the performance of decision trees on small 

datasets. 
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Refer also to Freund, Y., & Schapire, R. E. (1997). "A Decision-Theoretic 

Generalization of On-Line Learning and an Application to Boosting". Journal of 

Computer and System Sciences, 55(1).  

This paper introduces the AdaBoost algorithm, an example of a boosting ensemble 

method, and shows its effectiveness in improving the performance of decision 

trees in various settings, including those with non-linear relationships. 

Below are the LazyPredict results for paper I, predicting iPhone sales with Twitter 

data. 
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91 

 

 

Table 10, LazyPredict results for paper I, predicting iPhone sales with Twitter 
data 
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6.8, LazyPredict 40 models results for paper II, predicting H&M sales 

with Facebook data  

 
The Python LazyPredict coding for paper II can be found in Appendix 2, python 

LazyPredict code for paper II, predicting H&M sales with Facebook data, page 

174. 

LazyPredict runs the H&M dataset on a 65/35 train/test split, and displays the  

Adjusted R-square, R-square, RMSE, Time Taken and MAE for the test part of 

the dataset (table 11 below). 

I will only analyze the best performing models of the 40 models tested, which 

means I will be comparing the top6 best models in table 11 against the multiple 

regression used in paper II. Before analyzing on the top6, I need to explain these 

top6 models shortly. 

 

6.8.1 Regularized and generalized linear models (GLM) 

 

Tweedie regression is a type of generalized linear model (GLM) that is 

particularly useful for modeling non-negative, continuous, and discrete data, 

especially when the data exhibits both zero and non-zero values. It belongs to the 

family of exponential dispersion models (EDMs) and is named after the Scottish 

statistician Maurice Tweedie (Tweedie, 1984). The Tweedie distribution is 

characterized by a power parameter (p) that determines the distribution's 

properties. Depending on the value of p, the Tweedie distribution can represent 

various distributions, such as normal (p=0), Poisson (p=1), gamma (p=2), and 
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inverse Gaussian (p=3) (Jorgensen, 1987).  

 

Elastic Net is a regularization technique used in linear regression models to 

address multicollinearity and overfitting. It combines two popular regularization 

methods: L1-norm (Lasso) and L2-norm (Ridge) regularization. This hybrid 

approach effectively penalizes large coefficients and enforces sparsity in the 

model, improving generalization performance and interpretability. Elastic Net was 

first introduced by Hui Zou and Trevor Hastie in their 2005 paper titled 

"Regularization and variable selection via the elastic net" (Zou & Hastie, 2005). 

 

RANSAC (RANdom SAmple Consensus) Regressor is a robust regression 

algorithm that is particularly effective in dealing with noisy, outlier-prone 

datasets. It is an iterative method for estimating a mathematical model from a 

dataset that contains a significant number of outliers (Fischler and Bolles, 1981). 

RANSAC is a popular method in computer vision and robotics applications, such 

as 3D reconstruction and image stitching. 

 

GammaRegressor is a regression model used for predicting continuous target 

variables when the underlying distribution is assumed to follow the Gamma 

distribution. It is particularly useful when the data contains a skewed distribution, 

with many smaller values and fewer larger values (Gamma distribution). The 

GammaRegressor is based on the Generalized Linear Model (GLM) framework 

with a Gamma distribution as the response (McCullagh & Nelder, 1989). The 

model is estimated using a maximum likelihood approach. 

 

Huber Regressor is a linear model for regression that is robust to outliers, 

combining the best properties of both linear regression and robust regression 

methods. It was first introduced by Peter J. Huber in 1964 in his seminal paper 
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titled "Robust Estimation of a Location Parameter" (Huber, 1964). 

 

Ridge regression, also known as L2 regularization, is a technique used in linear 

regression to address the problem of multicollinearity in the independent variables. 

It was first introduced by Arthur E. Hoerl and Robert W. Kennard in their 1970 

paper titled "Ridge Regression: Biased Estimation for Nonorthogonal Problems", 

(Hoerl, A. E., & Kennard, R. W. 1970). Ridge regression has been widely adopted 

in various applications such as finance, medical research, and engineering, where 

multicollinearity is a common issue. 

 

 

 

6.8.2 Analysis  

 

It can be seen in the results (table 11 below), that ElasticNet and 

TweedieRegressor has RMSE on approximate 1,5 billion SEK per quarter. 

RANSARegressor and GammaRegressor has RMSE on approximate 1,6 billion 

SEK per quarter. HuberRegressor and Ridge has RMSE on approximate 1,7 

billion SEK per quarter. 

The LinearRegression used in paper II, has RMSE on 1,8 billion SEK per quarter. 

It should be noted here, the linear regression in paper II, had also RMSE on 1,8 

billion SEK per quarter, see paper II, section II.3.  Methodology and analytical 

findings, figure 5, page 206.  

 

With an average of 34,56 billion SEK H&M sales per quarter in the H&M dataset, 

it means ElasticNet and TweedieRegressor can potentially predict out-of-sample 

with an average error of approximate 1,5 billion SEK per quarter, which is 

approximate 4% average prediction error. MAE for these two models are 1.2 
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billion SEK per quarter, indicating approximate 3.5% average prediction error. 

 

RANSARegressor, GammaRegressor, HuberRegressor and Ridge can potentially 

predict out-of-sample with an average error of approximate 1,7-1,8 billion SEK 

per quarter, which is approximate 5% average prediction error. MAE for these 

models are 1.4 - 1.5 billion SEK per quarter, indicating approximate 4 - 4.5% 

average prediction error. 

 

The Linear Regression used in paper II can potentially predict out-of-sample with 

an average error of approximate 1,8 billion SEK per quarter, which is approximate 

5% average prediction error. In practice this would not be possible because the 

model Linear Regression is weak with a R-square on 28%. It should be noted that, 

the r-square for this model is 83% in paper II, because timelag of Facebook data 

and also seasonal weights were applied. See paper II, section II.3.  Methodology 

and analytical findings, figure 5, page 206.  

 

 

It is also worth noticing the R-square on 54% for TweedieRegressor, 53% for 

ElasticNet, 45% for RANSACRegressor, 42% for GammaRegressor, 38% for 

HuberRegressor, 37% for Ridge and 28% for the Linear Regression (table 11 

below) 

Together with RMSE numbers above, this is indicating that the 

TweedieRegressor, ElasticNet and RANSACregressor works better for predicting 

H&M sales with Facebook data, compared to the Linear Regression used in paper 

II.  

Compared to the overweight of bagging and boosting models for the top10 of 

iPhone dataset in table 10, we see here for the H&M dataset an overweight of 

regularized and general linear models. There is more non-linearity in Twitter data 
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relations to sales, compared to Facebook data relations to sales, and that is my 

explanation for mainly linear models in the top10 for H&M.  

The Twitter dataset captures all the tweets containing “iPhone”, where the H&M 

dataset only captures Facebook likes on the H&M Facebook page. So the iPhone 

Twitter dataset is measuring product attention much broader than the H&M 

dataset. Twitter data are also less filtered than Facebook data, which is explained 

in the chapter 7. Social Filtering Model. 

This means Twitter data captures more raw product attention than Facebook data.  

 

It is also worth noticing, that r-squares were much stronger in table 10, 

LazyPredict results for the iPhone dataset (paper I). The 7 best models for the 

iPhone dataset in table 10, had r-square >90%. This is again indicating, that 

Twitter data are better for sales predictions, compared to Facebook data.  

Below are the LazyPredict results for paper II, predicting H&M sales with 

Facebook data. 
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Table 11, LazyPredict results for paper II, predicting H&M sales with Facebook data 
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6.9, LazyPredict 40 models results for paper III, predicting Mikkeller 
sales with Google search data  
 

The Python LazyPredict coding for paper III can be found in Appendix 3, python 

LazyPredict code for paper III, predicting Mikkeller beer sales with Google 

searches, page 180.  

LazyPredict runs the Mikkeller dataset on a 80/20 train/test split, and displays the  

Adjusted R-square, R-square, RMSE, Time Taken and MAE for the test part of 

the dataset (table 12 below). 

I will only analyze the best performing models of the 40 models tested, which 

means I will be comparing the top8 best models in table 12 against the UCM time 

series model used in paper III. Before analyzing on the top8, I need to explain 

these top8 models shortly. 
 
6.9.1 Adaboost, regularized and generalized linear models (GLM) 
 

The Adaboost regressor is explained in chapter 6.7.1 Bagging and boosting, in the 

iPhone analysis above. 

The HuberRegressor is is explained in chapter 6.8.1 Regularized and generalized 

linear models (GLM), in the H&M analysis above. 

 

The LARS (Least Angle Regression and Selection) model is a statistical method 

for linear regression that is particularly effective when dealing with high-

dimensional data. The algorithm's main advantage is its ability to select relevant 

features for prediction while maintaining a low computational cost compared to 

other feature selection methods. 

The LARS algorithm is closely related to other regularization methods like 
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LASSO (Least Absolute Shrinkage and Selection Operator) and Ridge Regression. 

LARS can be modified to implement LASSO by adding a constraint on the L1-

norm of the coefficients. This modification leads to a more sparse solution, as 

some coefficients are forced to be exactly zero. (Efron, B., Hastie, T., Johnstone, 

I., & Tibshirani, R. 2004).  

 

TransformedTargetRegressor is a machine learning technique that applies a 

transformation to the target variable before fitting the regression model and inverts 

the transformation when predicting the output. This approach is particularly useful 

when the relationship between the input and output variables is non-linear, or 

when the target variable has a skewed distribution. By transforming the target 

variable, the model can better capture the underlying patterns in the data, 

potentially leading to improved performance (Pedregosa et al 2011).  

 

Stochastic Gradient Descent (SGD) Regressor is a linear model that uses 

Stochastic Gradient Descent for optimization. It is a widely used algorithm in 

machine learning, particularly in large-scale and sparse data problems. The model 

can be used for regression tasks, where the goal is to predict a continuous target 

variable based on input features. 

 

SGD Regressor works by iteratively updating the model's weights using a random 

subset of the data, called mini-batches, to minimize the objective function 

(typically the Mean Squared Error). This approach offers faster convergence 

compared to traditional Gradient Descent, which computes the gradient using the 

entire dataset in each iteration. 

(Bottou, 2010; Zhang, 2004). 

 

The Poisson regressor is a statistical model used for predicting count outcomes by 



 

 
101 

modeling the relationship between a set of explanatory variables and a non-

negative integer response variable. It belongs to the family of generalized linear 

models (GLMs) and assumes that the response variable follows a Poisson 

distribution. The Poisson distribution is commonly used to model rare events or 

occurrences with a constant rate of occurrence in a fixed time or space interval 

(McCullagh 1989; Cameron 2013).  

 

The Ridge model is explained in chapter 6.8.1 Regularized and generalized linear 

models (GLM), in the H&M analysis above. 

 

 

 
6.9.2 Analysis  
 

It can be seen in the results (table 12 below), that AdaBoostRegressor has RMSE 

on 11,58 and R-square on 44%.  

It is very interesting to see the Adaboost as the best performing model, as the 

boosting models were also very present in the top10 best perfoming models of the 

iPhone dataset, see Table 10, LazyPredict results for paper I, predicting iPhone 

sales with Twitter data. 

My explanation for boosting models in top10 best performing models for both 

iPhone and Mikkeller dataset, is that Twitter and Google search data relations to 

sales are more non-linear, compared to Facebook data relations to sales.  

Twitter and Google search data are also less filtered than Facebook data, which is 

explained in the chapter 7. Social Filtering Model. 

This means Twitter and Google search data captures more raw product attention 

than Facebook data.  

Like the H&M dataset, we also find the Huber and Ridge models in the top10 of 

best performing models.  
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HuberRegressor, Lars, TransformedTargetRegressor, SGDRegressor, 

PoissonRegressor, Ridge and Linear Regression have RMSE just around 12.  

The Mikkeller sales were indexed from 20-100, because Mikkeller did not want to 

reveal their sales data.  

With an average sales per month in the Mikkeller dataset on index 50, it means the 

AdaboostRegressor can potentially predict out-of-sample with an average error of 

approximate index 11,58, which is approximate 23% average prediction error.  

MAE on 8.53 for the AdaboostRegressor is indicating approximate 17% average 

prediction error. 

It should be noted, that AdaboostRegressor is relatively weak with a R-square on 

44%. 

This indicates that the AdaboostRegressor, and some regularized and general 

linear models from top10, could be a little better alternative to the UCM time 

series model used in paper III.   

 

HuberRegressor, Lars, TransformedTargetRegressor, SGDRegressor, 

PoissonRegressor, Ridge and Linear Regression can potentially predict out-of-

sample with an average error of approximate index 12 which is approximate 24% 

average prediction error. MAE on approximate 9.5 for these models are indicating 

approximate 19% average prediction error.  It should be noted, that these models 

are relatively weak with a R-squares on 38%-39%. 

 

The R-squares for the Mikkeller dataset in top10 are relative comparable with the 

R-squares for the H&M dataset in Table 11, LazyPredict results for paper II, 

predicting H&M sales with Facebook data.  

Below are the LazyPredict results for paper III, predicting Mikkeller sales with 

Google search data. 
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Table 12, LazyPredict results for paper III, predicting Mikkeller sales with Google search data 

   

6.10, LazyPredict 40 models results for paper V, predicting Apple 
stock volatility with Google search data  
 
The Python LazyPredict coding for paper V can be found in Appendix 4, python 

LazyPredict code for paper V, predicting Apple stock price volatility with Google 

searches, page 186.  

LazyPredict runs the Apple dataset on a 80/20 train/test split, and displays the  

Adjusted R-square, R-square, RMSE, Time Taken and Mean Absolute Error for 
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the test part of the dataset (table 13 below). 

I will only analyze the best performing models of the 40 models tested, which 

means I will be comparing the top10 best models in table 13 against the Lasso and 

Autometrics model used in paper V. Before analyzing on the top10, I need to 

explain these top10 models shortly. 

 

6.10.1 Boosting and bagging, OMP, kNN and Transformed Target models 
 

The boosting and bagging models in the top10 of Table 13, LazyPredict results for 

paper V, predicting Apple stock price volatility with Google search data, are 

explained in chapter 6.7.1 Bagging and boosting, in the iPhone analysis above.  

 

The k-Nearest Neighbors (k-NN) regressor is a non-parametric machine learning 

algorithm used for regression tasks. It was first introduced by Evelyn Fix and 

Joseph Hodges (Fix, E., & Hodges, J. L. 1951).  

The k-NN regressor is a simple yet powerful algorithm based on the concept of 

similarity. Given a new input, it finds the k training examples that are most similar 

to the input and predicts the output based on the average of the outputs of these k 

nearest neighbors (Cover, T., & Hart, P. 1967) 

 

Orthogonal Matching Pursuit CV (OMPCV) is a model selection method for 

Orthogonal Matching Pursuit (OMP) that uses cross-validation to determine the 

optimal number of non-zero coefficients (sparsity) for the model. OMP is a greedy 

algorithm used for sparse signal recovery or sparse approximation, which has 

applications in areas such as signal processing, compressed sensing, and machine 

learning. (Pati, Y. C., Rezaiifar, R., & Krishnaprasad, P. S. 1993). 

 

TransformedTargetRegressor is explained in chapter 6.9.1 Adaboost, regularized 

and generalized linear models (GLM) in the Mikkeller analysis above. 
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6.10.2 Analysis  
 

It can be seen in the results (table 13 below), that all top10 performing models in 

the LazyPredict has RMSE on 0.02. With an average stock price volatility in the 

Apple dataset on 3.12%, it is a relatively high RMSE.  

In paper V, the RMSE is 0.034 for Autometrics out-of-sample, and RMSE is 0.01 

when excluding the COVID pandemic period. See section V.7. Forecasting 

evaluation, page 314, table 4. 

With RMSE on 0.02 out-of-sample for the top10 performing models in the 

LazyPredict results (table 13 below), including the COVID pandemic period, it 

can be concluded boosting and bagging models are out-performing the 

Autometrics model for the Apple stock price volatility Google search dataset.  

 

The Mean Absolute Error is 0.01 for top25 of the best performing models, 

indicating these models could potentially predict with an average error of 

approximate 33%.  

 

AdaBoostRegressor has r-square on 0.66, XBGRegressor has r-square on 0.64, 

GradientBoostingRegressor has r-square on 0.63, ExtraTreesRegressor has r-

square on 0.62 and RandomForestRegressor has r-square on 0.58.  

Like the LazyPredict models in chapter 6.7, LazyPredict 40 models results for 

paper 1, predicting iPhone sales with Twitter data, we see mainly boosting and 

bagging versions of the decision tree regressor in the top6 performing models of 

LazyPredict. 

After top6, we see the KNeighborsRegressor with R-square on 53%, Orthogonal 
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Matching Pursuit and Lars with R-square 52%.  

 

The r-squares for the top10 performing models in the LazyPredict table 13, are on 

the level of r-squares in the paper V with Lasso and Autometrics modelling.  

 

This is indicating that boosting and bagging versions of the decision tree regressor, 

should also be tested for financial predictive modelling with Google searches, 

together with more classical models like fx. the used Lasso and Autometrics 

models used in paper V.   

Below are the LazyPredict results for paper V, predicting Apple stock price 

volatility with Google search data. 
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Table 13, LazyPredict results for paper V, predicting Apple stock price volatility with Google 
search data 
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6.11 Conclusions for the LazyPredict models on iPhone, H&M, 
Mikkeller and Apple datasets  
 
As mentioned in beginning of this chapter, it is a weakness of LazyPredict, that it 

uses the standard version of all the 40 models. Working with some of the best 

performing models from LazyPredict and fine tuning them, is of course a natural 

next step in accordance with the CRISP-DM process. The relative poor 

performance of LazyPredict linear regression for the iPhone and H&M datasets, 

should also be seen in the light of much better performing linear regression models 

in papers I-II. This is of course due to the fact, that fine tuning the linear models in 

papers I-II included timelag experiments of the social media data, and also the use 

of seasonal weights.  

 

It looks like boosting and bagging versions of the decision tree regressor, are 

working much better for predictive sales models using Twitter data, compared to 

linear models. 

The boosting and bagging models are also better than other machine learning 

models in the LazyPredict results, but fine tuning could of course change that.  

The AdaBoost model was also the best performing LazyPredict model for the 

Mikkeller Google search dataset, and boosting and bagging models were also the 

best top6 LazyPredict models for the Apple stock price volatility Google search 

dataset.  

 

Google searches and Twitter data are classified as low to medium filtered social 

data in the following chapter 7. Social Filtering Model, and it looks like boosting 

and bagging versions of the decision tree regressor works good for these data.  
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Facebook data are classified as highly filtered social data in the following chapter 

7. Social Filtering Model, and this could be one of the reasons for the lack of 

boosting and bagging models in the LazyPredict best models for the H&M 

Facebook dataset.  

 

Another reason could be, the limitation of the H&M dataset only capturing 

Facebook likes on the H&M Facebook page. It means the other datasets with 

Twitter and Google search data, captures more broad product attention than the 

H&M Facebook dataset.  

7. Social Filtering Model 

This PhD thesis tests the predictive power of data from Twitter, Facebook, Google 

and YouTube searches for sales modelling in Papers I–III. The differences in 

predictive power are mainly due to the social filtering of data on the different 

platforms, that is, we show our identities using different social filters, depending 

on the social platform.  

These differences in the nature of social data led to the development of the Social 

Filtering Model, which explains the social filters applied on social media, blogs, 

forums, and web search data. Paper IV includes a description of the social filtering 

differences between social media platforms and also between blogs, forums, and 

web searches. 

The idea to this model came from the differences in the predictive power between 

social media platforms and web search data. For instance, there is a significant 

difference between the predictive power of Twitter data in Paper I and that of 

Facebook data in Paper II. Both Facebook and Google search data failed in Paper 

III to explain Mikkeller beer sales, because the datasets were too small. There are 

no academic citations for predictive modelling of beer sales with social data, but 
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master thesis’ I supervised, proved that Google search data work for predictive 

modelling for Carlsberg beer sales. So both the size and source of data matter. 

These projects also showed that Google Trends search data work better for the 

predictive modelling of sales compared to Instagram and Facebook. Google Trends 

search data are available in indexed form for free, with no API restrictions, and the 

Social Filtering Model will also show the predictive advantages of these data. The 

practical predictive modelling supervision of several hundreds of student projects 

and my master thesis led to the use of Google Trends data in Paper V. I would have 

chosen Google Trends search data for modelling iPhone and H&M sales in Papers 

I and II, if I were to propose those models again.  

In short, the difference in predictive power between the different data sources 

depends of how filtered the data are, which the Social Filtering Model explains and 

conceptualises.  Specifically, when we observe the actions of others on social 

media, web searches, blogs, and forums, how can we determine the degree of 

transparency? These different data types show filtering differences that determine 

their potential for predictive modelling.  

The degree of data filtering expresses how close we are to the functioning of the 

human brain, that is, what individuals actually mean. Web searches will always be 

closer to the truth, as we can search for anything we want. These data are only 

filtered if we web search next to other people and care about their opinion or worry 

about employers monitoring our web searches. This explains why web search data 

often have a higher predictive modelling potential compared to more filtered or 

polished data.  

Twitter will always have a medium degree of data filtering, as many people care 

about their identities on Twitter and try to attract likes, retweets, and replies. Some 

tweets have a low degree of data filtering, that is, when people are expressing their 
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opinions and do not care about other people’s reactions or opinions. Twitter also 

has the reputation of often being the first in sharing some news; that is, being first 

or early in reporting of news is important, while grammar and spelling errors 

become less important. However, the hunt for likes, retweets, and replies creates 

filtered and polished data, which is missing from web searches. Blogs and forums 

have the same medium filtering, as people are also hunting likes, views, and re-

posts on these channels.  

Instagram is a good example of highly filtered and polished data. Instagrammers 

often measure their success by the number of followers, likes, reposts, and 

comments. As such, many Instagram posts are intended to get as many reactions 

as possible. Role models and influencers on Instagram and TikTok with a high 

number of followers have established a new economic system, where it is possible 

to make a living from posting about products, causes, organisations, and brands. 

However, negative consequences of Instagram on young people’s mental health 

have been reported since 2010, when Instagram appeared (Wells et al. 2021). 

TikTok and Facebook share the same highly filtered and polished data. People tend 

to display successes on these platforms, presenting a highly polished picture of 

their lives. Perceived failures in life, such as depression, mental problems, alcohol 

and drug abuse, stress, break downs, economic problems, divorces, and being fired, 

are not popular topics to display on these channels.  

These differences in the nature of social data, measured as their degree of filtering, 

determine their potential use in predictive models and explain why Google Trends 

is often a relevant benchmark. To illustrate some of these differences, I introduce 

Figure 9: Social Filtering Model. 
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Figure 10: Social Filtering Model. 
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7.1 Dimensions of social media filtering 
 
Social media data are filtered under several dimensions, with the main ones 

explained below: 

a) The filters individuals apply to the content they publish; 

b) The filter bubble algorithms social media and web search sites use to 

personalise content based on users’ interest; 

c) The filter social media and web search sites use for API access to their data. 

 

7.1.a The filters individuals apply to the content they publish  

During the research process, I have observed important filtering differences 

between social media platforms and web searches, but the literature proposes no 

theoretical or practical model for analysing these differences.  

The filtered images of other peoples’ lives on social media have been researched 

and documented for more than a decade, refer to Chou et al (2012), Fardouly et al 

(2015), Fardouly et al (2016), Haferkamp et al (2011) and Vogel (2014).  

 

Still there is hitherto no model of the differences in filtering among different social 

media platforms in terms of either online norms of negative and positive emotions 

or social comparison. These two dimensions are covered below. 

 

7.1.a.1 Online norms for negative and positive emotions on social media 

The online norms for negative emotions on social media refer to the expectations 

and rules that govern how individuals express and respond to negative emotions 

on social platforms. These norms vary by platform and community, but they 

generally involve a balance between expressing oneself freely and being respectful 
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to others. 

One norm common across many social media platforms is that individuals are 

expected to be respectful and considerate when expressing negative emotions. This 

includes avoiding hate speech or personal attacks, as well as being mindful of the 

tone and language used when expressing negative emotions. For instance, research 

conducted by the Pew Research Center demonstrated that the majority of social 

media users believe that it is never acceptable to use hate speech or racial slurs on 

social media (Perrin 2016). 

Another norm that is often seen on social media is that individuals are expected to 

be open and honest when expressing negative emotions. This can involve sharing 

personal experiences and struggles, as well as being open to receiving support and 

feedback from others. A study conducted at the University of California, Berkeley 

found that individuals who had personal experience of mental health struggles on 

social media received more support and engagement from their peers than those 

who did not share such experiences (Ritter et al. 2016). 

It is also important to note that online norms for negative emotions on social media 

can vary by platform and community. For example, a study from the University of 

Missouri found that the norms for expressing negative emotions on Instagram are 

different than those on Twitter, with Instagram users being more likely to express 

negative emotions in a more positive or humorous manner (Garcia and Mirra 

2019). 

Another study found that social media users tend to self-censor their negative 

emotions, and instead present a curated version of themselves that is more positive 

and upbeat (Suler 2004). This is often referred to as “emotional labour,” and can 

be draining and stressful for users who feel pressure to maintain a positive image. 
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Further, users who express negative emotions online are often met with social 

disapproval and may be more likely to be ignored, unfriended, or blocked 

(Kirschner and Karpinski 2010). This is especially true for women, who may be 

disproportionately targeted by online harassment when they express negative 

emotions (Hardaker 2015). 

Waterloo et al. (2018) mention that “ expression of negative emotions was rated as 

more appropriate for Facebook and Twitter compared to Instagram,” meaning 

Instagram has a social filter according to which positive emotions are more 

socially acceptable compared to negative ones Waterloo et al. (2018) also show 

the expression of negative emotions is deemed most suitable on WhatsApp, then 

Facebook, with Twitter and Instagram following in that order. 

The Social Filtering Model can explain this as follows. On WhatsApp we can share 

personal struggles with one person or with a small group. On Facebook, personal 

struggles can also be shared in one-to-one communication or in private groups (e.g. 

depression, mental illness, job loss, death in family, divorce). Google searches 

would also be an example in which family or friends are not involved, meaning we 

can search about anything we want using a very low social filter on our negative 

emotions. However, on Twitter, Instagram, and TikTok, the conversation becomes 

more open and an increased number of people are watching the content, meaning 

people tend to share much less information about personal struggles and other 

negative emotions on these platforms. The Social Filtering Model can thus be used 

to extend the analysis of Waterloo et al. (2018).  

In sum, the online norms for negative emotions on social media involve being 

respectful and considerate when expressing negative emotions, being open and 

honest when sharing personal experiences, and being mindful of the platform and 

community norms. Users who express negative emotions online may be met with 

social disapproval and are more likely to be ignored, unfriended, or blocked. 
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Sharing personal struggles online can also be met with social support, but the 

online norms for negative emotions are typically filtering the content people are 

publishing about themselves.  

 

7.1.a.2 Social comparisons on social media 

Social media platforms such as TikTok, Facebook, Instagram, and Twitter can give 

individuals a skewed and unrealistic view of others’ lives. This phenomenon is also 

known as “social comparison,” where individuals compare their own lives and 

circumstances to those of others on social media, often leading to feelings of 

inadequacy and low self-esteem. 

Social comparisons on social media refer to the tendency of individuals to compare 

themselves and their lives to others based on the information and images they see 

on social media platforms. Research has shown that social comparisons on social 

media can lead to negative effects on individuals’ self-esteem and well-being (e.g. 

Moreno et al. 2011; Twenge and Campbell 2009). For example, Moreno et al. 

(2011) show that Facebook use is associated with increased body dissatisfaction 

and negative body image among adolescent girls, while Twenge and Campbell 

(2009) prove that increased social comparisons on social media are associated with 

higher levels of depression and anxiety among college students. 

Anderson et al. (2018), Cookingham et al. (2015), Fardouly et al. (2018), and 

Gündüz (2017) also show that social media provides an unrealistic view of others’ 

lives and often affects negatively peoples’ identities and mood.  

This unrealistic view of others’ lives on social media platforms such as TikTok, 

Facebook, Instagram, and Twitter is a phenomenon also known as “social media 

illusion” or “social media façade” (D’Angelo 2019). It refers to the tendency of 
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people to present a curated and idealised version of themselves online, leading 

others to believe that their lives are perfect and without problems (Mänty 2019). 

Research has proven that this phenomenon is particularly prevalent on platforms 

such as Instagram, where users are more likely to present a curated and idealised 

version of themselves (Rosen et al. 2013). Other studies have also found that 

viewing these curated and idealised versions of others’ lives can lead to feelings of 

envy, low self-esteem, and depression (Tiggemann and Slater 2014). 

One study conducted by Garrett (2018), a communication professor at Ohio State 

University, shows that social media users tend to overestimate the happiness and 

success of others and underestimate their own happiness and success. This can lead 

to feelings of inadequacy and dissatisfaction with one’s own life. 

In this context, upward social comparison on social media refers to the tendency 

of individuals to compare themselves to others who they perceive as better off in 

some way, such as having a more attractive appearance, a more successful career, 

or a more fulfilling lifestyle. This type of comparison can have negative effects on 

an individual’s self-esteem and well-being. Social media platforms such as 

Facebook, Instagram, and Twitter make it easy for people to make upward 

comparisons, as they often present highly curated and idealised versions of other 

people’s lives. 

Extant research has shown that upward social comparison on social media can lead 

to feelings of envy and dissatisfaction with one’s own life (e.g. Sommers 2012) 

and that excessive use of social media is associated with increased symptoms of 

depression and anxiety (e.g. Baumeister 2010). 

It is important to note that social comparisons are not always negative, as they can 

also serve as sources of motivation and inspiration; however, when this practice 
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becomes excessive or one-sided, it can have negative effects on individual well-

being. 

Masciantonio et al. (2021) and Verduyn et al. (2017) show that the passive use of 

Facebook and Twitter is negatively related to well-being due to upward social 

comparisons. Actively using social network sites can also be positively associated 

with well-being through social support (Verduyn et al. 2017).  

 

7.1.b The filter bubble algorithms social media sites uses to personalise 

content based on users’ interest 

A filter bubble is a phenomenon that occurs when the algorithms used by social 

media platforms such as Facebook and Google prioritise showing users content 

that is similar to what they have previously engaged with, rather than showing them 

a diverse range of content. This can lead to users being presented with a narrow 

and potentially biased view of the world, as they are not exposed to information 

that challenges their existing beliefs or attitudes (see e.g. Feezel et al. 2018; 

Hermida et al. 2012; Spohr et al. 2017).  

Filter bubbles are created by the use of personalised algorithms that consider a 

user’s past behaviour and preferences to predict what content they will be most 

likely to engage with. These algorithms are based on machine learning and use data 

mining techniques to analyse large amounts of data about users’ past behaviours, 

such as the types of content they have liked, shared, or clicked on. 

The concept of filter bubbles was popularised by Eli Pariser in his 2011 book, “The 

Filter Bubble: What the Internet is Hiding from You.” Pariser (2011) argues that 

these algorithms create a “personal ecosystem of information” that insulates users 

from diverse perspectives and ideas. 

Several studies on the impact of filter bubbles on social media platforms have been 
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conducted. A 2015 study published in the journal Science, Bakshy et al (2015), 

found that social media users are more likely to be exposed to news stories 

consistent with their pre-existing beliefs, rather than stories that challenge those 

beliefs. Another study published in the Proceedings of the National Academy of 

Sciences in 2018,   Bail et al (2018) found that users were more likely to click on 

links that were consistent with their pre-existing beliefs and that this behaviour led 

to the reinforcement of political polarisation. 

It is worth noting that filter bubbles can also be created by the way people choose 

to interact with social media platforms by seeking out communities and sources 

that align with their beliefs and avoiding or unfollowing those that do not. 

Overall, filter bubbles have been widely criticised for their potential to reinforce 

existing biases and limit exposure to diverse perspectives. 

 

7.1.c The API filters social media sites use for access to their data 

API restrictions on social media refer to the limitations and rules that social media 

platforms set on the use of their APIs. These restrictions can include limitations on 

the number of requests that can be made to an API in a given time period, the types 

of data that can be accessed, and the purposes for which the data can be used. 

 

7.1.c.1 Twitter API  

One example of API restriction on social media is Twitter’s developer policy, 

which limits the number of requests that a developer can make to the Twitter API 

to a certain number during a 15-minute window. The Twitter API has a limit on 

0.5 million users per month in Essential Access, 2 million users per month in 

Elevated Access, 10 million users per month in Academic Research Access, and 

10+ million users per month in Enterprise Access. Twitter claims this policy 
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prevents overloading the Twitter servers and ensures that all developers have fair 

access to the API. I consider that it is likely part of their business model, where 

money can buy you access to more data and they maximise the API income source 

to limit their losses and increase market cap.  

Refer to Twitter (2023)  

 

7.1.c.2 Facebook API  

Facebook has also several restrictions in place for its API, which they claim are 

intended to protect user privacy and data security. Some examples of these 

restrictions are: 

Rate limits: Facebook has set limits on the number of requests that can be made 

to its API within a certain time period. This prevents overloading its servers and 

protects against malicious or excessive use of the API. 

App review: Developers must submit their apps for review before they can access 

certain features of the Facebook API. This ensures that the app is in compliance 

with Facebook’s policies and terms of service. 

User permissions: Facebook’s API requires developers to obtain user consent 

before accessing certain types of data, such as private messages or friend lists. This 

protects user privacy and ensures that users are aware of what data is being 

accessed and how it will be used. 

Data retention: Facebook’s API requires developers to delete user data they no 

longer need. This protects user privacy and prevents the misuse of data. 

Login review: Developers are required to submit their apps for review if they are 

using Facebook Login, which allows users to sign into an app using their Facebook 
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credentials. This ensures that the app is in compliance with Facebook’s policies 

and terms of service. 

Refer to Facebook (2023).  

 

7.1.c.3 Instagram API 

Instagram has implemented API restrictions to limit the amount and type of data 

that third-party apps can access. Instagram claims that these restrictions were put 

in place to protect user privacy and prevent misuse of data. 

One major restriction is the limitation of the number of requests that third-party 

apps can make to the Instagram API. According to the Instagram API 

documentation, “each developer is limited to 5,000 calls per hour per access token” 

(Instagram 2023). This limitation prevents apps from overloading the Instagram 

servers and causing performance issues. 

Another restriction is the limitation of the data that third-party apps can access. For 

example, apps are not allowed to access a user’s private data, such as their direct 

messages or personal information (Instagram 2023). Additionally, apps are not 

allowed to scrape or collect data from Instagram’s website, as stated in the 

Instagram Platform Policy (Instagram 2020). 

Finally, Instagram has implemented restrictions on how third-party apps can use 

the data they access. For example, apps are not allowed to sell or share user data 

with third parties, as stated in the Instagram Platform Policy (Instagram 2023).  

 

References: Instagram. (2023).  
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7.1.c.4 TikTok API 

The API restrictions on TikTok refer to the limitations set by the company on the 

use of its application programming interface (API) by third-party developers. 

TikTok claims that these restrictions protect user data and maintain the integrity of 

the platform. 

According to TikTok’s developer documentation, the company’s API is only 

available to authorised partners who have been approved by TikTok to access user 

data. The API is also subject to strict terms of service and usage guidelines that 

prohibit developers from using the data for any unauthorised or illegal activities. 

Additionally, TikTok has implemented a number of technical restrictions on its 

API, such as rate limits and IP whitelisting. These measures are designed to prevent 

unauthorised access and protect against abusing the platform’s resources. 

In 2019, TikTok introduced new data privacy guidelines for third-party developers, 

stating that they must “comply with all applicable laws and regulations, including 

those related to data protection and privacy”.  

Furthermore, TikTok has restricted the number of requests that developers can 

make to the platform’s API to a maximum of 500 requests per five minutes, which 

they claim will help to prevent overloading the system with unnecessary requests.  

Reference: TikTok (2023)  
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7.1.c.5 Google Trends API  

The API restrictions on Google Trends refer to the limitations and rules set by 

Google for accessing and using the Google Trends data through their API. Google 

claims these restrictions ensure that the data are used responsibly and in accordance 

with Google’s terms of service. 

According to Google’s documentation on the Google Trends API, some of the 

restrictions include the following. Access to the API is limited to a certain number 

of requests per day, which varies depending on the type of license to ensure that 

the data are not overused or abused. The data provided by the API can only be used 

for non-commercial purposes. This means that they cannot be used for any 

commercial or business purposes, such as creating products or services for sale. 

The data provided by the API cannot be used to identify individual users or to track 

their behaviour to protect the privacy of users and to ensure that the data are used 

ethically. The data provided by the API cannot be used to create or promote illegal 

or harmful content. This includes content that is discriminatory, offensive, or 

promotes hate speech.    

Reference: Google (2023)  

 

7.1.c.6 Overall API landscape 

In 2018, Instagram and Facebook decreased their API restriction from 5,000 to 200 

requests per hour per user. It was the Cambridge Analytica scandal that led to these 

severe restrictions in API data access for both Instagram and Facebook. This limits 

the access to analysing big brands on Instagram and Facebook, meaning Google 

Trends and Twitter now have an advantage in analysing big brand data in terms of 

social data.  
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Refer to Facebook (2023) and Techcrunch (2018).  

As mentioned above, Google and Twitter data have an advantage in analysing big 

brands data on social media, compared to Instagram and Facebook. In general, the 

data API access of Instagram and Facebook restricts the possibilities for predictive 

analytics with these data and Twitter also has limited data API access compared to 

Google. 

The data API access to Indexed searches on Google, YouTube, Google Images, 

and Google Shopping, and in some cases actual numbers of searches through 

Google Ads (formerly Google AdWords), makes the Google data the most 

unfiltered data in terms of the API data access level. 

 

7.2 Conclusions of the Social Filtering Model 

The filtered images of other peoples’ lives on social media have been researched 

and documented for more than a decade, but there is hitherto no model showing 

the differences in filtering among social media platforms, across both online norms 

of negative emotions, social comparisons, and API. The filters people use on their 

own social media content and searches are mainly due to the norms for online 

negative and positive emotions, and social comparison. This affects individual 

filter bubbles, which is why filter bubbles are not included in the Social Filtering 

Model, as it would present some circular causal effects.  

The filtering overview provided by the model considers the norms for negative and 

positive emotions. The filter also covers the unrealistic presentation of peoples’ 

lives on TikTok, Instagram, and to some degree Facebook and Twitter, which is 

negatively related to well-being due to upward social comparisons. The Social 

Filtering Model is thus including both the norms for negative and positive 

emotions, social comparison, and API in a new concept that identifies the filtering 
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differences among social network sites and web searches.  

The Social Filtering Model can be combined with the social data model by Vatrapu 

et al. (2016). This combined model shows that the Social Filtering Model filters 

which conversations and interactions we can analyse, depending on which social 

data platform we have chosen. 
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Figure 11: Social Filtering Model by Lassen (2023) combined with the social data 
model by Vatrapu et al. (2016). 

The Social Filtering Model was developed based on the insights gained throughout 

my PhD research and makes an important contribution to the discussion and 
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practice of the potential uses of social media, blogs, forums, and web search data. 

This model is filtering what enters the social data model, depending on which 

social platform is chosen. The principles of model are used in Predictive Modelling 

Framework in the following chapter.   

8. Predictive Modelling Framework 

 
 

Table 14,  Predictive Modelling Framework 

The above model is a more practical version of the predictive model building steps, 
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presented in Figure 2: Steps for building an empirical model (predictive or 

explanatory)., based on Shmueli (2011). This new version of the model is designed 

for social media and web search data and focuses on the goal, data collection, and 

potential methods in Figure 2.  

 

Table 14 has been expanded into a predictive modelling framework, being inspired 

by Shmueli (2011) and CRISP-DM, and building on own research and supervision 

of hundreds of predictive models.  

 
8.1 The steps of the predictive modelling framework 

1. Create your research question and identify the key variables. Start by 

examining the variables that have the most significant impact on the outcome you 

are trying to predict. Low-to-medium filtered data sources should be included as 

key variables. These variables will become the foundation of your framework. 

2. Define the relationships between variables. Based on the predictive 

modelling framework in Table 14 and the literature, identify the relationships 

between the key variables. Determine how they interact with each other and what 

their relative importance is. Be aware of filtering differences. Low-to-medium 

filtered data sources will often have higher predictive power and relative 

importance compared to highly filtered data.  

3. Determine the input and output variables. Decide which variables are used 

as inputs to the framework and which are used as outputs. Input variables will be 

used to predict the outcome, while the output variables are the predicted 

outcomes. 

4. Organise the variables into a structure. Once you have identified the key 
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variables, relationships, and inputs and outputs, organise them into a structured 

framework. Consider using a flowchart, mind map, or other diagram to represent 

the relationships between variables. 

5. Validate the framework. Test the framework using real-world data and 

evaluate its accuracy out-of-sample or in the future. Make any necessary 

adjustments to improve prediction accuracy. 

6. Incorporate data sources and algorithms. Decide which data sources and 

algorithms will be used to feed into the framework and make predictions. Ensure 

that these data sources and algorithms are consistent with the framework’s 

structure. 

7. Refine the framework. Continuously evaluate and refine the framework as 

more data become available and as new insights emerge, as data relations change 

over time. Make updates to improve the accuracy of predictions and ensure that 

the framework remains relevant. 

 
8.2 Guidelines for size of dataset, in the Predictive Modelling 
Framework 

The brands relevant for modelling using social data in Table 14 need to have a 

certain size in terms of social media and web searches. For example, the Twitter 

data for iPhones in Paper I and the Facebook data for H&M in Paper II, were large 

enough to model sales. However, the Facebook and Google search data for 

Mikkeller beer in Paper III were not large enough to model sales, although 

Mikkeller is a very trendy and popular brand. Therefore, brands need to have a 

relatively large size on social media and web searches for having a modelling 

potential using the above framework. It is always possible to model opinions and 

customer preferences, even for smaller brands, but all other dimensions in the 
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framework only work for brands with large data amounts in terms of social media 

and web searches. The threshold for data size is often determined experimentally, 

but the rough guidelines are over 50k Tweets, Facebook reactions, or Google 

searches mentioning the brand. The brands modelled in Papers I and II had over 

500 million tweets and 15 million Facebook reactions, respectively, while the 

Apple stock symbol in Paper V had millions of Google searches.  

The main differences in the above data types is how transparent people are on the 

different platforms. Google searches are closer to the truth, as we can search for 

anything we want, while platforms such as Facebook, Instagram, and TikTok 

present a highly polished picture of peoples’ lives, as these platforms favours 

success, which is measured by likes and other user actions. The Social Filtering 

Model in Table 11 shows and explains these differences and determines the 

potential use of social data in the Predictive Modelling Framework. 

The stock market has been modelled in many articles using Twitter and Google 

Trends data as inputs, showing good predictive power for these data types. Refer 

to Bollen et al. 2011; Zhang et al. 2011; Pagolu et al. 2016; Hu et al. 2018; Bijl et 

al. 2016; Batra et al. 2018; Oliveira et al. 2013; Oh et al. 2011; Preis et al. 2013), 

Nguyen et al (2015), Curme et al (2014). 

Purchase intentions, which include attention, interest, and desire, have been 

modelled in many articles using Twitter, Google Trends, Instagram, Facebook, 

TikTok, and social media influencer data as input, with good predictive power for 

these data types (see e.g. Astuti et al. 2018; Zhang et al. 2021; Bag et al. 2019; Lo 

et al. 2016; Guo et al. 2019; Erkan et al. 2016; Lim et al. 2017; Hermanda et al. 

2019). 

Sales have been modelled in many articles using Twitter, Google Trends, 

Instagram, Facebook, blogs, and social media influencer data as input, also with 
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good predictive power for these data types. See e.g. Brown et al. 2013; Lassen et 

al. 2014, 2016; Asur et al. 2010, Zhang et al (2017), Fan et al (2017), Hasan et al 

(2018), Kim et al (2019), Liang et al (2015) and Lee et al (2019). 

The predictive modelling of sales also works best with low-to-medium filtered data 

sources, although some models have worked relatively well with highly filtered 

data sources like Facebook and Instagram.  

Google Trends data work better for the predictive modelling of sales because most 

people use Google searches in their customer journey before buying a product and 

they search with almost no filtering.  

However, TikTok, Facebook, and Instagram data are rather used to present 

products in filtered glamorous settings, and these data do not often reflect the 

unfiltered honest opinions of users about these products.  

Trends have been modelled in many articles using Twitter, Google Trends, 

Instagram, Facebook, blogs and influencers social media data as input data, finding 

good predictive power for these data types (see e.g. Granata et al. 2019; Gloor 

2017; Altshuler et al. 2012). 

Trust, reputation, and Net Promoter Scores have been modelled in many articles 

using Twitter, Google Trends, Instagram, Facebook, blogs, and social media 

influencer data as input data, with good predictive power for these data types (see 

e.g. Khadangi et al. 2013; Kandias et al. 2013; Prada et al. 2020; Peetz et al. 2016; 

DuBois et al. 2011; Vedula et al. 2017; Zaki et al. 2016; van Velthoven 2014; Pop 

et al. 2021). 

Opinions and customer preferences have been modelled in many articles using 

Twitter, Google Trends, Instagram, Facebook, blogs, and social media influencer 
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data as inputs, with good predictive power for these data types (see e.g. Jiang et al. 

2019; Sobkowicz et al. 2012; Fang et al. 2020; Nguyen et al. 2012). The opinions 

and preferences of customers can be used for product and service innovation and 

development by simply considering customers’ comments, likes, dislikes, and 

wishes for features. 

 

 
8.2 Digital maturity impacts the use of social data  

Digital maturity refers to the ability of an organization to use digital technologies 

to change traditional ways of doing business, improve performance, and deliver 

value to customers. It encompasses the integration of digital technologies into the 

organization's strategy, operations, culture, and customer engagement. Digital 

maturity have an impact on the use of social media, blogs, forums and web search 

data.  

See e.g. Ransbotham et al (2015), Hull et al (2020), Hanna et al (2011) and 

Nambisan et al (2017).  
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Figure 12, Digital Maturity Model, by Boston Consulting Group (2021) 

Organisations should be aware of their level of digital maturity, as this can limit 

their potential use of social media, blogs, forums and web search data in the Table 

14,  Predictive Modelling Framework. Digital maturity analysis can address 

problems such as aversion, (Kane et al (2015)), opacity (Westerman et al  (2011)), 

and human-machine collaboration (Brynjolfsson & McAfee (2014)).  

For an academic version of the digital maturity model, I refer to Lasrado et al. 

(2016), who focus on the use of social media and size of IT investments and 

measure digital maturity based on this use. Instead, the digital maturity model of 

the Boston Consulting Group (2021) focuses more on how social media is used 

and measures digital maturity stages based on this. Their model also includes 

intelligent links between social media, customer journey, and the use of first- and 
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second-party data. I consider that the use of social media data needs to be 

strategically aligned with CRM, customer journey, and first-, second-, and third-

party data throughout all relevant departments in an organisation. In this sense, the 

model of the Boston Consulting Group (2021) is the most inclusive and pragmatic 

one. However, it is not enough to focus on how much organisations use social 

media, but it is also important to focus on how social media is used and aligns with 

the CRM, customer journey, and strategy of the company.  

Teichert (2019) examines 22 digital maturity models over 2011–2018, 12 by 

academics and 10 by practitioners. His conclusion is that most models provide an 

incomplete picture of digital maturity and that the description of digital maturity 

stages is inconsistent across models. Teichert (2019) also mentions that the 

manufacturing domain is overrepresented in the examined maturity models, while 

the service domain, for example, requires more research and focus. 

The Boston Consulting Group’s (2021) digital maturity model is one of the newest, 

considering that the digital landscape moves fast. Their model also has some of the 

problems pointed out by Teichert (2019), but considers the shift from third-party 

to first- and second-party data, which was a major disruptive factor in advertising 

and marketing in 2021. Specifically, Apple, Microsoft, and Mozilla have stopped 

access to third party cookie data in their browsers in 2021 and Google will also 

follow this trend in 2023. This has fundamentally changed the data landscape of 

digital maturity models (see BBC 2021).     

 

 

9. Findings 

Chapter 1 presented the research questions that this PhD thesis is aiming to answer, 
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also describing the links of the research questions with the five papers and the key 

contributions. Below, I detail the findings based on the research questions. 

 

RQ1: Which social data types can be used to predict consumer 
purchase behaviours and to what extent does it work for different 
brand types? 

Paper I showed it is possible to predict iPhone sales with Twitter data and paper II 

showed we can predict H&M sales with Facebook data. Conversely, paper III 

demonstrated it is not possible to predict Mikkeller beer sales with either Google 

or Facebook data. Research into the reasons for these predictive modelling 

successes and failure has shown important insights about both the nature and size 

of the social data, which are determining the potential use of social data in 

predictive models. These insights led to the development of  the Figure 10: Social 

Filtering Model. This model shows how filtering is determining which content we 

can consider and measure on different social platforms. This model is the most 

important contribution of this PhD thesis, as it lays the foundation for a more 

scientific discussion on the potential uses for social data. The Social Filtering 

Model also led to the development of Table 14, Predictive Modelling Framework. 

This model is considering both the filtering and size of data, to make 

recommendations about which social data to use for specific modelling contexts. 

The degree of filtering on social data platforms is determining the potential use of 

these data for sales modelling. The size of social data is determining which brands 

are suitable for sales modelling with social data.  
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RQ2: What, if any, are the explanatory mechanisms for social data 
based predictive models for consumer purchase behaviours? 

Customer journey models are used in the first four papers of this PhD thesis, as the 

conceptual model explaining how all social data can be placed in one of the phases 

of a customer journey model. As social data are a proxy for the activities in each 

phase of a customer journey model, the social data acting as proxies for the last 

two phases of a customer journey model contains strong links between the 

behaviour regarding social data and purchasing behaviour. Therefore, the small 

proportion of all social data belonging to the last two phases in the customer 

journey model is the reason why some social data can predict sales if the dataset is 

big enough. Refer to the size recommendations in chapter 8.2 Guidelines for size 

of dataset, in the Predictive Modelling Framework.  

This is best illustrated using a simple customer journey model, as in below Figure 

12. 
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Figure 13: Awareness, research, decision, and purchase journey model. 

Source: Jansen et al. (2011). Copyright permission from Dr. Jim Jansen 

The 500+ million tweets from the iPhone model in Paper I, could be used as an 

example where about 20% of the tweets belong to the decision phase and about 

10% to the purchase phase. These numbers are only examples of what the actual 

proportions could be. This example illustrates that if these proportions are 

relatively stable in the iPhone Twitter dataset, then a simple regression model can 

learn the links between the tweets containing ‘iPhone’ belonging to the decision 

and purchase phases and the actual iPhone sales.  

Customer journey models have become increasingly complex over time, but the 

older and simpler customer journey models illustrate the clear relationships 

between social data and sales.  

 
RQ3: To what extent can social data provide predictors for investor 
behaviour? 
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Paper V showed the predictive power of Google searches for Apple stock volatility 

applied to Apple stock investor behaviour, based on the customer journey concepts 

developed in papers I–IV. The Apple stock and Google search data were chosen for 

this predictive modelling case based on both the Social Filtering Model and the 

Predictive Modelling Framework. Choosing the Apple stock with one of the largest 

web search volumes ensured a large dataset, while the choice of Google searches 

ensured a very low social filter on these data. The model failed in modelling the 

Apple stock price, but visual graphs of Google searches for the Amazon stock symbol 

showed a higher correlation with the Amazon stock price than for the Apple stock. 

Therefore, the method in paper V can be successfully used modelling stock prices for 

stocks other than Apple. Paper V also showed the stock symbols for big tech stocks 

being the most important Google searches for stock volatility, and this led to an 

important distinction between private and professional investors’ use of stock 

symbols on Google searches. In other words, Google searches have good predictive 

power for at least stock volatility, if the data are large enough. Chapter 8. Predictive 

Modelling Framework showed the successful use of both Google searches and 

Twitter data for the predictive modelling of investor behaviour in many articles. As 

such, it would be interesting to combine Twitter and Google search data for the 

predictive modelling of investor behaviour. The main contribution of paper V is the 

investor journey model, explaining why the Google search data have predictive 

power for investor behaviour. Another contribution is the identification of private 

and professional investors’ different uses of Google searches, and the high 

importance of stock symbols, among all the stock related Google searches for 

predictive modelling of investor behaviour.  

 
RQ4: How can extant social data models be adapted to better inform 
the predictive models of consumer and investor behaviours?  

Figure 10: Social Filtering Model., shows important differences in the nature of 
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social data and how it affects which conversations we listen to and measure on 

different social platforms. Therefore, this model is an important contribution for 

the scientific discussion of how social data can be used. An example is social media 

platform TikTok, which started in 2016, but commenced its high growth journey 

when the COVID-19 pandemic started in the early 2020. 

 
Figure 14: Google searches for TikTok, Twitter & Instagram 2018–2023. 

Source:https://trends.google.com/trends/explore?date=today%205-

y&q=tiktok,Twitter,Instagram 

According to above Figure 14, in April 2023, TikTok had 75% of the Google 

search volume of Twitter and almost 40% of the Google search volume of 

Instagram.  

A customer journey model, using data from Google searches, blogs, forums, 

Instagram, Facebook, and TikTok has to consider the differences in the nature of 

all these data sources. The Social Filtering Model explains some important 

differences in these data sources, which will bring better insights for using them. 

TikTok proved the perfect entertainment medium over the COVID-19 isolation 
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period, but from a filtering sense, it is fair to ask what can we use these data for? 

Many trends start on TikTok, making TikTok difficult to overlook for predicting 

trends, but trends also start on YouTube, Instagram, and other platforms. TikTok 

features videos from 15–180 seconds, so it is like the original Twitter concept with 

140-character tweets blended with YouTube. Only time will show if TikTok also 

increases the length of their videos, similar to Twitter´s expansion to 280 characters 

tweets in November 2017. As of now, TikTok has a high filtering score in the 

Social Filtering Model, together with Instagram and Facebook, because the 

concept is very liked and follower driven, similar to Instagram and Facebook – the 

entertainment factor on TikTok is measured in likes, shares, and followers. 

However, while Facebook and Instagram favours success in peoples’ lives, TikTok 

is favouring a successful entertainment factor. Twitter has more dimensions as a 

microblog and social network, covering other topics than TikTok, Instagram, and 

Facebook. The format on Twitter is rawer, as spelling errors and typos are more 

socially acceptable, whereas immediacy and being first with news are often more 

important. The likes, replies, retweets, and shares on Twitter are still ensuring a 

medium filtering in the Social Filtering Model, but the data have more potential 

uses compared to the highly filtered data from TikTok, Instagram, and Facebook. 

Searches on Google and YouTube have low filtering in the Social Filtering Model, 

as people can search for anything they want. Social filters are only applied if 

someone is watching the search or if people are worried their employer is 

monitoring their Internet access at work. This makes search data from Google and 

YouTube raw and unfiltered and explains why data from Google Trends are often 

outperforming social data from more filtered platforms in many models, and also 

can be considered as more truthful in many cases. 

This is also shown in Figure 10: Social Filtering Model., which was used to 

develop chapter 8. Predictive Modelling Framework.  
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10. Conclusions 

This thesis explained why social media and web search data have predictive 

power for sales and stock price volatility if social data are big enough. 

Specifically, I demonstrated the successful use of Twitter and Facebook as 

predictors for iPhone and H&M sales and gave the example of Mikkeller for social 

data being too small to have predictive power for sales. I also demonstrated the 

successful use of Google search data as predictors for Apple stock price volatility. 

In this final chapter, I discuss the contributions of the results of this PhD thesis to 

the literature, their implications for practice, and my future research strategy. 

 

10.1 Contributions to the Literature 

The initial contribution of this doctoral dissertation is explaining why social media 

and web search data have predictive power for sales and stock price volatility, 

while the main theoretical contributions are (i) the development of predictive sales 

models using Twitter and Facebook data and (ii) the development of a predictive 

model for stock price volatility using Google search data.  

In particular, this thesis conceptualizes the customer journey as the main model 

explaining why social media data have predictive power for sales. Further, by 

building on the customer journey model, it develops the investor journey model as 

the main model for explaining why web search data have predictive power for 

stock price volatility.  

From a practical viewpoint, the thesis also offers detailed guidelines for researchers 

and practitioners to implement this conceptual model to the predictive modelling 

of sales, stock price volatility, and other domains. In paper IV, a more generalized 
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predictive model for several domains is presented and the logic of the customer 

journey model is used as an example in epidemiology. Specifically, in 

epidemiology, all social media texts and flu-related web searches can be 

categorized into the different phases of spread, incubation, immunity, resistance, 

susceptibility etc. This is the conceptual model-based explanation for why social 

media and web search data can predict the spreading of the seasonal flu, COVID-

19, and many other infectious diseases if the data are large enough.  

A second contribution is testing of how large social media and web search data 

have to be to predict sales. See chapter 8.2 Guidelines for size of dataset, in the 

Predictive Modelling Framework. Papers I and II showed that Twitter and 

Facebook data for iPhone and H&M were large enough to predict sales, while 

paper III demonstrated that the social media and web search data for Mikkeller 

were not. A lab test of Google search data for Nike also showed these data were 

large enough to predict Nike worldwide sales out-of-sample on a quarterly basis. 

Based on these experiences, Apple stocks were chosen for modelling in paper V, 

as Google search data needed to be the largest possible.  

A third contribution of this thesis is identifying four different cases of social-data-

based prediction models for smartphones, clothing, beer, and stocks. One refers to 

Twitter data predicting iPhone sales (paper I), a second one to Facebook data 

predicting H&M sales (paper II), and a third one to social media and web search 

data failing to predict Mikkeller Brewery sales due to the small size of the 

Mikkeller brand and the related social data. The fourth case is demonstrating 

Google search data can be used as predictors for Apple stock price volatility, 

succeeding in reasonably forecasting out-of-sample, with a mean average 

prediction error of 38.5% (paper V). In paper IV, the cases from papers I and II are 

reviewed together with 38 research articles using social media and web search data 

for predictive modelling in five domains: epidemiology, sociopolitics, culture, 
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marketing, and finance/economics.  

A fourth contribution is the introduction of chapter 7. Social Filtering Model, 

which explains important social filtering differences for social media, blogs, 

forums and web search data. This can start a scientific discussion about the 

potential uses of social data.  

A fifth contribution is the introduction of chapter 8. Predictive Modelling 

Framework, which builds on the Social Filtering Model, and gives practical 

guidelines for the use of social media, blogs, forums and web search data, in the 

domain of marketing and finance predictive modelling.  

10.2 Managerial Implications 

The traditional data used for forecasting within the sales and marketing include 

mostly CRM data, qualitative interview data, and market research reports. One 

example of classical sales forecasting methods can be found at 

https://corporatefinanceinstitute.com/resources/knowledge/modeling/forecasting-

methods/ (retrieved 26 October 2021).  

The use of social media and web search data for forecasting purposes within sales 

and marketing is increasing but it is not wide enough just yet. However, as 

described by Cui et al. (2018), social media data can significantly improve the 

accuracy of existing sales forecasting methods, based on their experiment 

involving an online clothing company and its Facebook data.  

Pepsi and Procter & Gamble are examples of large brands that have adopted social 

media data in forecasting demand early on. Pepsi has worked with marketing 

prediction agency Black Swan since 2013 for predicting both demand trends and 

also later sales (Stewart 2018).  
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Pepsi has also worked from 2020 with Tastewise agency, who claim to have 

monitored 95 million menu items, 226 billion recipe interactions, and 22.5 billion 

social posts, among other consumer touchpoints. Pepsi also has their own demand 

accelerator AI solution built on internal datasets, which includes data from more 

than 100 million U.S. households, with first-party data at the individual level 

representing more than half (Lazzaro 2021). 

By employing more social media and web search data for forecasting sales and 

trends for services and products, large and medium brands can better adapt to a 

fast-changing world. Further, by employing the techniques for predictive analytics 

in this thesis, brands can change their digital maturity. 

 

 

 

10.3 Limitations  
 
Twitter, Facebook, Google search and YouTube Search data were tested in this 

PhD,  

as predictors for consumer purchase and investor behaviour. The insights from 

these data were used to develop Figure 10: Social Filtering Model and Table 14,  

Predictive Modelling Framework.  

 

These two new social data models could have been further substantiated by using 

more social data. The reason for not including more social data in the five papers, 

was the limited access to other data sources. In addition to the data in the five 

papers, I also used social data from Roskilde Festival and industrial projects to 

further develop the two new social data models.  
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Field research from Roskilde Festival Big Data Lab 2015-2018 on Twitter, 

Facebook, Instagram, Spotify, blogs, forums, Google search and YouTube search 

data, and participation in industrial influencer projects with Instagram and TikTok 

data, were also included in the development of Figure 10: Social Filtering Model 

and Table 14,  Predictive Modelling Framework 

 

Conceptual limitations were only to focus on customer journey models, Social 

Network Analysis and Social Set Analysis. The scope of this PhD thesis could 

have been expanded to include conceptual social data models with, for example, 

Big 5 personality types and Big 6 human emotions. As shown by Alan et al (2016) 

and Azucar et al (2018), personality types are determining how humans act on 

social media. So using conceptual models with these dimensions could have 

revealed more patterns on human purchase and investor behaviour and could also 

have further substantiated Figure 10: Social Filtering Model. The Social Filtering 

Model is also broadly generalizing into low, medium and high filtering for only 

Google search, Twitter, blogs, forums, Facebook, Instagram and TikTok data. The 

Social Filtering Model will be developed into a more operational model, which 

can measure the filtering more precise per actor group and on more social data 

types.  

 

A methodological limitation is the lack of interview data. The touch points in both 

customer and investor journeys could have been explored in new directions with 

interview data. As mentioned below in subsection 10.4 Future Research Directions 

, interview data can reach dimensions not seen by the big social data from social 

media and web searches.  

A social influencer for the iPhone sales is Justin Bieber. His influence on iPhone 

sales could be modelled together with other iPhone influencers, as a part of the 
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customer journey using SNA. However, for modelling total iPhone sales, hundreds 

of millions social media posts containing ‘iPhone’ are relevant, which was shown 

in paper I, but tracing all these social media posts to influencers is not useful for 

total sales modelling purposes. Using Justin Bieber as an example of an iPhone 

sales influencer, there is no doubt he has contributed making the iPhone cooler and 

trendier among his fans, and also changed the iPhone’s reputation among them. As 

such, for modelling marketing variables as brand coolness, trendiness, and 

reputation, social influencers are important. Such modelling can be done with both 

SNA and SSA, where each social influencer is a subset in the total dataset. For the 

iPhone sales prediction in paper I of this PhD, more than 500 million tweets 

containing ‘iPhone’ were used, but social influencers were not analysed because 

of the limited scope of the paper. However, social influencers could have been 

analysed and modelled with the same Twitter dataset, for modelling sales and other 

marketing variables such as brand coolness, trendiness, and reputation.  

In other words, influencers can be analysed and modelled using SSA or set analysis 

rather than SNA (see e.g. del Fresno et al. 2016; Rios et al. 2019). Chapter 4.5.1 

Social Network Analysis vs Social Set Analysis, also lists relevant use of 

influencers under the frameworks of both SSA and set analysis. 

 

Methodological limitations were also to only use regression and time series 

methods for the first three papers in this PhD. Paper IV analyse statistical and 

machine learning predictive models using social data. Lasso and Autometrics 

regression were the only machine learning models used in paper V. 40 new 

statistical and machine learning predictive models are applied on datasets from 

papers I, II, III and V in chapter 6. iPhone, H&M, Mikkeller and Apple datasets, in 

the light of 40 new models. 

But more machine learning models fine tuned and tested more in depth, could 
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have found new important predictors and data patterns. As pointed out by Breiman 

(2001), the classical statistical modelling approaches should be supplemented with 

algorithmic approaches, which is missing in the first three papers of this PhD. 

Paper IV analyses algorithmic and statistical approaches on 38 predictive models, 

and paper V is testing Lasso and Autometrics regression.  

As mentioned in chapter 8.2 Digital maturity impacts the use of social data, 

organisations should be aware of their level of digital maturity, as this can limit 

their potential use of social media, blogs, forums and web search data. Digital 

maturity analysis can address problems such as aversion, (Kane et al (2015)), 

opacity (Westerman et al (2011)), and human-machine collaboration (Brynjolfsson 

& McAfee (2014)).  

 

10.4 Future Research Directions 
I was able to observe where quantitative big data analytics methods could 

supplement QRM methods and vice versa in my research group at the Center for 

Business Data Analytics at CBS (see http://bda.cbs.dk/). Therefore, my future 

research on social-data-based predictive models will include mixed methods, as 

purely quantitative methods can miss important human behaviours, as can purely 

qualitative methods. An example is a two-hour interview that can reach deep 

levels of values and visions, which quantitative methods can supplement and 

explore further. Figure 10: Social Filtering Model will be developed into a more 

operational model, which can measure the filtering more precise per actor group 

and on more social data types.  
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Appendices  
 
Appendix 1, python LazyPredict code for paper I, predicting iPhone 
sales with Twitter data 
  
[1] 
#importing necessary libraries 
import pandas as pd 
import seaborn as sns 
%matplotlib inline 
import statistics as st 
import matplotlib.pyplot as plt 
from numpy import mean 
from numpy import std 
 
[2] 
#importing the iphone dataset as a dataframe 
iphone=pd.read_csv('iPhone.csv') 
iphone.head() 
iphone.info() 
 

 
 
[3] 
pip install lazypredict 
 
[4] 
 
from sklearn.model_selection import train_test_split 
from lazypredict.Supervised import LazyRegressor 
from sklearn.metrics import mean_absolute_error 
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[5] 
 
#Set Variables (X) and Target (Y) . Remove  'Period' as that is the same as year and Quarter and remove 
Sales from X. 
#Divide data into train/test 
#Fit the model 
X =iphone.drop(["Sales", 'Period'], axis=1) 
Y = iphone["Sales"] 
X_train, X_test, y_train, y_test = train_test_split(X, Y, test_size = 0.2, random_state = 64) 
reg = LazyRegressor(verbose=0, ignore_warnings=False, custom_metric=mean_absolute_error)  
models,predictions = reg.fit(X_train, X_test, y_train, y_test) 
models 
 

 
LazyPredict Results table is documented in  
Table 10, LazyPredict results for paper I, predicting iPhone sales with Twitter data 
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Appendix 2, python LazyPredict code for paper II, predicting H&M 
sales with Facebook data   
 
[1] 
#importing necessary libraries 
import pandas as pd 
import seaborn as sns 
%matplotlib inline 
import statistics as st 
import matplotlib.pyplot as plt 
from numpy import mean 
from numpy import std 
import datetime 
 
[2] 
pip install lazypredict 
 
[3] 
from sklearn.model_selection import train_test_split 
from lazypredict.Supervised import LazyRegressor 
 
[4] 
#importing the hm dataset as a dataframe 
hm = pd.read_csv('H&M.csv') 
hm.head() 
hm.info() 
hm 
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[5] 
#clean the dataset and convert Year and Quarter to int 
hm_cleaned =hm.loc[:,["Year", 'Quarter', "FBLikes", "Sales"]] 
hm_cleaned = hm_cleaned.drop(24) 
hm_cleaned['Year'] = hm_cleaned['Year'].astype('int64') 
hm_cleaned['Quarter'] = hm_cleaned['Quarter'].astype('int64') 
hm_cleaned 
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[6] 
 
from sklearn.model_selection import train_test_split 
from lazypredict.Supervised import LazyRegressor 
from sklearn.metrics import mean_absolute_error 
 
[7] 
#Set Variables (X) and Target (Y)  
#Divide data into train/test 
#Fit the model 
X =hm_cleaned.drop(["Sales"], axis=1) 
Y = hm_cleaned["Sales"] 
X_train, X_test, y_train, y_test = train_test_split(X, Y, test_size = 0.35, random_state = 64) 
reg = LazyRegressor(verbose=0, ignore_warnings=False, custom_metric= mean_absolute_error) 
models,pred = reg.fit(X_train, X_test, y_train, y_test) 
models 

 
LazyPredict Results table is documented in Table 11, LazyPredict results for paper II, predicting H&M 
sales with Facebook data 
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Appendix 3, python LazyPredict code for paper III, predicting 
Mikkeller beer sales with Google searches  
 
[1] 
#importing necessary libraries 
import pandas as pd 
import seaborn as sns 
%matplotlib inline 
import statistics as st 
import matplotlib.pyplot as plt 
from numpy import mean 
from numpy import std 
import datetime 
 
[2] 
pip install lazypredict 
 
[3] 
from sklearn.model_selection import train_test_split 
from lazypredict.Supervised import LazyRegressor 
 
[4] 
#importing the Mikkeller dataset as a dataframe 
mikkeller = pd.read_csv('mikkeller.csv') 
mikkeller.head() 
mikkeller.info() 
mikkeller 
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[5] 
#Clean the dataset 
mikkeller_cleaned =mikkeller.loc[:,["Month", 'Sales', "Google", "YouTube", "GoogleShopping"]] 
mikkeller_cleaned 
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[6] 
#Extract Year and Months  
# Define a function to extract yYear and Months as integers 
def extract_year_month(date_string): 
    date_obj = datetime.datetime.strptime(date_string, '%b-%y') 
    year = date_obj.year 
    month = date_obj.month 
    return (year, month) 
 
# Apply the function to the 'Month' column and create new columns for yYear and Months 
mikkeller_cleaned[['Year', 'Months']] = 
mikkeller_cleaned['Month'].apply(extract_year_month).apply(pd.Series) 
 
#Drop the Column Month 
mikkeller_cleaned =  mikkeller_cleaned.drop(["Month"], axis=1) 
mikkeller_cleaned 
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[7] 
from sklearn.model_selection import train_test_split 
from lazypredict.Supervised import LazyRegressor 
from sklearn.metrics import mean_absolute_error 
 
[8] 
#Set Variables (X) and Target (Y)  
#Divide data into train/test 
#Fit the model 
X =mikkeller_cleaned.drop(["Sales"], axis=1) 
Y = mikkeller_cleaned["Sales"] 
X_train, X_test, y_train, y_test = train_test_split(X, Y, test_size = 0.2, random_state = 64) 
reg = LazyRegressor(verbose=0, ignore_warnings=False, custom_metric= mean_absolute_error) 
models,pred = reg.fit(X_train, X_test, y_train, y_test) 
models 

 
LazyPredict Results table is documented in Table 12, LazyPredict results for paper III, predicting 
Mikkeller sales with Google search data 
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Appendix 4, python LazyPredict code for paper V, predicting Apple 
stock price volatility with Google searches  
 
[1] 
#importing necessary libraries 
import pandas as pd 
import seaborn as sns 
%matplotlib inline 
import statistics as st 
import matplotlib.pyplot as plt 
from numpy import mean 
from numpy import std 
 
[2] 
#importing the iphone dataset as a dataframe 
apple = pd.read_csv('Apple.csv') 
apple.tail() 
apple.info() 
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[3] 
 
#Clean the dataset as it contains many N/A and we only need 7 columns 
#extract relevant columns 
apple_clean =apple.loc[:,["1stLogDiff", 'Volatility', "AAPL", "t-1 AAPL", "t-2 AAPL", "t-3 AAPL", "t-4 
AAPL"]] 
apple_clean 
#remove rows with N/A 
apple_cleaned = apple_clean.dropna() 
apple_cleaned.tail() 
#transform volatility to numerical value 
apple_cleaned.loc[:, 'Volatility'] = pd.to_numeric(apple_cleaned['Volatility'].str.replace('%', '')) / 100 
apple_cleaned.info() 
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[4] 
pip install lazypredict 
 
[5] 
from sklearn.model_selection import train_test_split 
from lazypredict.Supervised import LazyRegressor 
from sklearn.metrics import mean_absolute_error 
 
[6] 
#Set Variables (X) and Target (Y)  
#Divide data into train/test 
#Fit the model 
X =apple_cleaned.drop(["1stLogDiff", 'Volatility'], axis=1) 
Y = apple_cleaned["Volatility"] 
X_train, X_test, y_train, y_test = train_test_split(X, Y, test_size = 0.2, random_state = 64) 
reg = LazyRegressor(verbose=0, ignore_warnings=False, custom_metric=mean_absolute_error) 
models,pred = reg.fit(X_train, X_test, y_train, y_test) 
models 

 
LazyPredict Results table is documented in Table 13, LazyPredict results for paper V, predicting Apple 
stock price volatility with Google search data 
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Abstract 

Recent research in the field of computational social science have shown how data 

resulting from the widespread adoption and use of social media channels such as 

twitter can be used to predict outcomes such as movie revenues, election winners, 

localized moods, and epidemic outbreaks. Underlying assumptions for this 

research stream on predictive analytics are that social media actions such as 

tweeting, liking, commenting and rating are proxies for user/consumer’s attention 

to a particular object/product and that the shared digital artefact that is persistent 

can create social influence. In this paper, we demonstrate how social media data 
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from twitter can be used to predict the sales of iPhones. Based on a conceptual 

model of social data consisting of social graph (actors, actions, activities, and 

artefacts) and social text (topics, keywords, pronouns, and sentiments), we develop 

and evaluate a linear regression model that transforms iPhone tweets into a 

prediction of the quarterly iPhone sales with an average error close to the 

established prediction models from investment banks. This strong correlation 

between iPhone tweets and iPhone sales becomes marginally stronger after 

incorporating sentiments of tweets. We discuss the findings and conclude with 

implications for predictive analytics with big social data. 

Keywords: data science, computational social science,social data analytics, 

predictive analytics, iphone sales, iphone tweets, twitter 
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I.1. Introduction 

Social media has evolved into vital constituents of many human activities. We 

share aspects of our lives on Facebook, Twitter, Instagram, Tumblr, and many 

other social media platforms. The resulting social data is persistent, archived, and 

can be retrieved and analyzed. Social data analytics is not only informing but also 

transforming existing practices in politics, marketing, investing, product 

development, entertainment, and news media.  

In this paper, we analyze a complex product that generated a large number of 

opinions on social media. If social media can be characterized as second life for 

some, then smartphone has evolved into an extension of human body and mind. 

The product under analytical consideration, Apple iPhone is one of the best-selling 

products in history and is associated with large amounts of big data on most social 

media channels. Our paper demonstrates how Twitter social data can be used to 

predict the future sales of the Apple iPhone. In particular, we analyze the 

mathematical relationship between twitter social data and iPhone smartphone 

sales. Our research question is stated below: 

Can big social data predict the sales of smartphones? 

Our research hypothesis is that smartphone sales are correlated with tweets and can 

be predicted on the basis of Twitter data. We adopt the method of Asur & 

Huberman [1] and examine if the same principles for predicting movie revenue 

with Twitter data can be used to predict iPhone sales. That is, if a tweet can serve 

as a proxy for a user’s attention towards a product and an underlying intention to 

purchase and/or recommend it. We report and discuss a regression model that can 

predict iPhone sales with 5-10% average error. 

The remainder of the paper is organized as follows. Related work on predictive 
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analytics is reviewed in the next section. Theoretical framework section discusses 

the AIDA sales funnel model and the Hierarchy of Effects information processing 

model of advertising. Methodology section discusses twitter data collection and 

statistical modelling. Results section presents the empirical findings in terms of the 

regression model. Discussion section offers substantive interpretation of the 

statistical results and concludes with implications for predictive analytics in 

particular and computational social science in general. 

I.2. Related Work 

We deliberately limit the review of extant literature to empirical work that 

examined the relationship between social data measures (such as facebook 

posts/likes/comments/shares, and twitter tweets/re-tweets/mentions/polarity etc.) 

and real-world business outcomes (revenues, stock price etc.). 

I.2.1. Social Data & Business Outcomes: Data Science 

There has been substantial research work [2-7] in the direction of predicting the 

stock prices of the companies  based on the analysis of content from the online 

media such as news items, web blogs, twitter feeds.  For example, Gavrilov et al., 

[5] applied data mining techniques on the stock information from various 

companies by clustering them according to their Standard and Poor (S&P) 500 

index, whereas the content from the weblogs is used by Kharratzadeh & Coates [6] 

to identify the underlying relationships between the companies to make predictions 

about the evolution of stock prices.  

The most notable papers in this regard is from Asur & Huberman [1] showed that 

social media feeds can be used as effective indicators of the real-world 

performance. In their work, they used analysis of hourly rate of tweets about 

movies, their re-tweets and sentiment polarity to accurately forecast the box-office 

movies revenue. In fact, their prediction of movie revenues based on the social data 

measures from twitter outperformed the leading market-based predictions of the 
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Hollywood Stock Exchange. In terms of macro-societal relationships, a research 

study investigated whether the public mood as measured from large-scale 

collection of Twitter tweets can be correlated or even predictive of Dow Jones 

Industrial Average (DJIA) values has been explored by Bollen and Mao [3]. 

I.2.2. Social Media Analytics: Information Systems 

Previous literature about social media analytics have focused upon user-generated 

content (UCG) [8-10], as well as the organizational [11, 12], business intelligence 

[13, 14], and predictive aspects of social data [15-20]. For example, Zimbra et al., 

[10] combined sentiment analysis with topic analysis in order to analyze a Wal-

Mart discussion forum to improve organizational decision-making. Huber et al., 

[8] studied how companies can use wall posts and comments on Facebook to 

stimulate user engagement, while Lin and Goh [9] investigated the co-existence of 

customers and marketers in order to determine the value of their content on social 

media. Heath et al., [11] empirically studied how a strategic organizational 

engagement in social media can advance organizational goals, while Larson and 

Watson [12] introduced a social media ecosystem to explain the different 

stakeholder positions in and around the company. Dinter and Lorenz [13] 

articulated a research agenda for social business intelligence (social BI), while 

Rosemann et al., [14] sought to advance the conceptual design of BI with data 

identified from social networks amongst others through a discussion of social 

customer relationship management (social CRM) and social BI.  

There is an elaborate body of work done on predictive analytics. Seebach et al., 

[18] suggested that companies include data on customer’s online search into their 

IT systems in order to increase their sensing abilities and create a more agile 

business. vd Reijden & Koppius [21] studied how online buzz predicts actual sales 

across different phases of a product lifecycle. Geve and colleagues [15] used 

Google’s index of internet discussion forums and Google’s search trends to predict 
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sales, while Wu and Brynjolfsson [19] used internet searches to predict housing 

prices. Zhang and Lau [20] developed a business network-based model to analyze 

and predict business performances (using the proxies of stock prizes). Nann, 

Krauss, and Schoder [22] analysed multiple online public data platforms such as 

Twitter and Yahoo! Finance in order to predict the stock market, while Oh and 

Sheng [17] analysed the predictive power of micro blog sentiments on stock price 

directional movements. 

In general, we find that most of prior related work in the field employs analytical 

methods for sentiment analysis of the content (social text analytics) or the social 

network analysis techniques to study social relationships (social graph analytics). 

When compared to the prior related work, our approach in this paper is novel in 

the sense that we use both social graph analysis combined with social text analysis 

(e.g. sentiment analysis) to compute relationship between the social data (e.g. 

twitter data) and financial performance (e.g. quarterly revenues) of the companies.  

Furthermore, as far as we know, we are the first to use twitter data in measuring 

the relationship between twitter data and quarterly sales of iPhones. That said, we 

contribute to the knowledge base by empirically investigating a new domain 

(smartphone sales), theoretically grounding our analysis in relevant domain 

theories (AIDA & Hierarchy of Effects, discussed next), and extending Asur and 

Huberman’s [1] model to include seasonal weighting.  

I.3. Theoretical Framework 

In this paper, we build on and substantially extend the method of Asur & Huberman 

[1] for predicting movie revenue with Twitter data to predict iPhone sales. That is, 

if a tweet can serve as a proxy for a user’s attention towards a product and an 

underlying intention to purchase and/or recommend it. In the next section, we 

discuss the AIDA and Hierarchy of Effects models in order to delineate the 
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conceptual relationship between users’ propensity to tweet and the probability to 

purchase a product. 

I.3.1. AIDA 

AIDA model stands for Awareness, Interest, Desire, and Action and refers to the 

various stages in a sales process. AIDA was first formulated by Elmo St. Lewis 

and its original criteria have been subsequently modified to fit technological 

developments as well as changes in consumer behavior [23]. In terms of the 

relationship between social data about and sale of an iPhone, the AIDA sales funnel 

is outlined below. 

The first step, awareness/attention can result from  

• news reading 

• friends, colleagues, classmates having the iPhone 

• tweets, facebook news, other social media info 

• commercials 

• seeing the iPhone in use on the metro/bus/train etc 

The second step, interest/knowledge/liking can result from 

• role models having the iPhone 

• trying a friend’s iPhone 

• comparing the iPhone with models from Samsung, Nokia etc. in a mobile 

phone shop 

• reading reviews of phones online including social media 

The third step, desire/preference can involve 

• evaluating iOS vs. Android vs. windows mobile, and forming preferences for 

what is perceived to be  most easy, intuitive, cool, nerdy, configurable, less 

app costs, most apps etc. 
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• social  influence processes of identification, conformity etc. [24, 25] 

• price/needs/features – nice-to-have vs. need-to-have considerations 

The fourth and final step, action/conviction/purchase, can lead to 

• purchase of the new iPhone or one of its competitors. 

• holding on to the old mobile/smartphone for a further period 

• opting out of the product category of smartphones all together 

• product mention/recommendation/review in face-to-face settings (traditional 

Word of Mouth) and/or online including social media platforms such as 

twitter 

I.3.2. Hierarchy of Effects (HoE) 

Hierarchy of Effects (HoE) refers to a family of psychological models that seek to 

explain human information processing of advertisements [26]. It was first 

formulated by Lavidge and Steiner [27] and has been the subject of much debate 

in advertising research [28]. HoE posits a psychological cascade of cognition, 

affect, and behavior in terms of how advertisements work.  According to HoE 

models, advertisements are processed during the cognition phase, leading to the 

formation of a positive, negative or neutral affection which in turn leads to 

subsequent behavior. There are three different orderings of the hierarchy [29]: 
 
• Learning Hierarchy (C-A-B) is the typical consumer behavior scenario of 

learning about a product, forming an opinion, and deciding to purchase it or not. 

• Dissonance Hierarchy (B-A-C) also known as “buyer’s remorse” results when 

consumers purchase the product first without much deliberation and then have 

negative experiences of it leading to product awareness. 

• Low-Involvement Hierarchy (B-C-A) occurs in cases of habitual repurchases 

owing to brand loyalty (Apple iPhone in our case)  and/or product type (for 

example, bottled water) 
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Tweets about iPhones can play a role on all three different orderings of the HoE 

listed above in terms of learning about the product, evaluating one’s own 

experience of it with those of others, and engaging with the product as a brand 

loyalist by following iPhone related twitter streams. Figure 1, taken from [30], 

shows the close relationship between the AIDA and HoE models. 
 

 
Figure 15: AIDA and Hierarchy of Effects Models 

To sum up, tweets about iPhones in particular and smartphones in general are 

associated with all four stages of the AIDA model and all six stages of the 

Hierarchy of Effects model. Drawing on Asur and Huberman [1], we treat social 

data from twitter as a proxy for a user’s attention towards the object of analysis 

which in our case is the iPhone. That said, from the specific domain, we consider 

a tweet about an iPhone as a proxy for a user’s involvement in one of the different 

stages in the AIDA and HoE models. To be clear, we do not classify each tweet as 

belonging to a particular stage of AIDA or HoE but treat them as social media 
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manifestations of real-world activities of users/consumers with respect to the 

iPhone.  

I.4. Methodology 
I.4.1. Dataset 

We collected over 400 million tweets containing the phrase “iPhone” in the period 

2007-2013 using Topsy Pro Analytics1. Technically, our data collection did not 

use the Twitter firehose, but a Twitter API solution with full access to all Twitter 

data. We searched for the phrase “iPhone” in Topsy Pro, which then returned 

number of all tweets (Tweets, retweets, and replies) for the time period specified, 

and with sentiment numbers calculated. These numbers form the basis for 

prediction of one quarter sales of iPhones.  

We read the numbers of Tweets, and corresponding sentiment number in Topsy 

Pro on the screen, and inputted those numbers into Microsoft Excel. We employed 

calendar based quarters rather than the financial quarters of Apple for the 

modeling. 

I.4.2. Quantity  of Tweets 

To provide an example, for the time period of 10-September-2013 to 10-

December-2013, we made a data query in Topsy pro, specifying the period and 

searching for the phrase “iPhone” in all tweets (tweets, replies, retweets). For this 

example result was 44.62 million tweets and the corresponding sentiment number 

of 64. 

I.4.3. Quality of Tweets 

The sentiment number in above example expresses 64% of all tweets as positive. 

The Topsy Pro has calculated this sentiment number on a smaller fraction of the 

44,62 mio tweets. The Topsy Pro sentiment algorithm is a black box, and all we 

know, from their self-reported descriptions, is that it is optimized for English text. 

 
1 https://pro.topsy.com/  
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If we define 

• p : Tweets with positive sentiment 

• n : Tweets with negative sentiment 

• o: Tweets with neutral sentiment 

• t  : Total number of Tweets 

then Subjectivity is: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑝𝑝 + 𝑛𝑛
𝑜𝑜

=
𝑝𝑝 + 𝑛𝑛

𝑆𝑆 − (𝑝𝑝 + 𝑛𝑛)
 

(1) 

and Positivity to Negativity (PN) Ratio is: 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆𝑜𝑜 =
𝑝𝑝
𝑛𝑛

  (2) 

In Topsy pro the equivalent value is a normalized ratio (0 - 100%) between the 

positive tweets and tweets with opinions 

𝑆𝑆𝑆𝑆𝑛𝑛𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑛𝑛𝑆𝑆 =
𝑝𝑝

𝑝𝑝 + 𝑛𝑛
 (3) 

I.4.4. Seasonal Weighting of Tweets 

Season weight was calculated as the given quarter’s proportion of the last calendar 

year. For example, the season weight for calendar Q3.2013 was calculated as 

below: 

 
                          Q3.2013           iPhone  sales                                                    
(Q3.2013 + Q2.2013 + Q1.2013 + Q4.2012) 
 
=                          33.8 million          iPhone sales 

(33.80 + 31.24 + 37.43 + 47.79) 
=  0.225 

This proportion number 0.225 is then divided with 0.25 (0.225 / 0.25 = 0.90) to 
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yield the season weight for that particular quarter. So the season weight for 

Q3.2013 is 0.90 which is multiplied with the 38.72 million tweets for that quarter.  

Calculating season weights this way, always 4 quarters back in time, ensures that 

the calculation is always a mix of Q1, Q2, Q3 & Q4. So only one season weight 

has to be estimated, which is the latest number for prediction for next quarter. We 

also tried with 2 years average on the season weighting calculation, but best 

correlation between iPhone tweets and iPhone sales was obtained with calculation 

of season weight for 1 year of sales data. The season weighting method with best 

correlation is based on 1 year of sales data, so an estimated season weight must 

always go 1 year back. It might be critiqued that once the model get the season 

weight, it gives the model a strong hint on the number of sales. We do not agree 

this criticism as most sales prediction models incorporates season weights, as sales 

fluctuates with considerable season variation. Our use is not much different from 

the use of season weights in other prediction models. 

I.4.5. Overall Model 

We have made both a linear regression, and a multiple regression prediction model, 

based on Twitter data. Our final choice was to include the sentiment data from 

Topsy Pro2 as our second variable as the sentiment variable improved the 

correlation and accuracy of the prediction model. Input for the prediction model 

was then: 

 
  

Where 

• 𝐴𝐴𝑡𝑡𝑡𝑡: Time lagged and season weighted Twitter data 

 
2 https://pro.topsy.com  
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• 𝑃𝑃𝑡𝑡𝑡𝑡: Sentiment of 𝐴𝐴𝑡𝑡𝑡𝑡 

• y: iPhone sales in Units 

After using multiple regression analysis in SAS statistical software, we could 

calculate difference between predicted sales and actual sales, which ended up with 

5-10% average error. This concludes our methodological discussion and we now 

present and discuss the results.  

I.5. Results 

As mentioned earlier, we used Topsy Pro, to analyze over 400 million tweets in 

the period of  the Third Quarter of 2007 to the Fourth Quarter of 2013 (Q3.2007- 

Q4.2013). As Apple publishes iPhone sales by quarters, it became natural to build 

a prediction model that worked quarterly. A monthly sales prediction model would 

involve the same principles but our model building followed the structure of 

quarterly sales data. 

Over the period Q3.2007 – Q4.2013 there has been a natural development in the 

size of the population that is active on Twitter. The development in Twitter users 

from 2010-2013 could have affected our prediction model. However, from a 

statistical standpoint, Twitter users showed the same usage patterns during 2010-

2013 when tweeting about the iPhone. We did leave out 2007-2009 from our model 

building for the main reason was a weak link between tweets and sales. 2009 was 

just atypical in many ways, a statistical outlier – and would have worked as noise 

for our regression model. From 2010 onwards it is the period of iPhone 3GS, 4, 

4S, 5, 5C & 5S.  

There is a strong and documented correlation between tweets and iPhone sales in 

the 2010-2013 period with the Rsquare coefficient of 0.95 and 0.96 for multiple 

regression with sentiment as the second variable. Output from SAS statistical 

program is available in the Appendix. Multiple regression analysis – year for year 
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– is a straightforward and quite easy process. However, modeling on a quarterly 

basis, is a different matter. Only the introduction of seasonal weighting could make 

our regression model work on a quarterly basis. We have observed that many other 

prediction models like Morgan Stanley’s “Alphawise Smartphone tracker” also use 

seasonal weighting. We did not copy the principle of seasonal weighting from 

others, but based on our practical model building professional experience, we 

realized the necessity of quarterly seasonal weighting. The principles for monthly 

weighting, would follow – more or less – the same principles if monthly sales data 

is available. We ended with a prediction model, which showed an average error on 

app 5-10% for most of the time periods with iPhone sales. The 5-10% average error 

is close to the average error of the leading predicting methods from Morgan Stanley 

and IDC – and our model is much simpler and uses less factors (discussion 

forthcoming). With more research into our model, we expect to get the average 

error even further down. Figure 2, below presents predicted vs. actual iPhone sales. 
 

Figure 2: Predicted Quarterly Sales vs. Quarterly Sales 
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Our main finding is the strength of Twitter as a social data source for predicting 

smartphone sales. We assume the principles of our prediction model can be used 

on other products that generate customer opinions and feelings on Twitter. Figure 

2 presents the model with final data and shows a prediction of 37 million iPhone 

sales for Q2.14. 

Figure 3 shows that the subjectivity has a declining tendency over time suggesting 

that people are not as opinionated (passionate) about iPhones as they used to be. 

This is consistent with the fact that the latest versions of iPhone have not gained 

any major technological innovations but has shifted from "better" to "more" as in 

more CPU power, pixel density, and memory. There is a spike in 2011 Q4 around 

the introduction of iPhone 4S. Also many other black touch sensitive HD screen 

smart phones with similar capabilities and competitive prices have been introduced 

on the market since 2010. As the smartphones have increasingly become a mass 

market product, the "cool" factor of the iPhone has diminished.  

 
Figure 3: Subjectivity values based on formula (2) 

Both the PNRatio shown in Figure 4 and the Sentiment ratio shown in Figure 5 

shows a declining tendency that indicates that people are still positive about 

iPhones but with the overall tendency is decreasing over time. This is consistent 

with the subjectivity findings as people are less opinionated and less positive about 

iPhones than before. 
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Figure 4: PNRatio values based on formula (3) 

 
Figure 5: Sentiment values based on formula (4) 

 
Figure 6 presents the output from the statistical software, SAS. 
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Figure 6: SAS Output for the Prediction Model 

I.6. Discussion 

To summarize, we used Topsy Pro, to analyze over 400 million tweets in the period 

of  the Third Quarter of 2007 to the Fourth Quarter of 2013 (Q3.2007- Q4.2013). 

We have made both a linear regression, and a multiple regression prediction model, 

based on Twitter data.  Previous research has explored the differences between 

tweets, retweets and replies on Twitter [31, 32]. However, for our initial model 

building, we used all the tweets about the iPhone with no differentiation between 

tweets, retweets, and replies and also with no sentiment analysis.  
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We treated all the tweets as equal and built the first model. Trying to model with 

1, 2 and 3 of the types of tweets, retweets & replies, it became obvious that 

modeling on all types of tweets (tweets, retweets & replies) gave the best 

correlation between twitter activities and iPhone sales. One of the metrics of 

evaluating the impact of tweets and the engagement of followers is called exposure. 

The exposure of a tweets is calculated as the total potential impressions it has, that 

is the sum of all followers including each retweet and the sum of their followers 

and so on. This gives an estimation of the maximum possible users that had the 

opportunity to read the tweet. It does not remove overlap in users, is simple to 

calculate and gives a relative performance count to track twitter trends. As a proxy 

for attention we have chosen only to count original tweets, retweets and replies 

since these represent active measurable involvement of users.  

Social data (like all data) suffers from seasonal variations and therefore requires a 

cautious approach to extracting the underlying trend. Likewise with sales, for 

example, smartphone's are a typical Christmas present and have a boosted sales in 

Q4. To follow the domain-specific theoretical models of AIDA and HoE models, 

we considered time lagging Twitter data from the beginning. When building the 

prediction model, we learned that quarter to quarter correlation between Twitter 

data and iPhone sales did not have the best correlation. We could improve this 

correlation substantially by pushing Twitter data back in time. We tried many 

combinations, with 3-6 months of Twitter data, as basis for quarterly sales. For our 

model building, we chose to weigh all quarterly Twitter data after season weights. 

Season weights were calculated as the quarter´s sales proportion of a full year. The 

quarter up for prediction, calendar Q4.2013, got a season weight as a 2 years 

average, of the season weights in Q4.2012 & Q4.2011. From Adstock models, and 

other related sales prediction models based on AIDA, we know there is a timelag 

from customer attention to the actual product purchase. We therefore tested on 



 

 
207 

Twitter data, timelagged back in time – in relation to the quarter we tried to predict. 

We tried many timelags back in time, and ended up with best correlation between 

iPhone tweets and iphone sales, for Twitter data pushed back 20 days.  An example 

with predicting calendar Q4.2013: Topsy Pro extract of Tweets containing the 

phrase “Iphone” and belonging sentiment number, for the period 10 sep 2013 - 10 

dec 2013 – which is the basis for predicting calendar period Q4.2013 (1 oct. 2013 

– 31 dec 2013). So, the prediction model only predicts quarter sales 20 days before 

the quarter ends. And 50 days before Apple releases the sales figures. 

Our final choice for the model-building was to include the sentiment data from 

Topsy Pro3 as our second variable as the sentiment variable improved the 

correlation and accuracy of the prediction model. Regarding the quality of tweets, 

the sentiment numbers corresponding to given 3-month period of Twitter data was 

calculated automatically by the sentiment algorithm of Topsy Pro. As such, the 

sentiment analysis method is a black box. It is described the algorithm is optimized 

for English text, and for our 400 million tweets, the majority is English text. For 

the non-English tweets? In practice, the sentiment numbers improved the 

correlation between iPhone twitter data and iPhone sales. So we conclude that the 

Topsy Pro sentiment algorithm also works on non-English text, but presumably 

with a lower accuracy than on English text.  

Our final model is then: 

 
 (4) 

 
3 https://pro.topsy.com  
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Where 

• 𝐴𝐴𝑡𝑡𝑡𝑡: Time lagged and season weighted Twitter data 

• 𝑃𝑃𝑡𝑡𝑡𝑡: Sentiment of 𝐴𝐴𝑡𝑡𝑡𝑡 

• y: iPhone sales in Units 

We model the relationship between iPhone sales and iPhone tweets in the period 

of 2010-2013 and exclude the period of 2007-2009.  We find the data for time 

period of 2007-2010 to be noisy. But from 2010 – 2013 the statistical association 

is relatively stable, and gives an excellent correlation. Potential reasons could be 

historical development of user base on Twitter, and also development of the socio-

cultural practices of using twitter. We observed a 5-10% average error from our 

prediction model in formula (1) with the actual sales data over a 2 year period 

2012-2013. This average error is not far from the predictions of Morgan Stanley 

and IDC. For benchmarking purposes, we have identified a few leading prediction 

methods. 

• Morgan Stanley´s “Alphawise Smartphone tracker” by Katy Huberty based 

on Google trend data, seasonal weighting, and socio economic factors4. 

• IDC's Worldwide Quarterly Mobile Phone Tracker®, uses bottom-up 

methodology5 

• Steve Milunovich at UBS6 

• Peter Misek at Jefferies7 
Generated By Information Categories Typical Investment 

Debates 
Typical Applications 

Businesses Operating Locations Do a company's operating 
locations offer a strategic 
advantage over its 
competitors 

Emerging markets 
growth; Company 
competitiveness 

 Product Availability 
 

How is the company 
positioned to meet 
demand? 

Supply-chain bottlenecks; 
Demand Estimates 

 
4 http://tech.fortune.cnn.com/tag/alphawise/ 
5http://www.idc.com/tracker/showproductinfo.jsp?prod_id=37 
6http://www.forbes.com/sites/chuckjones/2013/12/03/ubs-analyst- milun ovich-upgrades-apple-to-buy-with-650-price-target/    
7http://www.forbes.com/sites/chuckjones/2013/09/13/jefferies-peter-mi sek-says-terrible-yields-on-iphone-fingerprint-sensor-hurting-production/ 
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 Product Pricing Is the company able to 
maintain its prices vis-à-
vis its competitors? 

Company/Sector Margin 
Pressure; Inflation; 
Inventory Growth 

 Company Hiring 
 

What positions is the 
company hiring for? 

New product 
expectations;  
Growth expectations 

Consumers & Clients Demographics 
 

What is the relative 
demand from different 
regions? 

Performance of new vs. 
existing stores/regions 

 Product Interest 
 

How successful would a 
new product launch be? 
Demand trends 
 

New Product demand 
Sector demand 
Consumer spending 

 Brand Interest How is a company's 
market share evolving 

Market share changes 

Table 1  

Source: Morgan Stanley Research, AlphaWise 

 

None of the corporate market research analysts reveal the technical background for 

their prediction methods. One of the best predictions comes from Alphawise 

Smartphone tracker and we shortly compare it to Huberman's model [1]. There is 

nothing public about the math in this model but there is public description in 

general terms some of the methodology behind the AlphaWise approach8. The 

generic AlphaWise model is very complex as it takes a vast number of factors into 

consideration. The factors consist of both Business factors such as Location, 

Availability, Pricing, and Hiring and Customer related aspects such as 

Demographics, Product Interest and Brand interest as shown in Table 1. Which of 

the factors are actually included in the Smartphone tracker application is unclear 

and it is a qualified guess that Morgan Stanley uses multiple regression. 

We did not choose to analyze Samsung Galaxy smartphone sales as “Galaxy” is a 

common phrase and will create problems when analyzing it on Twitter. On the 

other hand, the iPhone is a unique smartphone name and is one of the most tweeted 

products. These were the main criteria for our selection of the iPhone, as a case for 

 
8 http://tinyurl.com/q2bkxcd  
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a Twitter prediction model. We believe that such technical matters will 

increasingly become important factors in how companies choose product names. 

Uniqueness of the product name and hence a possibility for conducting social 

media analytics will be a point of consideration in the future. This applies for 

prediction models, customer insights, and many other analytical disciplines that 

deal with social data.  

Regarding generalization, we believe that our approach does generalize to other 

products of predictions for future years. Different products will require different 

season weights but building the prediction model of two different products will 

follow the same principles, with two different set of season weights. The time lag 

can also be different from product to product. For example, some products could 

be best predicted with 5 months of Twitter data. Ultimately, the prediction of sales 

from social data depends on how that specific product´s consumer psychological 

decision-making process is mirrored on social media channels such as twitter and 

facebook. Some products will have strong correlation between product posts on 

social media and product sales in retail and web shops, and some will show weak 

correlation.  

We did consider System Dynamics mathematics, as a model. System dynamics 

was created during the mid-1950s by Professor Jay Forrester of the Massachusetts 

Institute of Technology based on a dynamic complex set of differential equations, 

and causal data relationships. One of the authors of this article have used System 

Dynamics to predict Christmas tree export from Denmark to Germany. System 

dynamics is more optimal for complex data pictures containing significant 

production cycles. It would be possible to build a system dynamics prediction 

model also containing twitter data, to predict smartphone sales. A System 

Dynamics prediction model for smartphone sales could be a natural sequel to this 

article. 
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We chose not to experiment with Facebook data for our model building, based on 

the fact that many product pages on Facebook have about 1% user activity – so for 

the prediction of smartphone sales, we thought that Facebook was too weak a data 

source. However, emerging research results are reporting strong correlations 

between quarterly sales and facebook interactions such as posting, commenting, 

liking, and sharing [33, 34]. That said, for more in-depth analysis of the smartphone 

sales, one could include big data analysis of social data from Facebook and other 

leading social media channels such as Tencent in China. A clear advantage of 

predicting sales with twitter data is the real-time access to data through Topsy Pro 

and other analytical tools. Changes in trends and the market can be identified with 

almost no delays. There is no requirement of phone interviews and traditional 

observations of customer behavior in this social media analytical approach. 

I.6.1. Implications for Organizations 

Our research results have several direct and indirect implications for organizations. 

The direct implications, obviously, are that sales can be predicted from social 

media datasets. The indirect implications are that organizations should strategically 

engage, analyze, and manage social media platforms and mobile applications given 

the strong correlations between real-world sales and digital-world activities such 

as social media interactions. An informed and intelligent organizational use of 

social media to generate competitive advantages  [35] requires not only a the 

adoption of use of technological artefacts for creating valuable affordances [36] 

for users/consumers but also an understanding of the psychological aspects of how 

and why consumers share their experiences, interactions, and opinions about 

products and services as facebook posts, Instagram pictures and tweets [37]. 

As stated earlier, we believe that the principles of our prediction model can be used 

on other products that generate customer opinions and feelings on Twitter. In our 

opinion, big social data analytics that is informed by domain-specific models and 



212  

theories such as the AIDA (Attention, Interest, Desire, and Action) and the HoE 

(Heirarchy of Effects) models can yield descriptive, prescriptive, and predictive 

insights. On that note, we think that the novelty and contribution of our work is in 

the fact that we conduct theory based big social data analytics (in our case, 

marketing theories of AIDA and HoE). We believe that this is a small but 

substantial step towards generating causal explanations and not being limited to 

documenting statistically significant correlations of sales and social media 

interactions. 

I.7. Conclusion 

Drawing from the theoretical framework of AIDA and Hierarchy of Effects models 

in advertising combined with an assumptions that social media actions such as 

tweeting, liking, commenting and rating are proxies for user/consumer’s attention 

to a particular object/product, we demonstrated how social media data from twitter 

can be used to predict the sales of iPhones. We developed and evaluated a linear 

regression model that transforms iPhone tweets into a prediction of the quarterly 

iPhone sales with an average error close to the established prediction models from 

investment banks. This strong correlation between iPhone tweets and iPhone sales 

becomes marginally stronger after incorporating sentiments of tweets. We discuss 

our results in terms of a leading industry research as well as academic research 

based predictive models.  
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Towards A Theory of Social Data: Predictive Analytics in the Era 

of Big Social Data 

Niels Buus Lassen, Ravi Vatrapu, Lisbeth la Cour, René Madsen, Abid Hussain 

II.1. Introduction 

In this chapter, we will advance a theory of social data that distinguishes between 

constituent dimensions of social graph (i.e., socio-technical affordances of social 

media networks) and those of social text (i.e., communicative and linguistic 

properties of social media interactions) as distinct but complementary elements of 

predictive big social data analytics. Additionally, to illustrate the validity and 

applicability of our proposed theory, we adhered to the schematic steps advocated 

by Shmueli and Koppius (2011) in building empirical predictive models that blend 

social graph analysis with social text analysis to: (1) compute correlations between 

social data from multiple social media platforms (i.e., Facebook and Twitter) and 

the financial performance (i.e., quarterly revenues) of corporate entities (i.e., 

iPhones and H&M), as well as; (2) make predictions about the future performance 

of these corporate entities. In doing so, we endeavor to provide an answer to the 

following research question: How can big social data analytics be utilized to 

predict business performance? 

This paper comprises four sections, inclusive of this introduction.. In Section 2, we 

construct our theory of social data by extending Vatrapu’s (2008, 2010) concepts 

of socio-technical affordances and technological intersubjectivity to the domain of 
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social media. Section 3 outlines our methodological strategy for extracting and 

analyzing big social data to build empirical predictive models of business 

performance. Results from analyzing these empirical predictive models are also 

reported in Section 3. The last section, Section 4, summarizes the: (1) implications 

of this study to both theory and practice; (2) insights to be gleaned towards 

informing the application of predictive analytics to big social data; (3) possible 

limitations in the interpretation of our empirical findings, and; (4) probable 

avenues for future research. 

II.2. Towards a theory of social data 

To bridge the knowledge gaps in extent literature, we advance a theory of social 

data that extends Vatrapu’s (2008, 2010) concepts of socio-technical affordances 

and technological intersubjectivity to the domain of social media. Social media 

(e.g., Facebook and Twitter), at the highest level of abstraction, involve social 

entities interacting with: (a) technologies (e.g., an individual using the Facebook 

app on his/her smartphone), and; (b) other social entities (e.g., the same individual 

liking a picture of a friend on the Facebook app). Vatrapu (2008, 2010) labelled 

these interactions as sociotechnical interactions (see also Vatrapu and Suthers 

2010). Socio-technical interactions yield electronic trace data that we termed as 

social data. To derive a theory for social data, we must first determine the 

constituents of socio-technical interactions. As acknowledged by Vatrapu (2010), 

socio-technical interactions are realized through: (a) a social entity’s perception 

and appropriation of socio-technical affordances, as well as; (b) the structures and 

functions of technological intersubjectivity (Vatrapu 2010). 
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Figure 1: Theory of Social Data 

As an illustration of our theory, consider the earlier example of an individual liking 

a friend’s picture on the Facebook app. The performance of such a simple 

sociotechnical interaction already activates multiple social data elements: an actor 

(i.e., individual) performing an action (i.e., liking) on an artifact (i.e., Facebook 

app) for the purpose of expressing a sentiment (i.e., like) and contributing to a 

collective activity (i.e., expanding the social network timeline). Such micro social-

technical interactions, when amassed in large volumes, constitute the macro world 

of big social data, the core premise of this paper.  

II.3.  Methodology and analytical findings 

In this section, we presents details about the collection, preparation, exploration, 

selection, modelling and reporting of two big social data sets to illustrate different 

aspects of our proposed theory of social data. In general, we adhered to the 

methodological schematic recommended by Shmueli and Koppius (2011, p. 563) 

for building empirical predictive models. The remainder of this section is 

organized in accordance with Shmueli and Koppius’s (2011) eight methodological 

steps of predictive model building as depicted in Figure 2. 

 
Figure 2: Methodological Steps in Predictive Model Building [Shmueli and Koppius 2011, p. 563] 

Step 1: Goal Definition 

Social 
Data

Social 
Graph

Actor Action Activity Artifact

Social 
Text

Topic Keyword Pronoun Sentiment



 

 
221 

Our primary goal was to build empirical predictive models of sales from big social 

data. More specifically, by applying predictive analytics to big social data, we 

strive to model and accurately predict the real-world numerical outcomes of 

quarterly sales of Apple iPhone & H&M revenues. 

 

Step 2: Data Collection and Study Design 

We discuss the rationale for the study design first followed by details on data 

collection. 

Study Design: The study was designed to collect and analyze big social data sets 

that serve as illustrative case studies for predictive analytics. Therefore, we 

deliberately introduce variance into both the predicted variable of sales as well as 

the predictor variables of social data attributes.  

 With regard to the predicted variable of sales, we sought to incorporate variance 

in terms of product types (i.e., Apple iPhone: consumer electronics and H&M: 

fashion-clothes) and sales channels (i.e., offline and online; direct and retail). As 

for the predictor variables of big social data, we incorporated variance in terms of 

social media platforms (i.e., Facebook and Twitter), theory of social data attributes 

(Social Graph: actors, actions, artifacts and Social Text: keywords and sentiment), 

dataset sizes (few millions to hundreds of millions of data points), and data time 

periods (few months to years). Table 1 summarizes the characteristics of the two 

big social datasets that have been collected, processed and analyzed in this paper. 
Table 15: Big Social Datasets Collected for Predictive Analytics 
Company Data Source Time Period Size of Dataset Mapping to Social Data Attributes 

Apple9 Twitter 2007 → June, 2015 500 million+ tweets 
containing “iPhone” 

 Social Text: Keyword (“iPhone”) 
 Social Text: Sentiment 

 
9 URL: https://www.apple.com. 
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H & M10 Facebook January 01, 2009 → 
March, 2015 

~15 million 
Facebook events 

 Social Graph:  Actions (Total Likes) 
 Social Graph:  Artifacts (Posts and 

Comments) 
 Social Graph:  Actors (H&M + Non-

H&M) 
 Social Text: Sentiment 

Data Collection: We now present details on the methods and tools used for data 

collection for the two big social datasets. 

 

Twitter (Apple: “iPhone”) 

We collected over 500 million tweets containing the phrase “iPhone” in the period 

2007-2015 (till March, 2015) via Topsy Pro Analytics11. Technically, our data 

collection did not connect to the Twitter firehose, but rely on a Twitter API solution 

with full access to all Twitter data. 

 

Facebook (H&M) 

Facebook wall data was extracted by a specialized big social data analytics tool 

called SODATO. SODATO12 is an IT artifact, a software solution that is custom 

built for collecting, storing, processing, and analyzing big social data from social 

media platforms. The construction of SODATO is not only informed by our 

proposed theory of social data, but it is also methodologically built in adherence to 

Sein et al.’s (2011) Action Design Research (ADR) principles. Technically, 

SODATO utilizes the APIs provided by the social network vendors (e.g., Facebook 

open source API named as Graph API). Table 2 gives an overview of the social data 

collected by SODATO from the official Facebook walls of H&M. 

 
10 URL: http://www.hm.com. 
11 URL: https://pro.topsy.com. 
12 URL: http://cssl.cbs.dk/software/sodato. 



 

 
223 

Table 16: Overview of Facebook Data 

Company Official Facebook 
Wall: Name (id) Time Period Facebook Posts Facebook Comments Facebook  

Likes 

H&M Hm 
(21415640912) 

January, 2009 → 
March, 2015 

127,920 366,863 14,367,067 

 

Sales (Apple and H&M) 

Data for the Apple iPhone’s quarterly sales in millions of units sold and H&M’s 

quarterly revenues in billions of Swedish Kroner (SEK) were obtained from the 

respective companies’ official annual reports. This concludes the presentation of 

the methods and tools used for data collection and overviews of the different big 

social datasets. We now discuss the third step in predictive analytics prescribed by 

Shmueli and Koppius (2011), data preparation.  

 

Step 3: Data Preparation 
Twitter (Apple: “iPhone”) 

We searched for the keyword “iPhone” in Topsy Pro, which then returned number 

of all tweets (i.e., Tweets, retweets, and replies) for the time period specified, and 

with sentiment numbers pre-calculated. These numbers form the basis for our 

prediction of one quarter sales of iPhones. We read the numbers of Tweets, and 

corresponding sentiment number in Topsy Pro on the screen, and inputted those 

numbers into Microsoft Excel. We employed calendar based quarters rather than 

the financial quarters of Apple for the modelling.  

 

 

Facebook (H&M) 
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Facebook data was first fetched by SODATO via the Facebook Graph API and was 

then pre-processed and aggregated in order to make it available on demand for 

Analytics engine and at the end to the visualization module. The grouping of 

different analysis units was done in accordance with the different attributes of the 

theory of social data (Social Graph: actors, actions and artefacts and Social Text: 

sentiment).  

 

Sales (Apple and H&M) 

As mentioned earlier, data for the Apple iPhone’s quarterly sales in millions of 

units sold and H&M’s quarterly revenues in billions of Swedish Kroner (SEK) 

were obtained from the respective companies’ official annual reports. These were 

tabulated into Excel spreadsheets together with quarterly measures of social graph 

and social text.  

 

Step 4: Exploratory Data Analysis 

Shmueli and Koppius (2011) stated that during exploratory data analysis: “each 

question, rather than each construct, would be treated as an individual predictor. In 

addition to exploring each variable, examining the correlation table between BI 

and all of the predictors would help identify strong predictor candidates and 

information overlap between predictors (candidates for dimension reduction)” (p. 

657). 

Our objectives for the explorative data analytics were twofold: First, to build on 

the seminal regression model of Asur and Huberman (2010) for predicting movie 

revenues from twitter sales. Second, based on the Hierarchy of Effects (HoE) 

(Lavidge and Steiner 1961) and the AIDA (Attention, Desire, Interest, and Action) 
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(Li and Leckenby 2007) domain-specific models of advertising and sales 

respectively, to explore different predictor variables, different data transformations 

of the predictor variables in terms of time lagging and different options for seasonal 

weighting of the predicted variable, sales. 

We organize this section in the order of the two datasets (Apple iPhone tweets & 

H&M facebook) and describe the explorative data analysis conducted on the 

respective big social data sets that had already been collected and prepared.  

 

“iPhone” Dataset 

For the iPhone dataset, we selected the social data attributes of social graph: 

actions (tweets, re-tweets, replies and mentions) and social text: keyword 

(“iphone”) and social text: sentiments (positive, negative, and neutral). We 

explored the temporal dynamics of the social data measures social graph: actions 

and social text: sentiments for the filter social text: keyword (“iPhone”) directly on 

the Topsy Pro web site. We then explored the dataset by creating two predictor 

variables: quantity of tweets and quality of tweets as described below. 

 

Quantity of Tweets 

To provide an example, for the time period of September 10, 2013 to December 

10, 2013, we made a data query in Topsy pro, specifying the period and searching 

for the phrase “iPhone” in all tweets (tweets, replies, retweets). For this example 

result was 44.62 million tweets and the corresponding sentiment number of 64. 

 

Time Lagging of Tweets 
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As mentioned earlier, our predictive analytics method is informed by both the 

theory of social data and the AIDA and HoE domain-specific models. The key 

analytical challenge in social data predictive analytics is to model real-world 

outcomes from social data measures of social graph (actions, artefacts, activities 

and actions) and social text (topics, keywords, pronouns and sentiments). From the 

AIDA and the HoE domain-specific models and based on standard industry 

practice, we explored different options for time-lagging of social data measures as 

proxy for the sales funnel inherent in the time period between a potential customer 

becoming aware of the product, developing an interest in the product, having a 

desire for it and ultimately deciding to obtain it typically by a sales transaction. We 

experimented with different time-lags and found 20 days to be the statistically 

optimal value for the iPhone twitter dataset. As will be discussed later, we found 

different time lags for different datasets. It is important to note that even though 

the AIDA and HoE models can help in the exploration of the time lag in the first 

place and a partial explanation of its existence, they do not theoretically predict a 

particular value. This, we hope will be addressed with research advances in 

computational social science in general and predictive analytics in particular. 

  

Seasonal Weighting of Sales 

Again, based on the AIDA and HoE models, and given the product life cycle of 

new models and new operating system releases of Apple iPhone, we conducted 

season weighting of the quarterly sales. Seasonal weights were calculated as the 

given quarter’s proportion of the last calendar year. For example, the season weight 

for calendar Q3.2013 was calculated as below: 

Q3.2013 iPhone Sales 
= 

33.8 million iPhone Sales 
= 0.225 (Q3.2013 + Q2.2013 + Q1.2013 + 

Q4.2012) 
(33.80 + 31.24 + 37.43 + 

47.79) 
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This proportion number 0.225 is then divided with 0.25 (0.225 / 0.25 = 0.90) to 

yield the season weight for that particular quarter. So the season weight for 

Q3.2013 is 0.90 which is multiplied with the 38.72 million tweets for that quarter.  

Calculating season weights this way, always 4 quarters back in time, ensures that 

the calculation is always a mix of Q1, Q2, Q3 & Q4. So only one season weight 

has to be estimated, which is the latest number for prediction for next quarter. An 

estimated season weight for prediction must always go 1 year back. Next, we 

present the exploratory data analysis of the H&M dataset. 

H&M Dataset: Following Shmueli and Koppius (2011)’s advice for exploratory 

data analysis step of predictive analytics, we explored the predictive power of 

several different variables constructed from the theory of social data. In summary, 

we created two categories of the social data attribute of social graph: actors (H&M 

and Non-H&M). We then calculated the distribution of the social data attribute of 

social graph: artefacts (posts, comments, and likes) across the two actor types.  

With respect to the social data attribute of social text: sentiments (positive, 

negative, and neutral), based on the sentiment analysis of the social text artefacts 

(posts and comments) discussed earlier, we calculated distributions of sentiments 

across different kinds of artifacts and actors (i.e. positive sentiments on posts by 

H&M actors (wall administrators), positive sentiments on posts by Non-H&M 

actors etc.). We then calculated the quarterly aggregates of these different measures 

of social data attributes and evaluated the statistical correlation with respect to 

quarterly sales. Surprisingly, statistically significant positive correlations with 

quarterly revenues were observed for negative sentiments on total posts.  
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Logarithmic Transformation and Time lagging of Facebook Likes 

Informed by the correlational analysis above and based on further exploratory data 

analysis with different predictor variables, we selected the logarithmic 

transformation of 40 days’ time lagged total likes per quarter as the main predictor 

variable from the array of social data attributes listed in Tables 4 and 5 above. 

 

Seasonal Weighting of Quarterly Sales 

As with iPhone quarterly sales, we used a weighted measure of the quarterly 

revenues of H&M to account for seasonal variation of sales corresponding to 

fashion cycles (i.e., Fall, Winter, Spring and Summer Collections) and holidays 

across the different H&M markets.  

 

Step 5: Choice of Variables 

Choice of the predictor variables is based on careful considerations of theory, 

domain-specific knowledge and empirical association with predicted variables 

(Shmueli and Koppius, 2011). Based on exploratory data analysis, the following 

variables were chosen for the two big social datasets as summarized in Table 3. 

Table 3: List of Chosen Predictor Variables 

Company 
/ Product 

Time Period of 
Quarter 

Seasonal 
Weighting of 
Dependent 

Variable 
[Sales] 

Independent 
Variable #1 

(including info 
on 

transformation) 

Independent 
Variable #2 

Time-Lagging 
of 

Independent 
Variable #1 

Time-
Lagging of 

Independent 
Variable #2 

iPhone 
Sales 
(Quarterly) 

Calendar 
Quarters 

+ No of tweets 
over 3 months 
period 

sentiment 20 days 20 days 

 H&M Quarter ends 1 
month before 
calendar 
quarter: 
Q4.2014 is 

+ LOG (No of total 
likes over 3 
months period) 

none 40 days none 
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from 
September 01 
→ November 
30 

 
Step 6: Choice of Methods 

As discussed earlier, we analytical objective was to not only build on but also 

extend the predictive modelling of Asur and Huberman (2010). As such, we chose 

regression modelling as the method and sought to extend the method by using time 

lagged and transformed predictor variables of social data measures and seasonally 

adjusted predicted variables.  

 

Step 7: Evaluation, Validation and Model Selection 

Our overall predictive analytics model for big social data analytics is stated below: 

 

Where: 

At = ∑ Ast 
Ast = Social media activity in terms of actions by actors on artifacts associated 
with sales at time t (Social Graph Attributes) 
At = Accumulated time-lagged social media activity associated with sales at 
time t 
Pt = Polarity at time t (Social Text Attribute) 
D = Distribution factor (Sales Channel Attribute) 

We now present the specific prediction models for the two big social datasets of 

iPhone & H&M. 

 

 



230  

Social Data Predictive Analytics Model for iPhone Sales 

We modelled the relationship between iPhone sales and iPhone tweets in the period 

of 2010-2014 and excluded the period of 2007–2009. While the data for time 

period of 2007–2009 is noisy, the statistical association is relatively stable for 

2010–2013 and gives an excellent correlation. Potential reasons could be historical 

growth of user base on Twitter, and also the development of socio-cultural 

practices of using twitter. The predictive model for iPhone sales is: 

Predicted Sales of iPhones Sold (in millions) = WtweetRun * 0,6987228 + 
Sentiment * (-0,210626) + 22,845247 (intercept) 

where  

 WtweetRun is the season weighted tweets count for 3 months period time 
lagged by 20 days back from the sales quarter 

 Sentiment  is the sentiment for tweets for 3 month  period time lagged by 
20 days back the from sales quarter 

Figure 3 presents the statistical output for the iPhone predictive model. 

 
Figure 3: Actual by Predicted Plot of the iPhone Predictive Model 

Figure 4 depicts the graph for the iPhone predictive model. 
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Figure 4: Predicted vs, Actual Sales of iPhones 

 

Social Data Predictive Analytics Model for H&M Revenues 

Based on the linear regression for the period 2011-2014, our predictive analytics 

model for 2014 is given by the following equation: 

Predicted Revenue for H&M (in billions SEK) = 2,28 billion SEK * seasonweight 

* LOG (Facebook total likes time lagged  by 40 days back over a 3 months period 

) + 5,45 billion SEK (the intercept) 

Figure 5 presents the SAS output for the 2011-2014 predictive modelling 
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Figure 5: Actual by Predicted Plot of the H&M Revenues [2011-
2014] 

 

However, for the period of 2010-2013, based on the linear regression of data for 

2009-2013, the predictive model is: 

Predicted Revenue for H&M (in billions) = 1,67 billion SEK * seasonweight * 

LOG (facebook total likes time lagged  by 40 days back over a 3 months period ) 

+ 13 billion SEK (the intercept) 
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Figure 6: Predicted vs. Actual Revenues of H&M 

Figure 6 depicts the combined chart of predicted vs. actual revenues of H&M 

 
Step 8: Model Use and Reporting 

In this step, we focus on predictive accuracy and meaning (Shmueli & Koppius, 

2011). With regard to our prediction models, we observed a 5-10% average error 

from our prediction model with the actual sales data over 3 year period 2012-2014. 

In the case of iPhone, this average error is not far from the predictions of Morgan 

Stanley and IDC. For benchmarking purposes, we have identified a few leading 

prediction methods for iPhone sales. 

 Morgan Stanley´s “Alphawise Smartphone tracker” by Katy Huberty 
based on Google trend data, seasonal weighting, and socio economic 
factors13. 

 IDC's Worldwide Quarterly Mobile Phone Tracker®, uses bottom-up 
methodology14 

 
13 URL: http://www.forbes.com/sites/chuckjones/2014/03/19/morgan-stanleys-alphawise-smartphone-tracker-has-iphone-demand-ahead-of-
consensus. 
14 URL: http://www.idc.com/tracker/showproductinfo.jsp?prod_id=37. 
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 Steve Milunovich at UBS15 

 

II.4. Discussion 

Though predictive analytics has been touted to be a major growth segment for 

research into social media, there is only a handful of studies to-date that have 

managed to capitalize on this opportunity. This paper thus takes a small but 

concrete step towards furthering this research agenda by advancing and validating 

a theory of social data for enhancing predictive analytics. Detailed implications for 

theory and practice are elaborated below. 

II.4.1. Implications for Theory 

This paper makes a novel contribution to extant literature on several fronts. First, 

past studies on social networks have typically progressed as two separate research 

streams with one seeking to comprehend the structural properties of such networks 

(i.e., social network analysis) (e.g., Johnson et al. 2014; Moser et al. 2013; Putzke 

et al. 2010; Shi et al. 2014; Trier 2008; Trier and Richter 2014; Whelan 2007; 

Whelan et al. 2013) and the other trying to infer value from the communicative 

content shared within these networks (i.e., sentiment analysis) (e.g., Cheung et al. 

2012; Clemons et al. 2006; Jensen et al. 2013; Li and Hitt 2010; Mudambi and 

Schuff 2010). Yet, at the same time, there is evidence to suggest that invaluable 

insights could be gleaned from research that considers the structural properties and 

communicative content of social networks in tandem (see Butler et al. 2014; Chau 

and Xu 2012; Füller et al. 2014; Gasson and Waters 2013; Gray et al. 2011; Moser 

et al. 2013; Trier and Richter 2014). Therefore, in distinguishing between social 

graph and social text as constituent elements of social data, our proposed theory 

gives equal prominence to the two aforementioned research streams by embracing 

the structural properties and communicative content of social media. 

 
15 URL: http://www.forbes.com/sites/chuckjones/2013/12/03/ubs-analyst-milunovich-upgrades-apple-to-buy-with-650-price-target.  
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Second, our theory of social data is the first to bring clarity to plausible dimensions 

that could be incorporated into empirical predictive models for social media (see 

Figure 1). By deriving constituent dimensions of social graph (i.e., actor, action, 

activity and artifact) and social text (i.e., topic, keywords, pronoun and sentiment), 

we enlarge the pool of options for applying predictive analytics to big social data. 

Third, we demonstrate the applicability of our proposed theory through the 

construction of empirical predictive models that are invariant to the kind of social 

media platform (i.e., Facebook and Twitter) from which data is extracted and the 

type of corporate entities (i.e., financial performance of H&M and iPhone) to be 

predicted, be it companies or products. In this sense, our proposed theory of social 

data can be deemed as a cornerstone for future studies of predictive big social data 

analytics to build upon. 

Last but not least, beyond predictive analytics, we believe that our proposed theory 

of social data can also aid in the generation of holistic frameworks for 

computational social science in general and big social data analytics in particular. 

So far, computational methods, formal models and software tools for big social 

data analytics have been largely confined to graph theoretical approaches (Gross 

and Yellen 2005) in the likes of social network analysis (Borgatti et al. 2009), 

which in turn is informed by the social philosophical approach of relational 

sociology (Emirbayer 1997). As far as we know, there is no other unified modeling 

approaches to social data that assimilates conceptual, formal, software, analytical 

and empirical domains (Mukkamala et al. 2013). Recent work (e.g., Vatrapu et al. 

2014a, 2014b) has sought to outline an alternative approach to the predominant 

triad of relational sociology, graph theory and social network analysis, which are 

founded on associational sociology (Latour 2005), set theory and fuzzy set theory 

(Ragin 2000) as well as social set analysis (Mukkamala et al. 2014). 

II.4.2. Implications for Practice 
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This paper should be of interest to practitioners for three reasons. First, our 

empirical results bear direct and indirect implications for companies. Naturally, a 

direct and obvious implication from this study is the proof that business 

performance can be predicted from big social data. By extracting and analyzing 

data from multiple social media platforms (i.e., Facebook and Twitter) to predict 

the financial performance of both companies (i.e., H&M) and products (i.e., 

iPhone), we are able to show that the predictive power of big social data is neither 

constrained by the social media platform nor the type of parameter to be predicted. 

For this reason, the indirect implications are that companies should proactively 

engage and strategically manage social media platforms in order to benefit from 

the strong correlations between social media interactions and sales performance. 

Second, by delineating social data into elements of social graph and social text, we 

provide companies with a schema of the elements to pay attention to on social 

media platforms. In order for companies to generate competitive advantage from 

social media, they must not only recognize the structural relationships within social 

networks, they must also value the opinions and sentiments embodied within social 

media content. Finally, this study is the first of its kind to take into account the 

existence of a time-lag from the moment a potential customer becomes aware of a 

product to the instance he/she decides to acquire it via a sales transaction when 

building empirical predictive models. In a way, this study highlights the 

importance of social media as an inexpensive forum for companies to continuously 

maintain product awareness in the minds of consumers. 

II.4.3. Limitations 

There are several limitations to the work reported here. First, we lack multiple 

cases to extensively evaluate and validate the overall prediction model. A second 

limitation is the emerging challenge for predictive analytics from social data 

associated with increasing sales in emerging markets such as China with its own 

unique social media ecosystem. By and large, the social media ecosystem of China 
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does not overlap with that of Western countries to which Facebook and Twitter 

belong. We suspect that the effect of non-overlapping social media ecosystems 

might be somewhat ameliorated for Veblen goods such as iPhones given the 

conspicuous consumption aspirations of a global middle class. This however 

remains an analytical challenge and restricts the predictive power of our H&M 

prediction model. A third limitation of the paper is that the theory of social data is 

limited to a cross-sectional framework of social data in terms of social graph (i.e., 

actors, actions, activities and artefacts) and social text (i.e., topics, keywords, 

pronouns and sentiments). As such, our theory of social data does not outline a 

process model, which might be more pertinent to predictive analytics. A fourth 

limitation arises from the representativeness of social media data. That said, as far 

as predictive analytics of real-world activities is concerned, social media datasets 

might be adequately representative as long as the basic premise of a social media 

action being a proxy for a user’s attention to that particular real-world activity 

holds true. Our theory of social data will only cease to be valid if and when a user’s 

social media action (such as a tweet about an “iPhone”) is not a proxy for that 

user’s attention towards the “iPhone” object. In our view, this fundamental 

disjunction between social media actions and real-world attention is the Achilles’s 

Heel of predictive analytics with social data and might partially explain the 

spectacular drop in accuracy for once popular prediction models like the Google 

Flu Prediction System. A fifth and final limitation of our study, as far as our 

knowledge goes, is the lack of theoretical explanation for the empirical values for 

the time lags both in the nominal sense and the relative sense of divergence 

between Facebook and Twitter. 

II.4.3. Future Work 

For future work, we envision several projects that could spawn from this research 

as outlined below. 

Going beyond the traditional and pre-dominant sentiment classification of social 
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text and towards domain-specific classifiers such as AIDA and HoE for predicting 

sales. This will require not only sophisticated computational linguistics methods and 

tools but also critical contributions from domain experts (e.g., for training datasets 

in the case of supervised machine learning algorithms). 

Investigating other predictor variables such as socio-economic factors, confidence, 

trust, loyalty etc. Essentially. Moving towards “thick models” of human users and 

narrowing the social media user and real-world consumer gap for non-digital 

products and services. 

Combining social media data with other online sources such as Google Trends or 

in-house data of enterprise systems such as ERP and CRM.  
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III.1. Introduction 

In recent years, social media data such as Twitter, Facebook and Google Trends 

data have proven promising as predictors for measures of economic outcomes of 

private firms. The main advantage of using social media data as predictors lies in 

the speed with which such data can be extracted and employed in the forecasting 

process. Once a firm has learned how to collect and pre-process their social media 

data, the information is available almost in real time and this implies that such data 

in combination with a good predictive model will provide a very useful tool for the 

management of the firm.  

When working with social media data the concept of ‘Big data’ often comes to 

people’s minds. In our case this is only partly true: we do work with large amounts 

of social media data, but once they have been pre-processed, we end up as many 

studies in the literature using quite simple dynamic regression models based on 

rather few time series observations. Hence the whole distinction between ‘tall’, 

‘fat’ and ‘huge’ data as suggested in Doornik & Hendry (2014) becomes of less 

relevance. Ideally, if we were able to get economic performance data for a firm at 
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a high frequency like the daily frequency, we would move closer to a situation 

where a more automatic model selection procedure would be relevant.   

The novelty of the present paper is a predictive model for the total sales of 

Mikkeller using data at a monthly level. With these data we are allowed to be more 

precise when it comes to specification of the lag-structure in the dynamic 

regression model.  Also we look into the importance of the data-preparatory work 

– in our case an unobserved component filtering of the data prior to regression 

modeling - on the social data proves to be for the final model and finally, we 

investigate the predictive power of types of social media data that have not been 

used as predictors before for a brewing company: Google shopping and YouTube 

data. 

III.2. Briefly on the existing literature 

The idea of using social media data as predictors for e.g. company sales is not new. 

When it comes to model building, various experiments have been conducted and a 

summary of around 40 articles covering the time period 2005 – 2015 can be found 

in Buus Lassen et al (2017). For the present purpose the most interesting 

observations from these studies are that 1) almost 50% of the studies use some kind 

of regression model as their predictive model, 2) the range of social data types 

studied seem to cover Facebook, Twitter, Google Trends , Instagram, Tumblr, 

blogs and Youtube. 

Theoretically, the argument for considering social data activity as predictors for 

sales obtains support from e.g. the AIDA model mentioned in Buus Lassen et al 

(2014). AIDA means Awareness, Interest, Desire and Action and refers to stages 

in a sales process. If social media data help increase the attention or can be 

considered a proxy for attention towards a product then it may also affect the final 

decision about buying. It is the general perception that more attention will increase 
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sales even if the attention is negative.  

When it comes to the specification of a set of predictive models we follow the 

literature and limit ourselves to the class of dynamic regression models. In these 

models we will have sales as our dependent variable and the different social data 

as suggested regressors. The reason why it is of interest to study social data 

regressors from different social media and search sources lies in the different ways 

such media are used. Google searches have proven to be the best social data for 

predicting sales. We call the Google data unpolished with a good connection to 

people’s brains. Facebook data are polished, because people tend to display success 

and not failures on this social data. Twitter data are better than Facebook data for 

sales modeling, because Twitter data are less polished. But Google data are still 

beating Twitter data for sales modeling, because Google data are unpolished.  

When building predictive models, the data frequency is of high importance. The 

higher the data frequency the more room is given for the researcher to build 

dynamic regression models with the aim of eventually forecasting economic 

performance measures such as sales. For many private companies sales data will 

only be available from the accounting data at a quarterly frequency (official 

balance sheets). This will limit the number of observations, and characteristics such 

as seasonal patterns may be more difficult to extract. Monthly data are much better 

as more observations will usually be available but at this frequency regular patterns 

over the week will still be impossible to discover. If possible to get, data at a daily 

frequency would be very well suited from all perspectives but are rarely available. 

In the present study we are able to work with monthly sales data for Mikkeller, a  

Danish micro brewery which has activities all over the world. 

III.3. The data and methodology 

In order to build a predictive model for Mikkeller’s sales we use data from 
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Mikkellers accounting system combined with Google Trends, Google shopping 

and YouTube data. The social data has been collected from the free-access 

numbers available on the respective WEB-pages. We have searched for the word 

‘Mikkeller’. The free data from Google that we use are indexed such that they will 

vary between 0 and 10016. The time span of the study has been limited by our 

access to historical sales data and also the frequency of the data is reflecting our 

access to Mikkeller data. In the end we have a sample of monthly data that covers 

Januar 2014 to September 2016. Prior to analysis we index the sales data such that 

the max value becomes equal to 100. This transformation does not affect 

significance results later in the modeling process.  

III.3.1 Pre-processing methodology 

Our first considerations when it comes to data preparatory work concerns whether 

to use simple transformations of the series or just the raw series themselves. From 

a graphical inspection of total sales and the log of total sales it seems that using the 

log of sales may offer a slight statistical advantage as the variance seems more 

constant over the sample period than for the raw series, see Figures 1A and 1B.  

With respect to the sales data we are checking the stationarity properties of the time 

series by means of an ACF graph. Stationarity is preferable for a regression model 

although stationarity may be of minor importance when the purpose of the model 

is forecasting. 

The social data may consist of different components that we would expect to have 

different predictive value. Prior to including our social data time series as 

explanatory factors in our regression models we have the possibility to split them 

into a trend component, a seasonal component and an irregular component using 

 
16 It is possible to get the actual number of searches but they are not available for free. 
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classical times series techniques for unobserved components models (ucm). Our 

prior is that the irregular component will contain the most valuable information for 

predictive purposes as this component will capture special events, that creates a lot 

of attention towards the firm and its products. We also estimate models that use the 

social data in their ‘raw’ form without the ucm pre-processing for comparison 

reasons. 

III.3.2 Unobserved Component Models 

An unobserved component model, UCM, decomposes the observed series yt into a 

sum of many components, as for instance 

yt = µt + εt     
µt = µt-1 + ηt    

Here the series µt is understood as the level of the series; but this level is 

unobserved. Only the series yt which is affected by some noise or irregularities is 

observed. This noise series, εt, could in technical applications be measuring errors. 

But in this presentation the series εt    is used as the irregular component which 

consists of special events happening to the series at time t which are not a part of 

the underlying level µt. In this paper these irregular components which are 

estimated for the observed sales series and for the three social data series are used 

in a usual regression/time series model in order to see if the social data series have 

any impact to the sales data in a setup where all usual time series variation for each 

series is accounted for by the unobserved components. 

This basic formulation could be extended by trends and seasonality, and various 

forms for introducing autocorrelation in the model formulation also exist. A trend 

component has the form: 

βt = βt-1 + ξt    
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and the seasonal component is defined in a way so it does not affect the level 

component: 

St = − (St-1 + ... + St-11) + ζt     

In total these ideas lead to the model: 

yt = µt+ βt + St + εt  + φεt-1  

where also an autoregressive term for the irregular series is included. 

All remainder terms, εt, ηt, ξt and ζt, are assumed to be mutually independent white 

noise series. Their variances could be estimated; the larger this component variance 

the more volatile the component. But it is also possible to fix this variance to the 

value zero which gives a constant component, e.g. a model with fixed seasonal 

dummies is found if var(ζt) = 0. But if var(ξt) > 0 the trend is allowed to vary over 

time which is a very flexible feature! 

The parameters of these models, the variances and the AR(1) parameter, and the 

component values could be estimated by the Kalman filter. This gives an algorithm 

for successive calculation of the unobserved components at time t conditioned on 

previous observations yt-i  i = 0, .. , t-1. The Kalman filter is useful if prediction is 

the purpose of the analysis as the algorithm does not include future observations 

yt+i.  A further smoothing estimation, where all available information is used when 

estimating the unobserved components at any time t, also exist. In this paper this 

method will be used.  

Our hypothesis when it comes to the UCM components is that they probably will 

have most potential if the data frequency is high. With our monthly data the idea 

may still be applicable but there is a danger that the temporal aggregation level will 

make it more difficult to find the type of effects we are looking for.  

III.3.3 The regression models 
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In order to specify a predictive model, we direct our focus to the class of dynamic 

regression models. Unfortunately, even with monthly data we are left with rather 

few observations which will limit our possibility to work with both complex lag 

structures and many non-linear terms like power expressions and interactions. 

The primary model equations we use are of the type: 

yt = β0 +  γyt-1 + β1 x1t-1 + β2 x2t-1 + … + βk xkt-1 + εt     t = 1, ….., T                        
(1) 

where y is sales, xj is a social data measure and the sub scripts, t - 1, indicate that 

only lagged values of sales and social media data are used as predictors. The basic 

model can be extended by allowing for more than one lag of each xj variable but 

due to the limited number of observations for the estimation period the more 

predictors we include the fewer lags we can afford to consider. Also by including 

the lag of y in the equation we actually consider a longer lag structure of x but with 

a specific exponentially decaying pattern in the effects over time. Hence our 

preferred initial specification as provided by equation (1) will include the lag of y 

and only one lag for each additional explanatory factor. The error term, εt, is 

assumed to fulfill the standard assumptions for OLS estimation.     

We also provide empirical evidence based on a model of the type: 

yt = β0 +  γyt-1 + β1 x1t-j+ εt     t = 1, ….., T                                                                    
(2) 

where the error term, εt, again is assumed to fulfill the standard assumptions for 

OLS estimation. Choosing to include just the j’th lag may be based on more 

empirical arguments. Also yt-1 may be left out of equation (2) if that seems to make 

more sense.    

It is difficult to judge the predictive performance of a specific forecasting model 

unless we have some benchmark to compare to. For sales of individual companies 
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there is no general guideline in the literature on how to choose such a model, so 

we will argue for our choice in the following way: we want a benchmark model 

that is simple, that seem to capture some of the apparent time series properties in 

our data and that do not contain exogenous explanatory factors. In this study we 

will suggest two such model 1) a simple AR(1) model17 as suggested by the 

standard identification procedure from classical time series analysis (see Figures 

2A and 2B. 

In addition to this model we also consider a model that includes the first lag of log 

sales but also a December dummy and a time trend. The December dummy is at 

first hand negative but as the sales numbers are at the time of production the low 

December values are due to low sales in January or later months. 

Benchmark 1: yt = β0 +  γyt-1 + εt     t = 1, ….., T                                                          
(3) 
Benchmark 2: yt = β0 +  γyt-1 + β1 D_Decembert + β2 Trendt + εt     t = 1, ….., T         
(4) 

In the end, as our model is a forecasting model, we need to split the sample into a 

training and a test part in order to assess the out-of-sample forecasting properties, 

see e.g. Hyndman & Athanasopoulos (2014). With our short sample we retain only 

the last 3 month of the sample for the test part, i.e. July – September 2016. This 

leaves us with an estimation or training sample of 30 observations: January 2014 

– June 2016. We will provide an out-of-sample forecast results based on a series 

of 1 step ahead predictions for July – September 2016. Evaluations will be based 

on graphs comparing actual sales to predicted sales for the selected models and 

also by numerical measures like RMSE and MAE. 

III.4. Descriptive statistics 

In this section we will provide a series of graphs and tests that will help us illustrate 

 
17 Because we have no indication of non-stationarity of our sales series, we go for the AR(1) specification 
instead of a random walk which is often used as a benchmark in the exchange rate literature. 
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the basic time series properties of the data and support us in arguing for the 

transformations we decide to use in our models. We start by showing the 

development over time in both the sales and the log of sales, see figures 1A and 

1B. The first impression of the development of the series is that there seems to be 

some indication of an upwards trending behavior. An alternative to this 

interpretation could be an interpretation of a non-trending series but with a level 

shift upwards. We will start by considering the first case of an increasing trend as 

it makes it unnecessary for us to decide on an exact timing of a level shift. But it 

may be worthwhile to keep this second option in mind for future studies. When 

comparing the graphs of sales and log of sales it is not clear which one to prefer. 

In the end we decided to go for the log of sales as this is often done for longer time 

series where the variation increases with increases in the level. Also focusing on 

the logs will allow for an interpretation in percentage terms when it comes to the 

analysis of the regression models.  

       
 

When taking a closer look at the time series properties of the series it seems that a decision 

of treating this series as stationary would be a good starting point. The ACF graph clearly 

supports this conclusion as the 1st order autocorrelation coefficient is 0.4118. 

 
18 Also an ADF test of non-stationarity of the series supports a conclusion of stationarity. With a trend in 
the equation of this test we reject at the 10% level the null of a unit root with p-values of 0.001 and 0.059 
for zero and 1 lagged differences in the equation, respectively. However with our very short sample period 
this test may not be too reliable. At least it does not contradict our impression from the ACF graph. 
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To get a first impression of potential linkages from social data activity to the 

Mikkeller sales we plot each social data activity in a time series plot together with 

the log of sales. As seen in figures 3A – 3C none of the social data series seem to 

follow the sales very closely – not even if some lagging is considered. To gain 

further knowledge about the correlation behavior we also provide a matrix plot of 

log sales and the potential regressors. There is for some of the variables a vague 

pattern that would support a correlation different from zero but the general picture 

is not too promising. 

 

        
Note: in Figures 3A – 3C the solid curve represents the sales. 
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Next in order to get some more knowledge about possible lagged effects, in Figure 

5 we present the cross correlations between the indexed sales variable and each of 

the social activity variables. The cross correlations are constructed in such a way 

that a positive number, s, on the horizontal axis implies a correlation between sales 

at time t and the social  variable s periods prior to the present one. It seems from 

these graphs that we cannot expect much explanatory power from including these 

social media variables as regressors in a predictive model for sales. The only 
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significant spike is for Google searches with a lag of five. If many of the customers 

buy their quantities at irregularly rather than on a smooth continuous basis it may 

make sense to include the lag 5 variable in a regression model. It is, however, also 

possible that this lag becomes significant for more random reasons due to our short 

sample period. An out-of-sample test of the model may help here. 

Figure 5 

 
 

Finally, we display the summary statistics of sales and the four series of social media 

attention: 

Table 1: Descriptive summary statistics. 

  Variable N Mean Std Dev Minimum Maximum 

 Log sales 

Google searches 

 Youtube 

Google Shopping 
 

33 

33 

33 

33 
 

3.8423177 

88.9393939 

37.1818182 

25.8484848 
 

0.4212766 

5.9315860 

19.6793905 

9.9784806 
 

3.0264408 

76.0000000 

16.0000000 

10.0000000 
 

4.6051702 

100.0000000 

100.0000000 

46.0000000 
 

III.5. Unobserved components models for the sales series and the 
social media series. 

For the log transformed, indexed sales series the resulting model is: 

yt = µt-1 + βt + St + εt  + φεt-1  
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The variance in the seasonal dummy series is fixed to zero, meaning that the 

dummy variables are constant. The trend variance varies and this allows the trend 

to be significantly positive for the first year or two and then the trend is zero. This 

changing trend is clearly seen at the fit plot even if the seasonal component is also 

present at the plot. 

Figure 6 

 
 

For the Google series the resulting model is: 

yt = µt + βt + St + εt + φεt-1  

Again the variance in the seasonal dummy series and now also in the trend series 

are fixed to zero, meaning that the trend and the seasonal dummy variables are 

constant. The series has a constant upward trend at 0.25 each month, which is 
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significantly positive. This means that the interest in google searching for the word 

"Mikkeller" is steadily increasing. The trend is clearly seen at the model plot in 

figure 7. 

Figure 7 

 
 

The seasonal component tells that Google searching for the word "Mikkeller" has 

peaks every year in April and December. 

For the Youtube series the AR(1) term is insignificant and no trend is present. The 

resulting model is  

yt = µt + St + εt   

where all variances are fixed at zero. The model plot tells that the series has a clear 

seasonal component with large values in the months of November and December. 
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Figure 8 

 

For the series of Google Shopping the resulting model is even more simple as the 

seasonal component is insignificant. 

yt = µt + εt 

 
III.6. Results of predictive modeling at the monthly frequency. 

We now consider various specifications for models that contain social media 

activity data and/or their lags as explanatory factors as suggested by the main 

equation (1) but also by the additional equation (2).  

As our main purpose it to determine a model that can produce 1 step ahead 

forecasts out-of- sample, we will as a starting point not allow for contemporaneous 

regressors in the models. This may be a limitation when we are working with 

monthly data as social media activity in the beginning of a month may affect sales 
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already in the same month. Another possibility is that it actually takes several 

months for us to see a reaction if each customer only send an order with months in 

between.  

 

III.6.1.1 In sample regression results. 
Table 2: Regression results for Log Sales before ucm. 

Variables Benchmark 
1 

AR(1) 

Benchmark 
2 

extended 
AR(1) 

Model (1) 
Extended 

Model with 
more lags 

Model 
with lag 

5 

Intercept 2.57*** 
(0.77) 

3.40*** 
(0.61) 

4.19*** 
(1.38) 

3.69** 
(1.47) 

1.18** 
(0.55) 

Lagged sales 0.34* 
(0.20) 

0.02 
(0.17) 

0.03 
(0.24) 

- -0.17 
(0.12) 

December - -0.65*** 
(0.19) 

-0.70*** 
(0.23) 

- -
0.42*** 

(0.13) 
Trend - 0.03*** 

(0.01) 
0.03*** 

(0.01) 
- 0.02*** 

(0.01) 
Google 
searches, lag1 

- - -0.01 
(0.01) 

0.01 
(0.01 

- 

Youtube, lag1 - - 0.00 
(0.00) 

-0.01* 
(0.00) 

- 

Google 
shopping, 
lag1 

- - 0.00 
(0.01) 

-0.00 
(0.01) 

- 

Google 
searches, lag2 

- - - -0.01 
(0.01) 

- 

Youtube, lag2 - - - 0.00 
(0.00) 

- 

Google 
shopping, 
lag2 

- - - 0.00 
(0.01) 

- 

Google  
searches lag5 

- - - - 0.03*** 
(0.01) 

Adj. R square 0.08 0.48 0.43 -0.06 0.79 
# observations 25 25 25 25 25 

Note: the estimation sample has been restricted such that it is the same for all specifications even though 
models with fewer lags could have used more observations. Note2: Standard errors in parentheses.  
Significance at 10%: *, 5%:**, 1%: ***. 
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The basic massage from the table is that much of the variation in the log of sales 

can be explained by deterministic terms like a seasonal December dummy and a 

trend. The table also reveals that it is difficult based on the present sample to find 

significant effects from the social media activity variables. The most promising 

suggestion is to include the lag 5 of the Google searches in the model. This factor 

becomes very significant and also the model overall reaches an R square close to 

80% in that case. The economic interpretation of including the lag 5 term is, 

however, more uncertain but may relate to lagged buying behavior from some 

customers. 

III.6.1.2 Out-of-sample predictive power? 

We predict the log of sales for the time period July 2016 to September 2016. First 

we show a set of graphs that compares such prediction for the actual values. We 

show graphs for the extended benchmark model and for the model including lag 5 

in the last column of table 2. 
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From these graphs it is evident that not many of the movements in sales are 

captured by the benchmark model. Also the confidence bands for the prediction 

are quite wide and the actual values are inside the band. The ‘lag 5’-model are 

capturing the movements in sales much better in sample but out of sample the big 

swings in July and August 2016 are not captured very well. The actual value for 

July is in fact outside the confidence bounds.  

In table 3 we show some numerical measures for the forecasting performance of 

the models from table 2. We have chosen just to focus on a few measures and some 

of the more commonly used ones:  MAE (mean absolute error) and RMSE (root 

mean squared error)19.  

Table 3: Summary measures on predictive power. 

Summary 
measure 

Benchmark 
1 

AR(1) 

Benchmark 
2 

extended 
AR(1) 

Model (1) 
Extended 

Model with 
more lags 

Model with 
lag 5 

MAE 0.344 0.292 0.315 0.381 0.350 
RMSE 0.449 0.342 0.363 0.444 0.385 

Note: In all cases the numbers have been calculated based on the 3 months of July, August and 
September 2016. 

The numbers in table 3 also indicate that the extended benchmark model performs 

 
19 For formulas on how to calculate these measures , please consult e.g. Hyndman & Athanasopoulos 
(2014)  
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better when it comes to forecasting out-of-sample in our case. The model that 

performed best in-sample lies in the middle.  

The results of this forecasting exercise may be due to the few months on which we 

base it and may also be a result of the very volatile behavior in this period. 

Somehow it seems that maybe some customers have decided to postpone their 

orders from July to August. 

 
 
III.6.2. Predicting the irregular component for the sales series by the 
irregular components for the social media series. Initial investigations. 

As an alternative to the attempts elsewhere in this paper, in this section we try to 

model the relations among the irregular components for all four series. This seems 

to be a fruitful way to go as the irregular components are cleaned from all trends, 

level shifts and seasonal variation. The relation between the sales on the left hand 
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side and the three social media series on the right hand side is however insignificant 

even if lags or leads are considered. 

This is easily seen by the cross correlation functions; see the plots for the series 

S_IRREG above. Two of the irregular components include an autoregressive term 

by construction which means that these two series are prewhitened before 

calculating the cross correlations. 

It is clear that no significant relations are found at these plot and we will not pursue 

this modeling further at the present stage. 

III.7. Summary and conclusion 

In this paper we have pursued our idea of applying a preparatory ucm model to 

both regressors and regressand to determine a forecasting model for the monthly 

sales of the Danish micro brewery Mikkeller. Our modeling attempts were mainly 

unsuccessful as the ucm modeling did not lead to any significant regression model 

based on regressors being activity from Google trends, Youtube and Google 

Shopping. Also when following a more traditional strategy without the preparatory 

ucm modeling, the benchmark model that contained a trend and a December 

dummy seemed to perform the best even though we found some support for a lag-

5 effect from Google Trends. Much of our lack of success with the present 

modeling may be due to the fairly short sample period that consisted of monthly 

data from January 2014 until September 2016. Therefore future studies building 

on the same idea but with access to longer and maybe even more high frequent 

sample periods may prove more successful.  
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Predictive Analytics with Social Media Data 
Niels Buus Lassen, Lisbeth la Cour, and Ravi Vatrapu 

 

This chapter provides an overview of the extant literature on predictive analytics 

with social media data. First, we discuss the difference between predictive vs. 

explanatory models and the scientific purposes for and advantages of predictive 

models. Second, we present and discuss the foundational statistical issues in 

predictive modelling in general with an emphasis on social media data. Third, we 

present a selection of papers on predictive analytics with social media data and 

categorize them based on the application domain, social media platform (Facebook, 

Twitter, etc.), independent and dependent variables involved, and the statistical 

methods and techniques employed. Fourth and last, we offer some reflections on 

predictive analytics with social media data. 
 

IV.1. Introduction 

Social media has evolved into a vital constituent of many human activities. We 

increasingly share several aspects of our private, interpersonal, social, and 

professional lives on Facebook, Twitter, Instagram, Tumblr, and many other social 

media platforms. The resulting social data is persistent, archived, and can be 

retrieved and analyzed by employing a variety of research methods as documented 

in this handbook (Quan-Haase & Sloan, Chapter 1, this volume). Social data 

analytics is not only informing, but also transforming existing practices in politics, 

marketing, investing, product development, entertainment, and news media. This 

chapter focuses on predictive analytics with social media data. In other words, how 
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social media data has been used to predict processes and outcomes in the real 

world. 

Recent research in the field of Computational Social Science (Cioffi-Revilla, 2013; 

Conte et al., 2012; Lazer et al., 2009) has shown how data resulting from the 

widespread adoption and use of social media channels such as Facebook and 

Twitter can be used to predict outcomes such as Hollywood movie revenues (Asur 

& Huberman, 2010), Apple iPhone sales (Lassen, Madsen, & Vatrapu,  2014),  

seasonal  moods   (Golder & Macy, 2011), and epidemic outbreaks (Chunara, 

Andrews, & Brownstein, 2012). Underlying assumptions for this research stream 

on predictive analytics with social media data (Evangelos et al., 2013) are that 

social media actions such as tweeting, liking, commenting and rating are proxies 

for user/ consumer’s attention to a particular object/ product and that the shared 

digital artefact that is persistent can create social influence (Vatrapu et al., 2015). 
 

IV.2. Predictive Models vs. Explanatory Models 

At the outset, we find that the difference between predictive and explanatory models 

needs to be emphasized. Predictive analytics entail the application of data mining, 

machine learning and statistical modelling to arrive at predictive models of future 

observations as well as suitable methods for ascertaining the predictive power of these 

models in practice (Shmueli & Koppius, 2011). Consequently, predictive analytics 

differ from explanatory models in that the latter aims to: (1) draw statistical inferences 

from validating causal hypotheses about relationships among variables of interest, and; 

(2) assess the explanatory power of causal models underlying these relationships 

(Shmueli, 2010). This crucial distinction between explanatory and predictive models 

is best surmised by Shmueli & Koppius (2011) in the following statement: “whereas 

explanatory statistical models are based on underlying causal relationships between 

theoretical constructs, predictive models rely on associations between measurable 
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variables” (p. 556). For example, in political science, explanatory models have 

investigated the extent to which social media platforms such as Facebook can function 

as online public spheres (Robertson & Vatrapu, 2010; Vatrapu, Robertson, & 

Dissanayake, 2008) in terms of users’ interactions and sentiments (Hussain, Vatrapu, 

Hardt, & Jaffari, 2014; Robertson, Vatrapu, & Medina, 2010a,b). On the other hand, 

predictive models in political science sought to predict election outcomes from social 

media data (Chung & Mustafaraj, 2011; Sang & Bos, 2012; Skoric, Poor, 

Achananuparp, Lim, & Jiang, 2012; Tsakalidis, Papadopoulos, Cristea, & 

Kompatsiaris, 2015). 

Distinguishing between explanation and prediction as discrete modelling goals, 

Shmueli & Koppius (2011) argued that any model, which strives to embrace both 

explanation and prediction, will have to trade-off between explanatory and 

predictive power. More specifically, Shmueli & Koppius (2011) claim that 

predictive analytics can advance scientific research in six scenarios: 

(1) generating new theory for fast-changing environments which yield rich datasets 

about difficult-to-hypothesize relationships and unmeasured-before concepts; (2) 

developing alternate measures for constructs; (3) comparing competing theories via 

tests of predictive accuracy; (4) augmenting contemporary explanatory models 

through capturing complex patterns which underlie relationships among key 

concepts; (5) establishing research relevance by evaluating the discrepancy 

between theory and practice; and (6) quantifying the predictability of measurable 

phenomena. 

This chapter discusses predictive modelling of (big) social media data in social 

sciences. The focus will be entirely on what is often referred to as predictive 

models: models that use statistical and/or mathematical modelling to predict a 

phenomenon of interest. Furthermore, the focus will be on prediction in the sense 
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of forecasting a future outcome of the phenomenon of interest as such predictions 

are the ones that have so far received most attention in the literature. To illustrate 

the concepts, models, methods and evaluation of results we use examples from 

economics and finance. The general principles are, however, easily employed to 

other social science fields as well, for example, marketing. The  concepts  and  

principles that this section discusses are of a general nature and are informed by 

Hyndman & Athanasopoulos (2014) and Chatfield (2002). This chapter does not 

discuss applicable software solutions. However, it is worth mentioning that there 

exist quite a few software packages with more or less automatic search procedures 

when it comes to model specification. A few ones are, for example, SAS, SPSS and 

the Autometrics package of OxMetrics. 
IV.3. Predictive Modelling of Social Media Data 

When performing predictive analysis on social media data researchers often have to 

make a lot of decisions along the way. Examples of the most important decisions or 

choices will be discussed in the sections below. 

 

 
IV.3.1. The phenomenon of interest and the type of forecasts 

Quite often the focus will be on a single outcome (univariate modelling – one model 

equation) where the goal is to derive a prediction or forecast of, for example, sales 

in a company or the stock price of the company. In some cases, more than one 

outcome will be of interest and then a multivariate approach in which more than one 

relationship or model equation is specified, estimated, and used at the same time is 

worth considering. From now on let us assume that the phenomenon of interest is 

sales of a company and the social media data are among the factors that are 

considered as explanatory for the outcome. The discussion will then relate to the 

univariate case. At this stage, a decision is also necessary in relation to the data 
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frequency. Is the predictive model supposed to be applied to forecast monthly sale, 

quarterly sales or sales of an even higher frequency like weekly or daily? 

IV.3.2.The data 

Once the phenomenon of interest is identified, decisions concerning the data to be 

used have to be made. Data can be of different  types: time series (e.g. sales per 

month or sales per day), cross sectional (e.g. individuals such as customers, for a 

given period in time) or longitudinal/panel (a combination of the former two such 

as a set of customers observed through several months). Predictive models can be 

relevant for all these types of data and many of the basic principles for analysis are 

quite similar. In the remaining parts of this section, for simplicity the focus will be 

on time series only. 

As social media data have been growing in volume and importance during  the  last 

10 years, in some cases the final number of observations for modelling may be 

rather limited as the dependent variable may reflect accounting and book-keeping 

and be relatively low-frequency like monthly or quarterly in nature. If this is the 

case, there may be a limit to how advanced models can be used. In other cases, daily 

data may be available and more complex models may be considered. 

The frequency of the data is also important for model specification itself. With 

more high frequency data, a researcher may discover more informative dynamic 

patterns compared to a case with less frequent data. Consider a case where sales of 

a company need to be forecasted. If the reaction time from increased activity on the 

Facebook page of the company to changes in sales is short (e.g. just a couple of 

days) then if sales are available only on a monthly basis the lag pattern between 

explanatory factors and outcome may be difficult to identify and use. 

In many cases there will be a large set of potential explanatory factors that may be 

included in various tentative model specifications. Social media data may be just a 
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part  of such data and it will be important to also include other variables. The quality 

as well as the quantity of data is very important for building a successful predictive 

model. 

IV.3.3. Social media data and pre-processing 

When researchers consider using social media data for predictive purposes, at the 

outset the social media data will be collected at the level of the individual action 

(e.g. a Facebook ‘like’ or a tweet) and in order to prepare the data to enter a 

predictive model some pre-processing will be necessary. Often the data will need 

to be temporally aggregated to match the temporal aggregation level of the 

outcome, for example, monthly data. Also as some of the inputs from social media 

are text variables, some filtering, interpretation, and classification may be 

necessary. An example of the latter would be the application of a supervised 

machine learning algorithm that classifies the posts and comments into positive, 

negative or neutral sentiments (Thelwall, Chapter 32, this volume). At the current 

moment it is mainly the preprocessing of the social media data that is considered 

challenging from the computational aspects of big data analytics (Council, 2013). 

Once the individual actions (posts, likes, etc.) are temporally aggregated and 

classified, the set of potential explanatory factors are usually rather limited and as 

the outcome variables are of fairly low frequencies like monthly or quarterly (stock 

market data are actually sometimes used at a daily frequency) which means that the 

modelling process deviates less from more classical approaches within predictive 

modelling. 

 
IV.4. In search of a model equation – theory-based versus data-
driven? 

In very general terms a model equation will identify some relationship between the 

phenomenon of interest (y) and a set of explanatory factors. The relationship will 

never be perfect either due to un-observable factors, measurement errors or other 
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types of errors. 
 

The general equation: y = f(explanatory factors) + error 

Where f describes some relationship between what is inside the parenthesis and y. 

In principle, linear, non-linear, parametric, non-parametric and semi-parametric 

models may be considered. In general, non-linear models will require more data 

points/observations than linear models as the structures they search for are more 

complex. 

There is a range of possible starting points for the search process. At one end lies 

traditional econometrics where the starting point is often an economic or 

behavioural theory that will guide the researcher in finding a set of potential 

explanatory factors. At the other end of the range machine learning algorithms will 

help identify a relationship from a large set of social media data and other potential 

explanatory factors. The advantage of starting from a theory-based model 

specification is that the researcher may be more confident that the model is robust 

in the sense that the identified relationship is reliable at least for some period of 

time. Without a theory the identified structure may still work for predictions in the 

short run but may be less robust and in general will not add much to  an 

understanding of the phenomenon at hand. In between pure theoretically inspired 

models and models based on data pattern discoveries are many models that include 

elements of both categories. As theoretical models are often more precise when it 

comes to selection of explanatory factors for the more fundamental or long-run 

relationships they may be less precise when it comes to a description of dynamics 

and a combination that allows for a primary theoretically based long-run part may 

prove more useful. 

To finalize the discussion of theory-based versus data-driven model selection the 
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concept of causality is often useful. If a causal relationship exists a change in an 

explanatory factor is known to imply a change in the outcome. A model that suffers 

from a lack of a causal relationship suffers from an endogeneity problem (a concept 

used in econometrics). A model that suffers  from  an  endogeneity problem will 

not be useful for tests of a theory of for policy evaluations. If the only purpose of 

the model is forecasting, identification of a causal relationship is of less importance 

as a strong association between the explanatory factors and the outcome may be 

sufficient. However, without causality  the predictive model may be considered less 

robust (more risk of a model break-down) to general changes in structures and 

society and hence may be best at forecasting in the short run. If this is the case, 

some sort of monitoring on a continuous basis to identify a model break-down at 

an early stage is advisable. 
 
IV.4.1. Fitting of a predictive model 

In this step the researcher will adapt the mathematical specification of the predictive 

model to the actual data. In the case of a linear regression model this is done by 

estimation using the ordinary least squares (OLS) method or the maximum 

likelihood (ML). For non-linear models such as neural networks, some 

mathematical algorithm is used. In rare cases  estimation  of  a  model is not possible 

(e.g. in case of perfect multicollinearity of a linear regression model). In such a case 

the researcher has to re-think the model specification. 

Estimation (the use of a formula or a procedure) may in itself sound simple, but 

already at this stage the researcher has to specify the set-up to be used for model 

evaluation in the following step as they are highly dependent. 

Even though it may seem natural to use   as many data point as possible for the 

model fitting, there are other considerations to take into account as well. For the 

estimation step, it is stressed that in addition to the decision of estimation or fitting 
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method, a decision on exactly which sample or part of the sample to use for 

estimation is of importance too. 
 

IV.4.2. Evaluation of a predictive model for forecasting purposes 

The true test of a predictive model that is to be used for forecasting of future values 

of the outcome of interest is by investigating the out-of-sample properties of the 

model. 

This statement calls for the need of an estimation (or training) sample and an 

evaluation (or test) sample. As a good in-sample model fit does not ensure good 

forecasting properties of a predictive model, the evaluation process then naturally 

starts by an analysis of the in-sample properties of the model and extends to an out-

of-sample analysis. 

 

 
IV.4.3. In-sample evaluation of the model 

The first thing to note is that if the model has a theoretical foundation the signs of 

the estimated coefficients will be compared to the signs expected from the theory. 

A second thing to be aware of is whether the model fulfils the underlying statistical 

assumptions (these may differ depending on the type of model in focus). In classical 

linear regression modelling, problems such as autocorrelation and 

heteroscedasticity will need attention and a study of potential outliers is of high 

importance. When forecasting is the final purpose of the model multicollinearity is 

of less importance. Finally, indicators in relation to the functional form 

specification may provide useful information on how to improve the model. 

The overall fit of the model may be captured by measures such as R2, adjusted R2, 

the family for measures based on absolute  or squared errors (e.g. MSE, RMSE, 
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MAE, MAPE), and information criteria such as AIC, and BIS. A small warning is 

justified here as too much emphasis on obtaining a good fit may result in overfitting 

of the model which is not necessarily desirable when the purpose of the model is 

forecasting. 

 
IV.4.4. Out-of-sample evaluation 

For an out-of-sample evaluation study the model is used to forecast values for a 

time period that was not used for the estimation of the model. In the ‘pure’ case 

neither future values of the explanatory  factors  nor future values of the outcome 

are known and the model that is used to obtain the forecast will need to rely on 

lagged values of the explanatory factors or to use predicted values of the 

explanatory factors. In the former case, the specification of the model equation in 

terms of lags will set a limit to how many periods into the future the model can 

predict. In many cases an out-of-sample forecast evaluation will rely on sets of one 

step ahead predictions, but predictions for a longer forecast horizon (e.g. six 

months ahead for a model specified with monthly data) are also sometimes 

considered. 

Once the out-of-sample forecasts are obtained it is possible to calculate forecast 

errors and to study their patterns. Focus areas will be of directional nature (the trend 

in the outcome captured), as they may be related to predictability of turning points  

and summary measures for the errors will again prove useful (e.g. MSE, MAPE, 

etc.) but this time for the forecasted period only. The idea of splitting the sample 

into different parts for evaluation can be extended in various ways using cross-

validation (Hyndman & Athanasopoulos, 2014). 
 
 
IV.4.5. Using a predictive model for forecasting purposes 

Once a model has been chosen some considerations concerning its implementation 
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are important. This topic is very much related to the overall phenomenon and 

problem; hence a general discussion is difficult to provide. 

There is, however, one type of considerations that deserves mentioning: how often 

the model needs re-estimation or specification updating. Given that often the 

general data pattern is quite robust, the specification updating may only take place 

in case of new variables becoming available or in case a sufficiently large number 

of data points have become available such that more complex structures could be 

allowed for. 

Finally, from a practical perspective a combination of forecasts from different basic 

predictive models is also a possibility and quite popular in certain fields. 
 

IV.5. Categorized List of Predictive Models with Social Media Data 

Table 20.1 below presents a selected list of research papers on predictive analytics 

with social media data categorized across different application domains in terms 

of social media platform (Facebook, Twitter, etc.) and the independent and 

dependent variables involved. For conceptual exposition and literature review on 

the predictive power of social media data (see Gayo-Avello et al. (2013)). 
 
 
IV.5.1. Application Domains 

As can be seen from Table 20.1, there have been many predictive models of sales 

based on social media data. Such predictive models work for the brands that can 

command large amounts of human attention on social media, and therefore generate 

big data on social media. Examples are iPhone sales, H&M revenues, Nike sales, 

etc., which are all product categories around which there is a possibility to have 

large volumes and ranges of opinions on social media platforms. For brands and 

products that don’t generate large volumes of social media data, for instance, 

insurance, banking, shipping, basic household supplies, etc. the predictive models 



 

 
275 

tend not to work. One explanation for the successful performance of the predictive 

models is that social media actions can be categorized into the phases of the 

different domain-specific models from the application domains of marketing, 

finance, epidemiology, etc. For example, the actual stock price for Apple is in rough 

terms mainly based on discounted historical sales and expectations to future sales. 

If social media can model sales, then there is a high potential for the associated 

stock price to also being modelled with social media data. In the case of 

epidemiology, all social media texts on flu can also be categorized in to the 

different domain-specific phases of spread, incubation, immunity, resistance, 

susceptibility etc. 
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IV.5.2. Social Media Data Types 

For modelling stock prices, Twitter and Google Trends have proven to be the best 

platforms. Twitter and Google Trends beat Facebook for stock price modelling 

because of higher data volume and immediacy. On the other hand, Facebook data 

have been successfully used for modelling sales, human emotions, personalities 

and human relations to a brand. In general, picture and video based social media 

platforms such as Instagram, YouTube and Netflix are becoming more prevalent 

and we expect them to become more relevant for predictive models in the future. 
 
IV.5.3. Independent and Dependent Variables 

As can be seen from Table 20.1, a wide range of dependent variables have been 

modelled: sales, stock prices, Net Promoter Score, happiness, feelings, 

personalities, interest areas, social groups, diseases, epidemics, suicide, crime, 

radicalization, civil unrest. The independent variables used reflect the human social 

relations to the dependent variables mainly consist of measures of social media 

activity, feelings, personalities and sentiment. 
 
IV.5.4. Statistical Methods Employed 

We find that a wide range of statistical models for predictive analytics have been 

used including Regression, Neural Network, SVM, Decision Trees, ARIMA, 

Dynamic Systems, Bayesian Networks, and combined models. 

In the next section, we present an illustrative case study of predictive modelling 

with big social data. 
 
 

IV.6. An Illustrative Case Study of Predictive Modelling 

In this section, we demonstrate how social media data from Twitter and Facebook 

can be used to predict the quarterly sales of iPhones and revenues of clothing 
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retailer, H&M, respectively. Based on a conceptual model of social data (Vatrapu, 

Mukkamala, & Hussain, 2014) consisting of Interactions (actors, actions, 

activities, and artifacts) and Conversations (topics, keywords, pronouns, and 

sentiments), and drawing from the domain-specific theories in advertising and 

sales from marketing (Belch, Belch, Kerr, & Powell, 2008), we developed and 

evaluated linear regression models that transform (a) iPhone tweets into a 

prediction of the quarterly iPhone sales with an average error close to the 

established prediction models from investment banks (Lassen et al., 2014) and 

(b) Facebook likes into a prediction of the global revenue of the fast fashion 

company, H&M. Our basic premise is that social media actions can serve as proxies 

for user’s attention and as such have predictive power. The central research 

question for this demonstrative case study was: To what extent can Big Social 

Data predict real-world outcomes such as sales and revenues? Table 20.2 below 

presents the dataset collected for predictive analytics purposes of this case study. 

We adhered to the methodological schematic recommended by Shmueli & 

Koppius (2011) for building empirical predictive models. We built on and extended 

the predictive analytics method of Asur & Huberman (2010) and examined if the 

principles for predicting movie revenue with Twitter data can also be used to 

predict iPhone sales and

 

H&M revenues for Facebook data. That is, if a tweet/like can serve as a proxy for 

a user’s attention towards a product and an underlying intention to purchase and/or 
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recommend it. We extend Asur & Huberman (2010) in three important ways: (a) 

addition of Facebook social data, (b) theoretically informed time lagging of the 

independent variable, social media actions, and (c) domain-specific seasonal 

weighting of the dependent variable, sales/revenues. Figures 20.1 and 20.2 present 

the predicted vs. actual charts for Apple iPhone sales and H&M revenues 

respectively. With regard  to  our prediction  models, we observed a 5–10% average 

error from our predictive models with the actual sales and revenue data over 

three-year period of 2012–2014. In the case of the iPhone sales prediction model, 

our average error of 5%   is not that far from the industry benchmark predictions of 

Morgan Stanley and IDC. That said, there are several challenges and limitations to 

the predictive analytics processes and their outcomes. First, we lack multiple cases 

to extensively evaluate and validate the overall prediction model. A second 

limitation is the emerging challenge for predictive analytics from social data 

associated with increasing sales in emerging markets such as China with its own 

unique social media ecosystem. By and large, the social media ecosystem of China 

does not overlap with that of Western countries to which Facebook and Twitter 

belong. We suspect that the effect of 
 

  
Figure 20.1: Predictive Model of iPhone sales from twitter data 
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Figure 20.2: Predictive Model of h&M revenues from facebook data 

non-overlapping social media ecosystems might be somewhat ameliorated for 

Veblen goods such as iPhones given the conspicuous consumption aspirations of a 

global middle class. This however remains an analytical challenge and restricts the 

predictive power of our H&M prediction model. 

 
IV.7. Conclusion 

Predictive models offer powerful tools as numerical forecasts and assessments of 

their uncertainty alongside quantitative statements more generally may improve 

decisions in companies and by public authorities. 

The overall advice is to go for a parsimonious, simple model that captures the most 

important features of the data,  that  fulfils the model assumptions and that provides 

a good fit both in sample and out of sample. Furthermore, it is important that even 

during the phase where the model is applied for its purpose, it performance is still 

monitored. We present a general model for predictive analytics of business 

outcomes from social media data below. 

yt = βa × At + βp × Pt + βd × Dt + βo × Ot + εt 
 



282  

Where: 

yt = Outcome variable of interest 

At = Accumulated time-lagged social media activity associated with outcome 

variable at time t set of information.  

At = Σ Ast 

 

Ast = Social media activity in terms of actions by actors on artifacts associated with 

outcome variable at time t 

Pt = Individual or social psychological attribute(s) at time t 

Dt = Social media dissemination factors 

Ot = Other explanatory factors 

A final word of caution will end this chapter: any predictive model is based on a 

certain set of information. It is necessarily backward-looking as it relies on 

historical data and irrespectively of how carefully the model specification and 

evaluation is done, there is no guarantee that the prediction of future values of the 

variable of interest will be reliable. The patterns or theories that the model relies on 

may break down and render the model useless for predictive purposes. That being 

said, careful predictive modelling is probably the best that can be done and, if 

applied and used following the state of the art with most emphasis placed on short 

term forecasting, predictive modelling is a very valuable tool. 
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Abstract 

The recent studies on social media that link news data to volatility show 

a Twitter buzz up is typically linked to higher volatility, while a general 

news media buzz is linked to lower volatility in the following month. 

This article demonstrates that Google searches influence Apple stock 

volatility in either on a weekly basis by analyzing the behavior of private 

and professional investors in relation to Google searches and how this 

behavior links to Apple stock volatility. To this end, this study employs 

the logic of sales modeling and, thus, contributes to the theoretical 

construction of the novel “investor journey model” by mapping Google 

searches onto investor behavior, which is an under-researched field in the 

literature. Subsequently, the paper summarizes the main findings in this 

field and outlines future challenges in this research. 

Keywords: Investor behavior, Google searches, Stock markets, Investor 

sophistication, Decision making 
 



292  

 

V.1. Introduction 

Twitter data have been included in several models and shown to have predictive 

power for both stock price indexes and specific stock price movements (see, e.g., 

Bollen & Mao 2010; Jiao, Veiga, & Walther 2016; Li, van Dalen, & van Rees 

2018.). 

A logical explanation for the predictive power of social media data in terms of  

financial market behavior is the size of the big data from social media chats  and 

also Google searches about the respective stocks. Stocks with large amount of 

social media data, are popular stocks people like to talk about on social media and 

also do Google searches about. 

Text mining can identify patterns in the big data from the social media and Google 

searches. Statistical and machine learning methods can be tested to model the 

human behavior on social media and Google searches to financial market 

behaviors.  

This approach is comparable to the sales of products and services, where big data 

from social media can be used to predict sales. The sales models that build on social 

media data work well if social media data are big enough or, in   other words, if 

customers like to talk about a product or service on social media.                   Examples are 

H&M, Nike, and Apple (see, e.g., Lassen et al. 2017; Boldt et al. 2016). These are 

popular social media topics that produce big enough data to have predictive power 

for their sales. 

All chat text on social media about products and services can be categorized into 

one of the phases in the Customer Infinity Model     (Figure 1). These phases of 

customer behavior can then be modeled based on sales and provide logical 

explanation for why social media data can predict sales, if the data are big enough 



 

 
293 

(see, e.g., Asur & Huberman 2010; Lassen et al. 2014). 

 

 
Fig. 1: Customer Infinity Model 

 

The logic for stock prices is comparable, based on which this article proposed the 

“investor journey model,” which posits that all social media text or web searches 

can be categorized into one of the phases of this model, which can in turn be linked 

to Apple stock volatility, as well as                     other stocks with big enough data on social 

media and from  web searches. This paper focuses on both the private and 

professional investor behavior related to  Google searches. 

More than 90% of all global web searches use Google; specifically, approximately 

63% on the search engine, 23% on Google Images, 4% on YouTube, and 1% on 

Google Maps (BusinessInsider.com 2018). When amateur and professional 

investors search for information about the stocks they are interested in, Google 

searches provide relevant stock information and form the majority of all web 

searches. The model proposed in this article has been tested on more  than 60 Google 

searches before identifying good proxies for the amateur and professional investor 
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behavior based on Google searches for Apple stocks. 

The research questions this article tackles as follows: 

RQ1: Can Google search data predict stock price  volatility? 

RQ2: Which Google searches are creating ups and downs in     Apple stock price 

volatility? 

RQ3: Can the identified ups and downs in Apple stock price volatility be linked to 

household and professional investor activity? 

The contribution of this article is identifying new patterns for investor behavior on 

web searches, and how these patterns link to ups and downs in stock volatility 

theoretically explained through the proposed investor journey model, which relies 

on insights from related queries        and topics in Google Trends from more than 60 

Apple-related Google searches. Apple is the example used in this article, and 

model may  be applicable for similar big tech stocks with high volume google 

search data. 

V.2. Literature review 

One of the most notable articles modeling stock price volatility using Google 

Trends, is Preis et al. (2013), which mentions: “We suggest that Google Trends 

data and stock market data may reflect two subsequent stages in the decision 

making process of investors.” 

This article suggests that Apple stock-related Google Trends data follow  an 

investor decision making journey, which affects Apple stock volatility. The 

proposed investor journey model is detailed in section 3. 

Jiao, Veiga, and Walther (2016) find that a buzz up in coverage by traditional news 

media predicts subsequent decreases in volatility and turnover, while a buzz up in 
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coverage by Twitter predicts increases in the subsequent volatility and turnover. 

However, they do not explain why the buzz in traditional news media and Twitter 

coverage have these different effects on stock volatility. 

Greenwich Associates published a report in 2015 based on interviews with 256 

asset owners from more than 250 institutional investor organizations, which shows 

that institutional investors use Twitter in a very limited manner in their decision-

making process, compared to LinkedIn, for example. Among the 256 interviewed 

institutional investors, LinkedIn was used by more than half and often played an 

important role in investor decision making. The interviewed institutional investors 

recognized the value of the Twitter news feed in seeking opinions or commentary 

on market events, but considered LinkedIn feeds to be better targeted, as they 

reflected their professional ties more closely. 

This article does not include LinkedIn data, but only Apple-related Google searches 

due to their free availability through Google Trends. 

Specifically, LinkedIn data are difficult to access and expensive. Twitter data were 

also not considered due to their cost for this article. 

Institutional and professional investors use information processed from Twitter by 

analytical companies such as Dataminr. For example, TheGlobeAndMail.com 

(2018) states: “Dr. Mohanram cautions that individual investors are not likely to 

be able to correctly replicate the conditions of the study to benefit from crowd-

sourced opinion. It requires a certain amount of data crunching ability and 

sophistication [to] analyze a large sample of tweets, categorize them and aggregate 

them all in real time.” 

Private investors are using more Twitter unprocessed information in their decision-

making processes such as by following investor gurus and searching for stock 
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related information on Twitter. For example, MarketWatch.com’s (2018) “Finance 

Twitter: The 50 most important people for investors to follow” is one of many 

articles recommending private investors who to follow on Twitter to get smart 

insights on investing. Based on such recommendations, it becomes logical that the 

abundance of financial gurus on Twitter is creating noise and increases stock 

volatility. Searching for stock related information on Twitter typically yields 

several credible news sources along with sources that require vetting. In short, the 

many news sources on Twitter create noise and increase stock volatility. Namely, 

private investors are more exposed to the risk of rumors, old news being perceived 

as new news, speculations, and manipulating info to drive  stock prices up or down. 

All this noise can lead to irrational investor behavior by creating higher volatility 

when there is a buzz up in Twitter info for a stock. 

Therefore, the logic of Twitter usage is that private investors are the main actors 

in the increased stock volatility after a buzz up in the Twitter info about a stock. 

Traditional news media info about stocks are typically used by professional and 

institutional investors. Examples of reliable traditional news media channels are 

Financial Times, Bloomberg, Wall Street Journal, Reuters, CNBC, Forbes, and 

MarketWatch. They are associated with rational investor behavior and lower 

volatility after  a news buzz up related to a specific stock. 

For the Apple stock, around 60–70% of Apple stock trading is conducted by 

professional and     institutional investors. For details, please refer to 

https://finance.yahoo.com/quote/AAPL/holders/. 
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Fig. 2: Ownership of the  US corporate equity market: USD 36 trillion as of Q2  
2016 and includes USD 7 trillion of foreign equity holdings. 

 
Based on Fig. 2, US households own approximately one third of the 
US corporate equity market, meaning that the household investor 
activity in Apple stocks is estimated to be one third on average. 
 
 

 

Many models for stock investor decision making are based on the prospect theory 

developed by Kahneman and Tversky (1979), which is a descriptive model of 

decision making under risk (see, e.g., Wakker & Levy 2015). Prospect theory has 

been criticized and several alternatives have been suggested (see, e.g., Nwogugu 

2005; Levy et al. 2002). Prospect theory assumes decision making has two phases: 

editing and valuation. The editing phase refers to investors scanning the 

information and forming their beliefs on eventual outcomes. This phase is heavily 

dependent on psychological biases. The second phase is the valuation phase, where 

agents value these eventual outcomes based on the beliefs in the first phase. This 

phase depends more on the risk preferences of investors. These two decision-
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making phases are distinct, albeit closely dependent on each other. 

The model for stock investor decision making developed in this article is based on 

the empirical observation of Google searches related to the Apple stock (stock 

symbol: AAPL). The model does contain some editing and valuation by investors 

but focuses on explaining how different types of investor use information before, 

during, and after the Apple Quarterly Reports and iPhone models are released. 

 
V.3. The Investor Journey Model 

The “investor journey model” is a conceptual model developed in this study for 

the analysis of investor behavior based on web searches and is applied to Apple 

stocks in this paper. Specifically, it has been developed based on related queries 

and topics on Google Trends from more than 60 Apple-related Google searches. It 

is thus the main analysis framework in this study, as described in Figs. 3 and 4. 

 
 

Fig. 3: The Investor Journey 
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Fig. 4: Timeline for the investor journey 

 

I divide the Apple stock-related Google searches into two groups—household and 

professional investors—based on the following hypotheses. 

Hypothesis 1: The Google searches for stock symbols AAPL, AMZN, and IBM 

are assumed to be mostly made by household investors, as professional investors 

are likely familiar these stock symbols and do not need to Google search them. 

Google searches for these stock symbols lead to SeekingAlpha.com and 

StockTwits.com, which have large groups of household investors among their 

readers. 

Hypothesis 2: The Google searches for Apple rumor news are assumed to be 

largely done by professional investors, as the Apple rumor news sites use high 

vetting levels and due diligence for the sources. 

 

 
V.4. Methodology 

The analysis is based on the multiple regression modeling of more than 60 Apple-

related Google searches as input variables and investor behavior in the form of 

Apple stock volatility as the dependent variable. 

For the Apple and rumor news Google searches, professional investors largely 

consider the vetted news and rumor sites, while household investors largely Google 

the stock symbols of Apple and other big tech companies. These patterns were 

identified based on the related topics and queries for each Google search, but also 

on the assumption of the tendency that household investors drive volatility up and 

professional investors drive it down. This argumentation of the patterns for 



300  

household and professional investors will be further elaborated upon in the 

following sections. 

The statistical software used is Oxmetrics 8.10, which mainly focuses on using 

the Autometrics functionality. Autometrics  is a part of the PcGive module of 

Oxmetrics, being the automatic econometric model selection procedure that is 

available in  PcGive. It is based on regression modeling under the general 

unrestricted model (GUM) framework. In Autometrics, the variable and model 

selection criteria are based upon the unique method developed by David 

Hendry and Jürgen Doornik, which performs well on gauge and potency. 

Gauge is the retention rate of irrelevant variables in the selected model and 

akin to size, because it accounts for the wrongly selected variables . Potency is 

the retention rate of the relevant variables in the selected model. It is also akin to 

size because it accounts for the variables that have been correctly selected (see 

Hendry et al. 2014). 

The chosen target size for the dataset used in this study is 1%, which is the t-

probability threshold for choosing and eliminating input variables. The 1% level 

was chosen because of the 60+ Google searches selected as input variables in 

1–4 time lags each; therefore, the large amount of input variables could be cut 

down to a reasonable number. After selecting among more than 60 Google 

searches with a target size of 1%, a target size of 5% was also tested when the 

input variables were reduced to a group of 10 predictors. 

Another variable selection method that comes from machine learning    is the least 

absolute shrinkage and selection operator (LASSO) method. It is a type of linear 

regression that uses shrinkage, where data values are shrunk towards a central 

point, such as the mean. LASSO adds the “absolute value of magnitude” of the 

coefficient as penalty term to the loss function, which will be minimized. This is 
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called L1 regularization. 

This regression works especially well for many input variables and 

multicollinearity and can limit the input variables significantly. The input variables 

field is cut down by the described L1 regularization. 

The analysis will examine if Apple-related Google searches are good proxies for 

investor behavior regarding the Apple stock. Both household and professional 

investor are reflected in Google searches on the investor journey to buy or sell 

Apple stocks. 

 
V.5. Data 
V.5.1. Google searches during 2015–2020 

The Google search data were collected from Google Trends 

(https://trends.google.com/trends/). Specifically weekly Google search data were 

collected from April 2015 to April 2020, as this is the longest period available on 

Google Trends with weekly Google search data. 

It is possible to get obtain Google searches on Google Trends, but they are only 

available up to the 90 prior days. Weekly Google search data are available on 

Google Trends for the past 12 months or 5 years. For longer periods, starting from 

2004, monthly date are available. The selected data were evaluated to be the most 

suitable dataset for modeling Apple stock prices and volatility because it was the 

longest and most recent time period available with weekly data at the time of this 

study. 

The Google search data are given in indexes from 0 to 100, as positive integers, 

available on Google Tends. An index 100 for one or more weeks would be the 

highest weekly search volume for the entire 5-year period. In this article, more than 

60 Apple-related Google searches were extracted for the 5-year period and tested 
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for their relationship to stock price and volatility. These searches were found by 

exploring Google Trends for the Apple stock symbol (AAPL) and products such 

as iPhone, iPad, MacBook iOS, or MacOS. Google Trends includes both related 

topics and queries, based on which I found stocks related to the Apple stock, which 

led to the idea of developing the investor journey model. Fig. 5 shows one data 

extract. 

 
 

Fig. 5: Google search data for “AAPL” for the period 2015-2020 

Source: https://trends.google.com/trends/explore?date=today%205-y&q=AAPL 

The Google searches can be extracted in sets of up to five, but I instead considered 

one search at a time, as for more than five searches extracting sets will create 

problems. That is, because the five searches will be indexed in a group of five, a 

second set will not be indexed against the first set. As such, unless there is an 

overall baseline, the highest of all Google searches will be identified for each set. 

However, the baseline can  change during the research to include all the dataset. 

As such, the most practical approach is to extract Google searches one at a time 

and, in the end, the searches can be indexed together in one set of five or two sets 

of 10 for 5–10 input variables. 

For example, for the Google search of the Apple stock symbol (AAPL) shown in 



 

 
303 

Fig. 5, all weeks in the 5-year period are indexed around the datapoint with index 

100 in week 31 of 2018. For up to 5 searches in the same Google Trends query, all 

weeks would be indexed around the highest search with index 100 in a given week. 

The final dataset from Google Trends included sets of five Google searches and all 

searches were indexed to the highest search index, “IBM,” in the 5-year period. 

 

 

 
Variables N Mean Median St. dev. Min Max 

AvgWeeklyC 
lose 

260 weeks 164.5 158.1 54.3 91.9 323.6 

Weekly 
Volume, 
number of 
million shares 

260 weeks 170.8 156.4 72.7 32.5 500.4 

Weekly 
volatility 

260 weeks  
3.20% 

2.64% 2.24% 0.51% 19.17% 

First diff 
Log(avgWee 
kClose) 

260 weeks 0.13% 0.24% 1.69% -13.46% 12.76% 

Table 1: List of weekly financial variables 

Table 1 shows that the weekly volatility includes an extreme outlier of 19.17%. 

This was due to the COVID-19 pandemic from February 24 to April 12, 2020, 

were the weekly volatility ranged between 9% and 19.2%, peaking at 19.2% in 

week 11—March 9–15, 2020. In the same time window, the average trading 

volume was 300 million shares per week and stock price varied from USD 212 to 

USD 304.  

Table 2 presents the descriptive statistics for the Google search data. As 

previously mentioned, all Google searches for 5 years have been downloaded from 

Google Trends as 260 weekly observations. Specifically, 62 Apple related Google 

searches were tested for modeling the Apple stock volatility, among which nine 

were significant and were chosen for further modeling. The two most important 

input variables, the Google searches for “AAPL” and “AMZN”, selected by SPSS 
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LASSO and Autometrics are marked with bold. The Google searches for 

“MacRumors” and “Apple rumors” are also marked with bold, as they were 

additionally selected by Autometrics when the target size was changed from 1% to 

5%. The target size in Autometrics is the t-probability threshold for choosing and 

eliminating input variables. There are two groups for the searches: 

1. News and rumors searching/vetting for Apple stock 

2. Apple and other related big tech stock searches 

The Google search “Apple rumors” marked with green is the only variable 

considered with an overweight of professional investors and negative coefficient. 

All other Google searches are considered to have an overweight of household 

investors.  

 

 
Google 
searches 

N Tested 
time lags 

Mean Median St. dev. Min Max 

First section, 
rumor, and 
news 
searches 

       

Apple 
Rumors 

260 weeks 1–4 weeks 0.9 1.0 0.4 0.5 3.0 

9to5mac 260 weeks 1–4 weeks 1.2 1.0 0.6 0.5 5.0 
TheVerge 260 weeks 1–4 weeks 1.0 1.0 0.2 0.5 2.0 
MacRumo rs 260 weeks 1–4 weeks 2.7 2.0 1.5 1.0 12.0 

AppleInsid 
er 

260 weeks 1–4 weeks 0.7 0.5 0.3 0.5 2.0 

Second 
section, 
Apple, and 
related big 
tech stock 
searches 

       

AAPL 260 weeks 1–4 weeks 20.2 18.0 7.6 9.0 51.0 
AMZN 260 weeks 1–4 weeks 14.9 13.0 9.7 2.0 48.0 
IBM 260 weeks 1–4 weeks 72.2 72.0 10.9 38.0 100.0 

Table 2: Descriptive statistics for the Google searches 

From Table 2, the search for “IBM” has the highest index number 100, all other 

Google searches being indexed to it. Had this search not been included, the search 

for AAPL would have been the main index, meaning all other Google searches 
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would have been indexed after it, since it has the second highest index of 51. 

Excluding the Google search on IBM, would also have increased the index numbers 

for Google searches on MacRumors, Apple rumors, and AMZN, which could have 

changed their significance. 

In Autometrics, the estimation sample cannot start before week 19 in 2015  because 

of the tested time lags for 1–4 weeks in the dataset. Therefore, the Autometrics 

estimation is conducted from week 19 in 2015 to week 42 in  201, covering 88% of 

the dataset. The last 26 weeks of the dataset from week 43 in 2019 to week 16 in 

2020 are chosen as hold-out data for the forecast evaluation. 

 
 

Fig. 6: Timeline for the dataset and visualization of the train/test split. 

Fig. 7 shows time plots of the two tested dependent variables, namely the weekly 

volatility and first difference log(avg close), which is the stock price return. It also 

shows the  time plots of the two most significant regressors, the Google searches 

for AAPL and AMZN and the highest Google search index in the 5-year period for 

IBM. 
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Fig. 7: Timeplots of the main variables  

The selected Google searches developed as follows: 

AAPL: Quarterly peaks around the ends of January, April, July, and October in 

each year, when Apple is releasing its quarterly reports to Nasdaq and on their 

investor site. 

AMZN: Quarterly peaks around the ends of January, April, July, and October in 

each year, when Amazon is releasing its quarterly reports to Nasdaq and on their 

investor site. 

IBM: Quarterly down peaks around the end of December. An explanation could 

be that IBM is not linked to the Christmas season, and the search for more 

Christmas-linked stocks overtakes the December searches. The downward pattern 

in the Google searches follows the decline in stock  prices during 2015–2020. The 

main role of the Google searches for “IBM” is that it is the highest Google search 

index in the 5-year period for 10 out of 60 Google searches that were most 

significant for the weekly Apple stock volatility. Therefore, all last 10 Google 
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searches in the last dataset tested are indexed after the IBM searches. The declining 

trend for IBM searches during 2015–2020 follows the declining trend in both IBM 

stock price and IBM’s position in machine learning and AI, where IBM is not 

among the leaders. 

 
Fig. 8: x-y plot of weekly volatility x AAPL 

Y axis is Weekly Volatility and X axis is AAPL Google searches. The x-y plot 

shows patterns of higher volatility for higher AAPL Google search indexes. 

 
V.5.2. Apple announcement data 

Apple releases its quarterly reports at the end of the month after a quarter closes, 

that is, approximately 1 month after the quarter closes, to stock holders and the 

media through the  investor portal at Apple.com, at 

https://investor.apple.com/investor-relations/default.aspx. 

There was a test of event variables for the iPhone launch in September; the 

quarterly Reports every end of January, April, July, October; and the Black Friday 

and Christmas sales. These event variables did not show any effect on either 

weekly volatility or stock price returns. These event variables were defined as 0/1 

variables, taking 1 in the week the event occurred, and 0 otherwise. 

There are patterns in some Apple-related Google searches before, during, and after 
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the quarterly reports, which are considered as quarterly regular spikes in these 

Google searches. Refer to Fig. 7 for an example of these patterns. 

Apart from the quarterly reports from Apple, the single most important event for 

Apple is the yearly iPhone launch in September. At the  iPhone launch 2015, the 

weekly Apple stock volatility increased, but from 2016 onwards the iPhone launch 

has been a mean event based on weekly volatility. That also tells a story of the 

iPhone hype wearing off. The iPhone hype topped in 2012, and has been 

decreasing since then. Refer to the Google searches for iPhone from 2007–2021: 

 

 
 

Fig. 9: iPhone Google searches, 2007-2021.  

Source: https://trends.google.com/trends/explore?date=all&q=iphone 

The first iPhone was launched in June 29, 2007 and, from 2012, the main iPhone 

launch has always been in September. There are patterns in some Apple-related 

Google searches before, during, and after the September iPhone launch, which are 

seen as yearly peaks in these searches. Refer to Fig. 7 for an example of                      these 

patterns. 

There are also some announcement data on other Apple products, but the most 
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important product announcement for Apple and Apple stock is the yearly iPhone 

launch. 

 
V.5.3. Weekly return data 

Nasdaq.com provides free data download for their listed stocks going back 10 years 

at https://www.nasdaq.com/symbol/aapl/historical.  

These data provide daily info for the selected period on Apple stock price, namely 

open, high, low, close, and volume. These daily data from Nasdaq.com were the 

basis for calculating weekly Apple stock price volatility, based on formula (5). 

These daily data were also used to calculate the average weekly stock price and 

weekly volatility. The weekly average stock price was calculated based on the 

average of all the daily closing prices. Daily closing prices were also used to 

calculate the daily changes, forming the basis for calculating the weekly volatility. 

As the Nasdaq data only have daily close, high, low values for stock prices—with 

no daily average—it was chosen to use the close for the weekly calculations of the 

financial variables. These weekly financial variables were needed in the model 

together with the weekly Google searches. 

 
V.5.4. Formulas 

𝑷𝑷𝒕𝒕 is the weekly average stock price in week t, calculated as:  

(1) 𝑷𝑷𝒕𝒕 = ( 𝑷𝑷𝟏𝟏𝒕𝒕 +𝑷𝑷𝟐𝟐𝒕𝒕 +𝑷𝑷𝟑𝟑𝒕𝒕 +𝑷𝑷𝟒𝟒𝒕𝒕 +𝑷𝑷𝟓𝟓𝒕𝒕 )/5, 

where 𝑷𝑷𝒊𝒊𝒕𝒕 is the closing stock price for Apple on day i in week t. 

Approximately 80% of the trading weeks, have 5 trading days—Monday to 

Friday—based on the  above formula. 

The remaining 20% of the trading weeks have 4 trading days, the formula being:  
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(2) 𝑷𝑷𝒕𝒕 = ( 𝑷𝑷𝟏𝟏𝒕𝒕 +𝑷𝑷𝟐𝟐𝒕𝒕 +𝑷𝑷𝟑𝟑𝒕𝒕 +𝑷𝑷𝟒𝟒𝒕𝒕)/4. 

Very few trading weeks have 3 trading days, with the following formula: 

(3) 𝑷𝑷𝒕𝒕 = ( 𝑷𝑷𝟏𝟏𝒕𝒕 +𝑷𝑷𝟐𝟐𝒕𝒕 +𝑷𝑷𝟑𝟑𝒕𝒕)/3. 

The stock price return in this article is expressed as a first difference log variable, in 

line with the ARCH models. The use of stock price log returns has advantages over 

the arithmetic return (see, e.g.. Hudson & Gregoriou 2010). The first difference 

stock price return is expressed as: 

(4) ∆𝒍𝒍𝒍𝒍𝒍𝒍(𝑷𝑷𝒕𝒕) = 𝒍𝒍𝒍𝒍𝒍𝒍(𝑷𝑷𝒕𝒕) − 𝒍𝒍𝒍𝒍𝒍𝒍(𝑷𝑷𝒕𝒕−𝟏𝟏). 

The best explanatory variable for the weekly stock price return is the weekly 

stock price return from the previous week and two weeks before. Prior to 

volatility, I also investigated modeling stock price return. The results are 

available upon request. The historical stock price return only creates a R2 of 10% 

for the training data and 6% for the hold-out data. With the adding of the best three 

Google searches, R2 increases to 17% for the training data and 10% for the hold-

out data. The model for stock price return is not strong, the focus of this study 

being thus on modeling the weekly volatility for the Apple stock. 

For the weekly average volatility, the model is much stronger. I follow 

Christiansen et al. (2012) and Paye (2012), and define weekly volatility as: 

 
    

where the rs are the five daily changes in stock price for a week with 5  trading 

days. For 80% of the weeks in the dataset with five trading days, there are five rs 
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𝑆𝑆=
 

in the above formula. For 20% of the weeks in the dataset with 4 trading days, 

there are four rs in the formula. For the few weeks with 3 trading days, there are 

three rs in the formula. A classical weekly volatility formula is the standard 

deviation of five daily stock price changes, which is a variance. The above formula 

does not subtract the mean from each daily change, before considering each of the 

five daily returns in a week. The above formula is also not dividing with N - 1 

before applying the square root. Therefore, compared to the classical volatility 

formula, the new formula can be interpreted as a measure of stock price 

fluctuations in a given week without using the weekly mean for daily changes. 

All variables are now defined, so the final regression model for weekly      volatility 

can be defined as: 

(6) 𝜎𝜎𝑆𝑆 = 𝛼𝛼0 + 𝛼𝛼1 𝜎𝜎𝑆𝑆−1 + ⋯ . + 𝛼𝛼𝑝𝑝 𝜎𝜎𝑆𝑆−𝑝𝑝 + ∑𝑃𝑃𝛽𝛽𝑆𝑆𝑋𝑋𝑆𝑆𝑆𝑆 + 𝜀𝜀𝑆𝑆,  

where X is the explanatory variable constructed from the Google search data and 

also the event variables for iPhone launch, Black Friday and Christmas sales, and 

quarterly reports. The event dummies are defined as 0/1 variables, which take 1 in 

the week the event occurred, and 0 otherwise. 

 
V.6. Results and Discussion 

The initial test runs on 62 Google searches not indexed against each other, were 

mostly used to identify the most relevant Google searches. After the most relevant 

10 Google searches were indexed against each other, both IBM SPSS LASSO and 

Autometrics picked only two relevant Google searches, that is, “AAPL” and 

AMZN,” which are the stock symbols for Apple and Amazon, respectively. 

Oxmetrics 8.10 was used to model the 62 Google searches as input variables, with 

weekly volatility as the dependent variable. Using the automatic model selection 

function in Oxmetrics 8.10, called Autometrics, the 62 Google searches were tested 
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with time lags from 1 to 4 weeks, and 51 weekly seasonal dummies were also 

included in the modelling. Event dummies for Apple quarterly reports, iPhone 

releases, and Black Friday and Christmas sales were also tested. 

The final model output in Table 3 is from the automatic model selection, single-

equation dynamic modeling using Autometrics. 

 

 

Table 3: Model Output from Autometrics & Lasso 

 
V.6.1. Diagnostic tests 

The AR 1-7 test is a standard test of autocorrelation up to degree 7. It tests the joint 

hypothesis that εˆt is uncorrelated with εˆt−j, for any choice of j, against the 

alternative that εˆt is correlated with εˆt−j. The null hypothesis of no 

autocorrelation between residuals can be rejected for a P-value of 1.21% and 

significance level of 2.5%. Therefore, there is formal evidence of little 

autocorrelation between residuals. At a significance level of 1%, the null 

hypothesis is accepted, which makes it a borderline scenario for this test. In 

the LASSO model with just two predictors, there is clear rejection of the null 

hypothesis and formal evidence of autocorrelation between residuals. 

Software: OxMetrics 8.10 IBM SPSS Statistics 26

Variable selection method: Autometrics Lasso

Variables selected Coefficient  Std.Error  t-value  t-prob Part.R^2 Coefficient  Std.Error  t-value  t-prob Part.R^2
t-1 AAPL: (Worldwide) 0.00147 0.0890 16.5 0.000 0.5552 0.00132 0.0594 22.2 0.000 0.6901
t-4 AMZN: (Worldwide) 0.00037 0.0763 4.91 0.000 0.0995 0.00027 0.0715 3.71 0.000 0.0585
t-4 macrumors: (Worldwide) 0.00183 0.0008 2.39 0.018 0.0255
t-4 apple rumors: (Worldwide) -0.00659 0.0027 -2.45 0.015 0.0268

 
Diagnostics tests: Diagnostics tests:
AR 1-7 test: F(7,211) = 2.6487 [0.0121]* AR 1-7 test: F(7,215) = 4.2173 [0.0002]**
ARCH 1-7 test:  F(7,210) = 4.4896 [0.0001]** ARCH 1-7 test: F(7,210) = 3.0202 [0.0048]**
Normality test:  Chi^2(2) = 9.5215 [0.0086]** Normality test: Chi^2(2) = 10.519 [0.0052]**
Hetero test:  F(10,213) = 3.4856 [0.0003]** Hetero test: F(4,219) = 7.9119 [0.0000]**
Hetero-X test:  F(25,198) = 3.1901 [0.0000]** Hetero-X test: F(5,218) = 6.7054 [0.0000]**
RESET23 test:  F(2,216) = 6.7985 [0.0014]** RESET23 test: F(2,220) = 5.8947 [0.0032]**
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The ARCH 1-7 test is a standard ARCH test of the null hypothesis of no ARCH 

effect, that is, if the squared standardized residuals do not exhibit autocorrelation. 

The null hypothesis of no ARCH effect is rejected for P- values of 0.0001 and 

0.0048. Therefore, there is formal evidence of the ARCH effect in the model. 

Normality test. The null hypothesis of normality is rejected at a significance level 

of 1%, with P-values of 0.86% and 0.52%. Hence, there is                          no formal evidence of 

normality for this model. 

Hetero and hetero-X tests. The null hypothesis of homoscedasticity can be 

rejected for P-values of 0–0.03% at the 1% significance level. Hence, there is 

formal evidence of heteroscedasticity in this model. 

RESET123 test. The regression specification error test has a null hypothesis of no 

squared and cubic terms in the regression model. The null hypothesis can be rejected 

for P-values of 0.14% and 0.32% at the 1% significance level. Hence, there is 

formal evidence of mis-specification of the regression model from this test. 
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Fig. 10: Model Output from Autometrics  

The residual plot shows a random pattern, suggesting a linear model would fit well 

the data. Residuals are also normally distributed, again suggesting the linear 

regression model is fitting the dependent variable well. The ACF and PACF plots 

show no autocorrelation. The COVID-19 peak in March 2020 is an outlier, but the 

model is not capturing this, as there were no COVID-19 data for training the model. 

 

 
V.7. Forecasting evaluation 

 
 

 
Fig. 11: Forecast graph, Y axis is Weekly volatility. 34 weeks out-of-sample 

In Fig. 11, the blue line is the out-of-sample forecast from September 2019 to April 

2020 for the last 34 weeks of the dataset. The estimation sample is from April 2015  

to August 2019. The green band around the blue line is a 95% band marking +/- 2 

forecast standard errors. 

From late February 2020 to April 2020, the weekly volatility for the Apple stock 



 

 
315 

took a hit due to the COVID-19 pandemic period, and the forecast model fail to 

forecast this peak. This is probably due to the COVID-19 pandemic not being 

captured by the Google searches in this model. The Oxmetrics output for the above 

34 weeks dynamic forecast out-of-sample is in Appendix 1, including the COVID-

19 pandemic period. 

To test how the forecasting performed when excluding the COVID-19 pandemic 

period, a forecast scenario similar to the setting was tested for a 26-week forecast 

ending forecast in February 2020 before the pandemic hit the stock market. The 

difference in forecasting periods for the 34 weeks including the COVID-19 

pandemic period and 26 weeks excluding it  ensures identical training datasets 

from week 19 in 2015 to week 34 in 2019 under both forecasting scenarios. 
 

Fig. 12: Forecast graph, Y axis is Weekly volatility. 26 weeks out-of-sample 

The Oxmetrics output for the above 26 weeks out-of-sample dynamic forecast is 

shown in Appendix 2. The Oxmetrics outputs for the two out-of-sample dynamic 

forecasts without and with the COVID-19 pandemic period are summarized in 
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Table 4. 

 
Table 4: Autometrics Output excluding & including COVID-19. 

Comparing the forecasts without and with the pandemic period, the former 

performs relatively well in terms of Chi^2, Chow, CUSUM, RMSE, MAPE, and 

mean(Error). 

All forecasting was conducted using the model with four predictors selected by 

Autometrics. For comparing the two used variable selection methods in this 

article—Autometrics and LASSO—Table 5 presents both methods and their 

forecasting KPIs. 

 

 

Excluding the COVID-19 pandemic period Including the COVID-19 pandemic period
One-step (ex post) forecast analysis 2019 (35)–2020 (8) One-step (ex post) forecast analysis 2019 (35) –2020 (16) 
Training dataset 2015 (19)–2019 (34) Training dataset 2015 (19)–2019 (34)

Parameter constancy forecast tests: Parameter constancy forecast tests: 

Forecast Chi^2(26) = 19.244 [0.8259] Forecast Chi^2(34) = 291.67 [0.0000] **

 Chow F(26,218) = 0.73626 [0.8217]  Chow F(34,218) = 7.5341 [0.0000] **

 CUSUM t(25) = 0.4978 [0.6230]  CUSUM t(33) = 6.580 [0.0000]** 

 RMSE = 0.010157  RMSE = 0.034577
MAPE = 38.524 MAPE = 40.205
mean(Error)= 0.001264 mean(Error)= 0.014414
SD(Error)= 0.010078 SD(Error)= 0.031434

Software: OxMetrics 8.10 IBM SPSS Statistics 26

Variable selection method: Autometrics Lasso
Variables selected: t-1 AAPL, t-4 AMZN, t-4 macrumors & t-4 apple rumors t-1 AAPL & t-4 AMZN

Forecasting excluding the COVID-19 pandemic period Forecasting excluding the COVID-19 pandemic period
One-step (ex post) forecast analysis 2019 (35)–2020 (8) One-step (ex post) forecast analysis 2019 (35)–2020 (8)
Training dataset 2015 (19)–2019 (34) Training dataset 2015 (19)–2019 (34)
Parameter constancy forecast tests: Parameter constancy forecast tests:
Forecast Chi^2(26) = 18.646 [0.8510] Forecast Chi^2(26) = 19.189 [0.8284] 
Chow F(26,218) = 0.71147 [0.8482] Chow F(26,222) = 0.73701 [0.8210] 
CUSUM t(25) = 0.6245 [0.5380] (zero forecast innovation mean) CUSUM t(25) = 0.3433 [0.7342] 

Forecasting including the COVID-19 pandemic period Forecasting including the COVID-19 pandemic period
One-step (ex post) forecast analysis 2019 (35)–2020 (8) One-step (ex post) forecast analysis 2019 (35)–2020 (8)
Training dataset 2015 (19)–2019 (34) Training dataset 2015 (19)–2019 (34)
Parameter constancy forecast tests: Parameter constancy forecast tests:
Forecast Chi^2(34) = 288.54 [0.0000]** Forecast Chi^2(34) = 278.85 [0.0000]**
Chow F(34,218) = 7.4183 [0.0000]** Chow F(34,222) = 7.6773 [0.0000]**
CUSUM t(33) = 6.659 [0.0000]** (zero forecast innovation mean) CUSUM t(33) = 6.536 [0.0000]**
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Table 5: Forecasting output from Autometrics & SPSS 

 

 
V.7.1. Autometrics recursive graphs 
 
 

Fig. 13: Graphs of the coefficients for the most important predictors  

 

In Fig. 13, the Google searches for AAPL have the most significant pattern. The 

coefficient on the Google search AMZN t - 4 is close enough to zero so that it is 

not worth analyzing it. However, the IBM SPSS LASSO has a much higher partial 

R2 on 8% for this variable compared to only 2% in Autometrics. The coefficients 

for the Google searches for MacRumors t - 4 and Apple rumors t - 4 are larger than 

for                           AAPL, but these Google searches are also relative small compared to the AAPL 

searches. 
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V.7.2. IBM SPSS 26 output 
 
 

Table 6: Model summary from SPSS Lasso 

The LASSO model in IBM SPSS 26 has an R2 on 52.5%, which is very comparable 

to the one in Autometrics, around 50%. The above lambd ian model yielded 0.42, 

which is optimized after the 19% bootstrap  test set (50 bootstrap samples out of 

the 260 weekly observations). 
 

V.8. Final model 

The automatic model selection in Autometrics results in two significant Google 

searches linked to the weekly volatility of the Apple stock and no effects from the 

seasonal and event dummies or historical values of volatility. The significant 

Google searches are AAPL t - 1 and AMZN t - 4. 

The Google search “AAPL” is time lagged 1 week, being the most significant 

search linked Apple stock volatility, with a partial R2 of 49% in Autometrics and 

50% in SPSS 26 LASSO. 

The Google search AAPL at t - 1, which is the Google search for the Apple                
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stock symbol on Nasdaq, is driving up volatility 1 week after the searches. This 

is because it is assumed the Google searches for AAPL are mainly done by private 

investors, under the assumption that professional investors have a lower need to 

Google search the Apple stock symbol AAPL. These assumptions cannot be 

proven but are logical.  

To verify this conjecture, I interviewed Henrik Ekman, Independent Investment 

Consultant, former Head of Equities at Maj Invest, on January 28, 2021. He 

confirmed that professional portfolio analysts are using Google searches to find 

indications of sales going up and down for the stocks they are analyzing. They also 

use Google searches in general for information gathering for the stocks currently 

in their portfolio. While I did not find out any specifics on the difference between 

private and professional investors in terms of Google searches for stock symbols, 

this confirmed the professional investors’ general use of Google searches, as 

shown in this articles Investor Journey Model. 

The LASSO algorithm was run in IBM SPSS 26 on the exact same dataset, with 

weekly volatility as the dependent variable and two significant input variables. 

AAPL was time lagged 1 week as the most significant input variable, similar to 

the Autometrics method, with a similar partial R2 of 50%. For the second 

significant input variable, LASSO  also chose AMZN t – 4, with a partial R2 of 8%. 

In Autometrics, AMZN t - 4 had a similar partial R2. 

Autometrics was also tested with a target size of 5% instead of the 1% target size 

for all other tests. The target size is the t-probability threshold for choosing and 

eliminating input variables. 

The target size for 5% also results in the choice of the MacRumors t - 4 Google 

search with a partial R2 of 2.7% and a positive coefficient and Apple rumors t - 4 

with a partial R2 of 3.1% and negative coefficient. Given these relative small partial 
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R2, further analysis is not necessary. The positive coefficient  on MacRumors 

indicates more private investors conduct these Google searches, while the negative 

coefficient on Apple rumors indicates more professional investors rely on these 

Google searches. MacRumors.com has good reputation for vetting Apple rumors, 

but the Google searches for Apple rumors lead also to MacRumors.com, 

9to5mac.com, AppleInsider.com, and TheVerge.com; this wider mix of Apple 

rumor news sites are used more by professional investors compared to just 

MacRumors.com. However, given the small partial R2 of around 3% for these 

Apple rumor Google searches, this analysis should of course be interpreted 

cautiously. 

 
V.9. Conclusions 

More than 60 Apple-related Google searches were tested in this study as predictors 

for weekly Apple stock volatility. Under the framework of the newly proposed 

investor journey model, I analyzed and explained why a buzz in some Apple-

related Google searches will dampen the weekly Apple stock volatility and why a 

buzz in the other searches will increase the weekly volatility for the Apple stock. 

A buzz up in the Google search for “AAPL” will increase the Apple stock price 

volatility in the following week. This is the most significant pattern, since the 

partial R2 for the Google search “AAPL” is 44% in Autometrics and  50% in 

SPSS’s LASSO. 

A buzz up in Google search “AMZN” will also increase Apple stock price volatility 

after 4 weeks. However, the effect is small compared to AAPL, as the partial R2 

for this Google search is just 2% in Autometrics and 8% in SPSS LASSO. With 

the small partial R2 of 2–8% for these AMZN Google searches, the results of this 

analysis should be interpreted with caution. 
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When the target size changed from 1% to 5% in Autometrics, which is the t- 

probability threshold for choosing and eliminating input variables, MacRumors t - 

4 and Apple rumors t - 4 also become significant, but their partial R2 are 2.7% and 

3.1%, respectively, so their effect is quite small. MacRumors has a positive 

coefficient and will increase the Apple stock price volatility after 4 weeks. Apple 

rumors has a negative coefficient and will decrease the Apple stock price volatility 

after 4 weeks. The explanation could be that an increase in Google searches 4 weeks 

before this information is available will result in investors buying and selling more. 

However, it could also be a random pattern, considering the small partial R2 of 

around 3% for these Apple rumor news Google searches. 

The most predictive Google search for Apple stock volatility was AAPL t-1. The 

Google searches for AAPL stock symbol are mostly done by private investors, 

which explains why their buzz up increases volatility. 

When the COVID-19 pandemic disrupted the stock market during February–April 

2020, both private and professional investors panicked, which is why and the 

proposed model could not capture the disruption, as the model was not trained with 

data from this period. 

Further research ideas would be to model the Amazon stock based on Google 

searches, as the AMZN Google searches show a better visual correlation with the 

Amazon stock price compared to the Apple stock and AAPL Google searches. 

Perhaps the stock price return for the Amazon stock has a better potential for being 

modeled and predicted with Google searches. However, there is the need to test 

whether the Amazon stock price volatility modeling based on Google searches is 

stronger than that for Apple in this article. That could require an additional model. 

The novel investor journey model presented in this article will thus enable further 

analyses linking big social data to investor behavior on the financial markets. 
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